| )Extreme Weather, Machine Leérning,
and High-Performance Computing




HEC Program Office
NASA Headquarters
Dr. Tsengdar Lee
Scientific Computing Portfolio Manager NCCS

http://www.hec.nasa.gov/
N APS_———/_-

NASA Center for Climate Simulation (NCCS)

High-End Computing Capability (HECC) Project Goddard Space Flight Center (GSFC)
NASA Advanced Supercomputing (NAS) Dr. Daniel Duffy
NASA Ames http://www.necs.nasa.gov/

Dr. Piyush Mehrotra
https://www.nas.nasa.gov/hecc/




NASA Center for Climate Simulation (NCCS)

Provides an 'megrae " 'g -en  compu ng envronmen des'gne o suppor e
specialized requirements of Climate and Weather modeling.
* High-performance computing, data storage, and networking technologies

* High-speed access to petabytes of Earth Science data

* Collaborative data sharing and publication services /

* Advanced Data Analytics Platform (ADAPT) HP C 2 01 68?\3@,5
E Awg'rfies

Primary Customers (NASA Climate Science) Reader’s Choice: Best Data-
* Global Modeling and Assimilation Office (GMAO) |Intensive System (End User
+ Land Information Systems (LIS) focused) for ADAPT!
* Goddard Institute for Space Studies (GISS)
 Variety of other Research and Development (R&D)

High-Performance Science
* http://www.nccs.nasa.gov
* Code 606.2
* Located at NASA Goddard Space Flight Center in Greenbelt, MD.

NASA Center for Climate Simulation




This includes
traditional x86
processors only;
does not include
GPUs or Phis.

Discover (HPC) Capacity Evolution

Discover Capabilities Over Time
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Plans in progress to
expand compute
capacity in FY17 and
FY18 with (1) SkyLake
processors, (2) small
amount of deep
learning systems.



Discover (HPC) Scratch Disk Evolution

Calendar Description Decommission Total Usable Capacity (TB)
2012 Combination of DDN disks None 3,960
Fall 2012 NetApp1: 1,800 by 3 TB Disk None 9,360
Drives; 5,400 TB RAW
Fall 2013  NetApp2: 1,800 by 4 TB Disk None 16,560
Drives; 7,200 TB RAW
Early 2015 DDN10: 1,680 by 6 TB Disk Drives, DDNs 3,4, 5 ~26,000
10,080 TB RAW
Mid 2015 DDN11: 1,680 by 6 TB Disk Drives, DDNs 7, 8,9 ~33,000
10,080 TB RAW
Mid 2016 DDN12: 1,680 by 6 TB Disk Drives, None ~40,000
10,080 TB RAW
Early 2017 13+ PB RAW, TBD TBD ~50,000

 Usable capacity differs from raw capacity for two reasons. First, the NCCS uses RAID6 (double parity) to protect against drive
failures. This incurs a 20% overhead for the disk capacity. Second, the file system formatting is estimated to also need about 5% of
the overall disk capacity. The total reduction from the RAW capacity to usable space is about 25%.



ma  INCCS Evolution of Major Systems

FY15 Portal

Mass HPC -
Storage Discover

:ﬂ,

FY16: Creation of the Advanced Data
Analytics Platform (ADAPT), a High
Performance Science cloud (virtual
environment) designed for traditional
data services, data analytics, and web
services: move the data to the analysis.

FY17: Creation of the Data Analytics
Storage Service (DASS), a combined
High Performance Computing and Data
environment to enable emerging
analytics: move the analysis to the data.
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NASA Global Modeling and Assimilation Office (GMAO)

FV3 Dynamical Core uses a Cubed-Sphere which maps the Earth
onto faces of a cube
- There are 6 faces of the cube and multiple vertical layers

- Total number of grid points
* X *Y *Z*6 Faces of the Cube

Current GMAO Research

- Operational research forecasts are running at 27 KM resolution
using about 27 million grid points

- Target operational research forecasts at a resolution of 12 KM 1n
the very near future

- Reanalysis (including chemistry)

- Dynamic downscaling of reanalysis and forecasts down to 6 KM

- Highest resolution research runs are at 1.5 KM global resolution




Increasing the GEOS-5 Model Resolution

Target — Run approximately 100 meter global resolution research runs in 10 to 15 years
Each doubling of resolution requires 4x the grid points in the (X, y) direction; assume number of vertical

layers are a constant at 132

Model XandY Grid Points Resolution Cores RAM

Values (meters) (PB)
C1440 5,760 26x 10° 1,736 30,000 0.12
C2880 11,520 105 x 10° 868 120,000 0.48
C5760 23,040 420 x 10° 434 480,000 1.92
C11520 46,080 1,682 x 10° 217 1,920,000 7.68
C23040 92,160 6,727 x 10° 109 7,680,000 30.72

Bad News — This is only one component of the application (the atmosphere). GMAO is working on their coupled model including Atmosphere, Ocean,
Waves, Ice, and More; We expect the model to require much more memory pushing us toward a higher memory to flop ratio.



MERRAZ2 Data Set

MERRA2 Reanalysis Modern Era-R~trosp~-*ir'~ An~hsgjec ESGF MERRA published variables
- - cmIPS MERRA Units Description(Long Name)
for Research and Applications lus tius Wm2  Surface Upwelling Longwave Radiation
MERRA rlut Iwtup wm2 TOA Outgoing Longwave Radiation
Yoderm . . . . rlu I | -2 TOA O ing Clear-! Radiatio
Mm% . Source: Global Modeling and Assimilation oy P I
~~mm::¢ Ofﬁce (GM AO) rsdscs swgdnclr wm2 Downwelling Clear-Sky Shortwave Radiation
. rsdt swtdn Wm-2 TOA Incident Shortwave Radiation
e aplinadiny’ . . rsut swidn?? Wm-2 TOA Outgoing Shortwave Radiation
" . Input: observation types (land, sea, air, i clétot % Totl Cloud Fraction
a space) into “frozen” numerical model. Pr prectot kgm-2s-1  Precipitation
v 11 B o cloud % Cloud Area Fraction
(~4 million observations/day) ] evep kgm-2s1  Eveporation
s m—— . — hfls ellux wWm-z Surface Upward Latent Heat Flux
peporop— e “._::‘ ) . hfss hilux Wm-2 Surface Upward Sensible Heat Flux
a—— = Brervedll . Outp.ut. a global te_mporally and spa}tlally = n % Relative Humidity
— e —— - e 0 consistent synthesis of many key climate hus v v Specific Humidity
variables, including aerosols ik e o eciptation
nrw tav ke m-2 Wiater Vapor Path

« Spatial resolution: 1/2° latitude x 2/3 ps ps Pa Surface Air Pressure
. B . psl sip ra Sea Level Pressure
longitude x 42 vertical levels extending ids Iwgnt Wm2  Surface Downwelling Longwave Radiati
through the stratosphere. ridscs Iwgabclr Wm-2 Surface Downwelling Clear-Sky Longwave Radiation
rsutcs swtdn wm-2 TOA Outgoing Clear-Sky Shortwave Radiation
) ta t K Air Temperature
« Temporal resolution: 6-hours for three- tas um K Near-Surface Air Temperature
H H H H tauu taux Pa Surface Downward Eastward Wind Stress
dlmen§|onal, full spatial resolution, o o o e s s
extending from 1978-Present. tro3 o3 100E03  Mole Fraction of O3
ts ts K Surface Temperature

. ua u msd tastward Wind
~ 400 T, and growing uas wi0m me1  Eactward Neas Surface Wind

v msl Northward Wind
viom ms-1 Northward Near-Surface Wind
omega Pas-1 omega (=dp/dt)

Geopotential Height



Enough already,
show some movies!




The Questions

How can we study the evolution

of extreme weather events with

machine learning?

What effect might machine
learning algorithms have on

future HPC architectures?

For this study, we used a machine
learning technique to attempt to
find commonalities in how
hurricanes evolve and dissipate

using MERRAZ2 reanalysis data.
|4
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Machine Learning Algorithm @

Identify hurricanes using IBTrACS database

*  To reduce the data set to a manageable amount of data, we focused on the Western Pacific and only included

the months of August and September

Extract relevant variables from the MERRA?2 data set to create a hurricane stack — time series
of multi-variate data for each storm
Compute the spatial average for each variable at each time step
Use a Symbolic Aggregate approXimation (SAX) discretization method to create a
representation of the time series

*  Each variable over time was discretized into a word (series of representative letters)

*  All variables (words) are combined together to make a paragraph for each storm
Paragraphs were compared using the SAX distance metric, similar to Euclidean distances
The resulting distance metrics were clustered using standard clustering techniques

*  This resulted in three clusters of hurricanes.

Compare the probability distribution functions of the variables in the three clusters.



Multi-Variate
Hurricane Stack

Time Step 1
Single-Variate

Hurricane Frame

Spatial average
of single variable

Symbolic
Representation

Time Step 2 Time Step N

Multiple variables together

Word make a paragraph.

Representation



Variables of Interest @
Variable Name | Doscripion | Uit

T850 Air temperature at 850 hPa Kelvin
T500 Air temperature at 500 hPa Kelvin
T250 Air temperature at 250 hPa Kelvin
U850 Eastward wind speed at 850 hPa  meters/second
U500 Eastward wind speed at 500 hPa  meters/second
U250 Eastward wind speed at 250 hPa  meters/second
V850 Northward wind speed at 850 hPa meters/second
V500 Northward wind speed at 500 hPa meters/second
V250 Northward wind speed at 250 hPa meters/second
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What Next?

Looking at a method to apply a dynamic time-
warping algorithm to the data to mitigate the effects

of different lengths of storms on the clusters

Expand to include the full hurricane seasons in both
the Atlantic and Pacific

Include additional variables into the study

Applying this methodology to Mesoscale Convective
Systems (MCS)

Ultimately find a method to look for teleconnections




Evolving HPC Environments

Analysis
Turning Big
Data into
small data.

Turning small
data into Big
Data

What does this mean for HPC Environments?
« Adaptive environments are needed to accommodate emerging software environments
« Compute and data need to be co-located with software stacks that enable emerging machine
learning and deep learning techniques
« Systems need to be heterogeneous (beyond just the processors): combination of systems with

different compute, memory, and storage capabilities are needed
-/

Machine Learning Requirements
* Both tightly coupled and loosely coupled
applications
» Large amounts of data needed (high bandwidth
 Potential to create large amounts of data prior
to final analysis




Future of Machine Learning, Data
Analvtics and HPC

Y il | -y I | i p——
=t | B e e R e
»hﬁ%g hU=c4 *’g‘v@r‘" |
H‘P‘ ™ _ﬁb’;‘g "‘ = S .ali\v- =3 F’ (;—\3 ‘rq‘—d
L ﬁ _ : N Data Streaming data from
) I O s N | 2 o0 et memory.
N DEERE" - - Ty Traditional Analytics
NuE-.! w F’N%— | | | Vcmmeory Standard Metrics
e =,

V4
T *%
T 0 O e 5

Climate/Weather Models (HPC)

Par_a]lel Post process data on disk. -
File
System

on
Disk

Continue to enable traditional Traditional Analytics
methods of post processing. Standard Metrics

Future HPC systems must be able to efficiently transform information into knowledge using
both traditional analytics and emerging machine learning techniques.

Requires the ability to be able to index data in memory and/or on disk and enable analytics to
be performed on the data where it resides — even in memory

All without having to modify the data
-/



Looking toward Exascale

I
X ADAPT ' Future Exascale Environment
Virtual Environment : Merging of HPC and Big Data
HPC and Cloud : Analytics Capabilities
o Existing Size :
Z ~1,000 cores DASS Ability for in-situ analytics throughout
CéJ ~10 PB of storage Tiered IIStorage the environment ... known analytics
9 _ _ _ Memory, ESSD, Disk and machine learning
= Designed for Big Data Analytics Existi}_lg Size
§ 10 PB ? storage
+ 1
> Mass Storage Designed for bpth compute and HPC/Discover
g Tiered Storage longer tefm storage. HPC Cluster
< Disk and Tape Existing Size
Existing Size ~100,000 cores
~ 50 PB of storage

~10 to 100 PB of storage

Designed for Large-Scale
Climate Simulations

— >

Designed for long-term storage

1
1
I
1
]
1
1
]
]
]
]
and recall; not compute :

Computational Intensive




Looking toward Exascale

A

ADAPT
Virtual Environment
HPC and Cloud
Existing Size

Existing Size
~10 to 100 PB of storage

Designed for long-term storage
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Future Exascale Environment
Merging of HPC and Big Data
Analytics Capabilities

: Ability for in-situ analytics throughout
=== the environment ... known analytics

Tiered IStorage and machine learning
Memory, :SSD, Disk

Existi}_lg Size

Designed for b{l)th compute and HPC/Discover
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! Existing Size
~100,000 cores
~ 50 PB of storage

Designed for Large-Scale

and recall; not compute Climate Simulations
| Computational Intensive



Thank You!

Extreme Weather, Machine Learning, i
- and High-Performance Computing =

Imagine being able to ask your own pe:sonal artificial intelligence application

¥ you should make preparations for an extreme weather event in your area for
the next weekend, or what might be the possibility for your kid's soccer game
10 be rained out. These questions reqire significant amounts of data and
compating capability. To address these types of questions, the NASA Center
for Climate Simulation (NCCS) has be:n exploring the use of Machine Leaming
(ML) and high-perfermance computing (HPC). As # turns out, this capability
may nat be that farinto the future

Being able to better predict the probabilities and onset of extreme weather
eventsin an ever-changing climate has obvious benefits of saving lives and
property. Therefore, the NCCS has been exploring algorithms ard infrastructures
10 maka thesz complex inquiries.

Simulated 1adar output over North Aymerics for Octsber 6, 2016, The effects of Hurricane Matthew can + FResearchers extracted data from ~0.5 petatytes of reanalysis data and
ooy Sroam inposting Flovide. i Nt MARA/Gdtind used ML to sludy over 400 hurricanes in the West Pacific storm basin
that occurred between 1930 ané 2016,

HPC compute and storage infrastructures are necessary to solve these
types of questions and need to avolve to ensble ML algorithms to be
. ! Soearurg data vom rmenory running at the same time that the data is beng generated

. . Time NCTS has shown that ML can extract connect:ons in space and time that
Poatgeocen ata on o

may be useful for better understanding the development of_ and potential for.
extreme weather. Building an HPC infrastructure that enables very highresolution

: Contimue to ematsie
| and ML will open the door to new discoveries abput our ever-
PONT rOxevng
changing climate.
Furure high perioemancy gormprting (1) systems must be bl $0 efficently tmnsform néormaon
Z-::Mc':um;mumm.l analytics nd emenging Machine Learning techniques Daniel Duffy, Michael Bowes, NASA Goddard Space Flight Certer

SCIENCE MISSION DIRECTORATE




MERRA
50-km
4K pixels

| _ i

Blue Marble and City Lights with Total Precipitable Water [1 pixel per grid cell]

Courtesy of Bill Putman, GSFC GMAO.




‘GEOS-5
7-km

; QSOK pixels -

Courtesy of Bill Putman, GSFC GMAO.
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Courtesy of Bill Putman, GSFC GMAO.




Outgoing Longwave Radiation [W m-2]

6 KM GEOS-5 Outgoing Longwave Radiation (OLR) (Global Modeling and Assimilation Office)
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