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1 DP_81_01_TP001 TRANSITION DATA IN THE MODE (ECS-ECSTC-2412) 

DESCRIPTION: 
Transition data in the mode 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1  Verify that the following tables exist 

in the EcInDb_&lt;MODE&gt; 
database: <br /><br />AmBrowse<br 
/>AmBrowseDataFile<br 
/>AmBrowseGranuleXref<br 
/>AmBrowseOnlineFile<br 
/>AmCollection<br 
/>AmDapPGEGroup<br 
/>AmDataFile<br />AmGranule<br 
/>AmMetadataFile<br 
/>AmPhGranuleXref<br 
/>AmQaGranuleXref<br 
/>DsMdProcessHistFileStorage_bak<
br />DsMdBrowseFileStorage_bak<br 
/>DsMdBrowseGranuleXref_bak<br 
/>DsMdBrowse_bak<br 
/>DsMdFileStorage_bak<br 
/>DsMdQaGranuleFileStorage_bak<b
r />DsMdGranules_bak<br 
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# Action Expected Result Notes 
/>DsMdCollections_bak<br /><br 
/>Isql: select name from sysobjects 
where type = 'U'<br /><br />Aquafold: 
Inspect the list of tables under the 
connected database.<br /> 

2 Bring down the mode according to the transition instructions to be provided 
to the DAACs. These instructions will specify that Ingest Polling is brought 
down and the Ingest Processing queue will be worked off prior to beginning 
transition.  OMS will be allowed to contine accepting new orders and 
processing orders until the transition begins.  To simulate this OMS condition 
simultaneously submit:<br />a. 100 OMS Pull orders<br />b. 100 
OMS Push orders<br />c. 25 HEG Orders<br />Twenty percent of the orders 
should specify the same granules, Eighty percent of the Orders should specify 
granules not referenced by other orders.  Verify each of the following OMS 
processing states are represented within the active orders:<br />a.
 Queued<br />b. Transferring<br />c. Staged<br />d.
 Shipped<br />e. Processing<br />Cancel  5 push orders just before 
bringing the OMS down.  Record the Request IDs that are “active” (not in a 
terminal state) after the OMS is brought down.<br />During the transition 
testing, continue to place PDRs in the Data Pool Ingest polling directories at 
the rate normally used during the 8.0 workload spec run.<br /><br />;Then 
use the mode shut down script to shut down the mode. 

Verify the following column names 
exist in the respective tables:<br /><br 
/>AmCollection:<br 
/>CollectionId<br />ShortName<br 
/>LongName<br />VersionId<br 
/>CollectionDescription<br 
/>RevisionDate<br />Type<br 
/>SubType<br />GroupId<br 
/>FileSystemLabel<br 
/>SpatialSearchType<br 
/>InsertTime<br />LastUpdate<br 
/>LastCollectionMoveTime<br 
/>PublicRetentionTime<br 
/>HiddenRetentionTime<br 
/>BulkExportedFlag<br 
/>ConvertEnabledFlag<br 
/>CloudCoverSourceId<br 
/>DayNightFlag<br />GlobalFlag<br 
/>ExclusionSCFlag<br 
/>PublishByDefaultFlag<br 
/>AllowPublishFlag<br 
/>MoveFlag<br 
/>OrderOnlyFSLabel<br 
/>OrderOnlySNDirName<br 
/>ReplacementOnFlag<br 
/>ECSFlag<br 
/>OrderViewPHFlag<br 
/>OrderViewQAFlag<br 
/>OrderBrowseFlag<br 
/>TwentyFourHourFlag<br 
/>NominalCoverageRule<br 
/>PublicPriority<br />GridLevel<br 
/>QualitySummary<br 
/>ThemePSAName<br /><br 

 



 

3 
 

# Action Expected Result Notes 
/>AmGranule<br />GranuleId<br 
/>CollectionId<br />EcsFlag<br 
/>GranuleState<br 
/>RegistrationTime<br 
/>ArchiveTime<br />PublishTime<br 
/>LastUpdate<br 
/>DeleteFromArchive<br 
/>DeleteEffectiveDate<br 
/>ExternalId<br />IsOrderOnly<br 
/>VersionNumber<br 
/>ArchiveNeededFlag<br 
/>ShortName<br />VersionId<br 
/>PGEVersion<br 
/>ProductionDateTime<br 
/>RangeBeginningDate<br 
/>RangeBeginningTime<br 
/>RangeEndingDate<br 
/>RangeEndingTime<br 
/>CalendarDate<br />TimeOfDay<br 
/>BeginningDateTime<br 
/>EndingDateTime<br 
/>DayNightFlag<br 
/>SizeMBECSDataGranule<br 
/>LocalGranuleID<br 
/>LocalVersionID<br 
/>RadiometricDBVersion<br 
/>ReprocessingPlanned<br 
/>ReprocessingActual<br 
/>GeometricDBVersion<br 
/>DAPID<br />DAPInsertDate<br 
/><br />AmBrowse<br 
/>BrowseId<br />ExternalId<br 
/>MisbrId<br />GranuleState<br 
/>RegistrationTime<br 
/>ArchiveTime<br />BrowseSize<br 
/>LastUpdate<br 
/>DeleteEffectiveDate<br 
/>ArchiveNeededFlag<br 
/>PublishTime<br />IsOrderOnly<br 
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# Action Expected Result Notes 
/>VersionNumber<br 
/>BrowseDescription<br 
/>BrowseProductionDateTime<br 
/><br />AmMetadataFile<br 
/>GranuleId<br />ArchivePathId<br 
/>OnlineMetDirectoryPath<br 
/>ArchiveMetFileName<br 
/>OnlineMetFileName<br 
/>MetFileSize<br 
/>OnlineLastSuccessfulXMLCheck<b
r 
/>ArchiveLastSuccessfulXMLCheck<
br />OnlineCheckXMLStatus<br 
/>ArchiveCheckXMLStatus<br /><br 
/>AmDataFile<br />GranuleId<br 
/>InternalFileName<br 
/>UserDataFile<br 
/>OnlineFileName<br 
/>DirectoryPath<br />FileSize<br 
/>Checksum<br 
/>ChecksumTypeId<br 
/>ChecksumOriginId<br 
/>ArchiveChecksumLastVerified<br 
/>ArchiveChecksumStatus<br 
/>OnlineChecksumLastVerified<br 
/>OnlineChecksumStatus<br 
/>OriginalProviderChecksumTypeId<
br /><br />AmBrowseDataFile<br 
/>BrowseId<br 
/>InternalFileName<br 
/>UserDataFile<br 
/>ArchiveFileSize<br 
/>ChecksumOriginId<br 
/>ChecksumTypeId<br 
/>Checksum<br 
/>ArchiveChecksumLastVerified<br 
/>ArchiveChecksumStatus<br 
/>OriginalProviderChecksumTypeId 

3 Execute the 8.0 Installation Instructions, including:<br /><br />1. apply the Verify the Datapool database has the  
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# Action Expected Result Notes 
database patches. (OMS, AIM, DPL, Ingest and SSS) (TBS in Installation 
Instructions)<br /> 

following tables:<br /><br 
/>DlFile_bak<br 
/>DlCollectionGroup_bak<br 
/>DlFtpAccessLog_bak<br 
/>DlAccessRollup_bak<br 
/>DlAdMessages_bak<br 
/>DlActiveInsertProcesses_bak<br 
/>DlRestoreOlaFilesFromTape_bak<b
r />DlGranuleAccess_bak<br 
/>DlInsertActionQueue_bak<br 
/>DlGranuleSubscription_bak<br 
/>DlTempGrans_bak<br 
/>DlProcAttributes_bak<br 
/>DlHdf4thDimensions_bak<br 
/>DlTempPhantoms_bak<br 
/>DlECSIdsToInsert_bak<br 
/>DlBrowse_bak<br 
/>DlOMSGranules_bak<br 
/>DlBrowseFile_bak<br 
/>DlGranuleBrowseXref_bak<br 
/>DlCollections_bak<br 
/>DlRecoveryParameters_bak<br 
/>DlXMLFilesToInsert_bak<br 
/>DlCompressionAlgorithms_bak<br 
/>DlAgingConfig_bak<br 
/>DlGranuleHdfObjectsXref_bak<br 
/>DlHdfObjects_bak<br 
/>DlHEGOptionCollXref_bak<br 
/>DlFileSystems_bak<br 
/>DlAdAlert_bak<br 
/>DlRestoreTapeFilesFromOla_bak<b
r />DlCloudCoverSource_bak<br 
/>DlConfig_bak<br 
/>DlRestoreRequests_bak<br 
/>DlRestoreOlaLock_bak<br 
/>DlHdfBands_bak<br 
/>DlHdfFields_bak<br 
/>DlHEGOptions_bak<br 
/>DlHEGOptionLabel_bak<br 
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# Action Expected Result Notes 
/>DlHEGExceptions_bak<br 
/>DlGranules_bak<br 
/>DlHEGExceptionCollXref_bak<br 
/>DlPrivateCollection_bak<br 
/>DlBmgtEvents_bak<br 
/>DlLogicalLock_bak<br 
/>DlBcpGransToDelete_bak<br 
/>DlBatchGransToDelete_bak<br 
/>DlBatchBrowseToDelete_bak<br 
/>DlDPCVHistory_bak<br 
/>DlCcuRequests_bak<br 
/>DlCvRequest_bak<br 
/>DlCvMessages_bak<br 
/>DlCvConfig_bak<br /><br />Isql: 
select name from sysobjects where 
type = 'U' and name LIKE '%_bak'<br 
/><br />Aquafold: Inspect the list of 
tables under the connected 
database.<br />Verify the Datapool 
database has the following views:<br 
/><br />DlCollections<br 
/>DlConfig<br 
/>DlMisrProcessingCriteria<br 
/>DlQAFlagDimensionView<br 
/>DlHdf4thDimensions<br 
/>DlHdfBands<br />DlHdfFields<br 
/>DlHdfObjects<br />DlBrowse<br 
/>DlGranuleHdfObjectsXref<br 
/>DlFile<br />DlBrowseFile<br 
/>DlGranuleBrowseXref<br 
/>DlCollectionGroup<br 
/>DlFileSystems<br />DlGranules<br 
/>DlHEGOptions<br 
/>DlHEGExceptions<br 
/>DlHEGExceptionCollXref                   
<br />DlHEGOptionLabel                       
<br />DlCloudCoverSource                    
<br />DlHEGOptionCollXref      <br 
/>DlBrowse<br />DlFileDlFile<br 
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# Action Expected Result Notes 
/>DlBrowseFile<br 
/>DlGranuleBrowseXref<br 
/>DlCollections<br /><br />Isql: 
select name from sysobjects where 
type = 'V'<br /><br />Aquafold: 
Inspect the list of tables under the 
connected database.<br />/*<br 
/>Check the EcInDb_&lt;MODE&gt; 
database and verify that has the tables 
AmCollection and AmGranule, and 
that AmGranule tables have the same 
number of granules as those recorded 
previously.<br /><br />Use the table 
DsMdGranules_bak to verify that 
AmGranule has all the expected 
granules.<br /><br />Run the 
following queries:<br />*/<br /><br 
/>/*****************************
***************<br /> * Check for 
granules missing from 
AmGranules<br /> */<br /><br />-- 
10: Find granules in 
DsMdGranules_bak that are missing 
from in<br />-- AmGranule.<br />-- 
Expect 0 rows.<br />select 
bak.dbID<br />from 
DsMdGranules_bak bak<br />left join 
AmGranule g<br />on g.GranuleId = 
bak.dbID<br />where g.GranuleId is 
NULL<br /><br />-- 11: Find granules 
in DsMdProcessingHistory_bak that 
are missing from<br />-- 
AmGranule.<br />-- Expect 0 
rows.<br />select bak.dbID<br />from 
DsMdProcessingHistory_bak bak<br 
/>left join AmGranule g<br />on 
g.GranuleId = bak.dbID<br />where 
g.GranuleId is NULL<br /><br />-- 
12: Find granules in 
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# Action Expected Result Notes 
DsMdQaGranule_bak that are missing 
from<br />-- AmGranule.<br />-- 
Expect 0 rows.<br />select 
bak.dbID<br />from 
DsMdQaGranule_bak bak<br />left 
join AmGranule g<br />on 
g.GranuleId = bak.dbID<br />where 
g.GranuleId is NULL<br /><br />-- 
13: Find granules in DsMdDAP_bak 
that are missing from AmGranule.<br 
/>-- Expect 0 rows.<br />select 
bak.dbID<br />from DsMdDAP_bak 
bak<br />left join AmGranule g<br 
/>on g.GranuleId = bak.dbID<br 
/>where g.GranuleId is NULL<br 
/><br />-- 14: Find granules in 
DataPool..DlGranules_bak that are 
missing from<br />-- AmGranule.<br 
/>-- Expect 0 rows.<br />select 
bak.ecsId<br />from 
DataPool..DlGranules_bak bak<br 
/>left join AmGranule g<br />on 
g.GranuleId = bak.ecsId<br />where 
bak.ecsId is not NULL<br />and 
g.GranuleId is NULL<br /><br />-- 
15:<br />-- Expect 0 rows.<br />select 
bak.granuleId<br />from 
DataPool..DlGranules_bak bak<br 
/>left join AmGranule g<br />on 
bak.ShortName = g.ShortName<br 
/>and bak.VersionId = g.VersionId<br 
/>and bak.insertTime = 
g.RegistrationTime<br />where 
g.GranuleId is NULL<br />and 
bak.granuleId in (<br />  select 
bak2.granuleId<br />  from 
DataPool..DlGranules_bak bak2<br />  
left join AmGranule a<br />  on 
a.GranuleId = bak2.ecsId<br />  where 
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# Action Expected Result Notes 
a.GranuleId is NULL<br />)<br /><br 
/>-- 16: Find granule IDs in 
DsMdFileStorage_bak that are 
missing from<br />-- AmDataFile.<br 
/>-- Expect 0 rows.<br />select 
bak.granuleId<br />from 
DsMdFileStorage_bak bak<br />left 
join AmDataFile a<br />on 
a.GranuleId = bak.granuleId<br 
/>where a.GranuleId is NULL<br 
/><br />-- 17: Find granule IDs in 
DsMdDAPFileStorage_bak that are 
missing from<br />-- AmDataFile.<br 
/>-- Expect 0 rows.<br />select 
bak.granuleId<br />from 
DsMdDAPFileStorage_bak bak<br 
/>left join AmDataFile a<br />on 
a.GranuleId = bak.granuleId<br 
/>where a.GranuleId is NULL<br 
/><br />-- 18: Find granule IDs in 
DsMdQaGranuleFileStorage_bak that 
are missing<br />-- from 
AmDataFile.<br />-- Expect 0 
rows.<br />select bak.granuleId<br 
/>from 
DsMdQaGranuleFileStorage_bak 
bak<br />left join AmDataFile a<br 
/>on a.GranuleId = bak.granuleId<br 
/>where a.GranuleId is NULL<br 
/><br />-- 19: Find granule IDs in 
DsMdProcessHistFileStorage_bak that 
are<br />-- missing from 
AmDataFile.<br />-- Expect 0 
rows.<br />select bak.granuleId<br 
/>from 
DsMdProcessHistFileStorage_bak 
bak<br />left join AmDataFile a<br 
/>on a.GranuleId = bak.granuleId<br 
/>where a.GranuleId is NULL<br 
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# Action Expected Result Notes 
/><br />-- 20: Find granule IDs from 
DsMdXMLFile_bak that are missing 
from<br />-- AmMetadataFile.<br />-- 
Expect 0 rows.<br />select 
bak.granuleId<br />from 
DsMdXMLFile_bak bak<br />left join 
AmMetadataFile a<br />on 
a.GranuleId = bak.granuleId<br 
/>where a.GranuleId is NULL<br 
/><br />-- 21: Find granule IDs in 
DlGranules_bak for metadata files that 
are<br />-- missing from 
AmMetadataFile.<br />-- Expect 0 
rows.<br />-- FIXME The outer query 
appears redundant, as the inner query 
already<br />-- finds the granuleId.<br 
/>select g_bak.granuleId<br />from 
DataPool..DlGranules_bak g_bak<br 
/>where g_bak.granuleId in (<br />  -- 
Find granule IDS for metadata files in 
DlFile_bak that are missing<br />  -- 
from AmMetadataFile.<br />  select 
f_bak.granuleId<br />  from 
DataPool..DlFile_bak f_bak<br />  left 
join AmMetadataFile a<br />  on 
a.OnlineMetFileName = 
f_bak.fileName<br />  where 
f_bak.fileType = 'METADATA'<br />  
and a.OnlineMetFileName is 
NULL<br />)<br /><br />-- 22: Find 
granules in DsMdPGEGroup_bak 
missing from AmDapPGEGroup.<br 
/>-- Expect 0 rows.<br />select *<br 
/>from DsMdPGEGroup_bak bak<br 
/>left join AmDapPGEGroup a<br 
/>on bak.dapDBId = a.GranuleId<br 
/>where a.GranuleId IS NULL<br 
/><br />-- 23: Find granule IDs in 
DsMdBrowse_bak missing from 
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# Action Expected Result Notes 
AmBrowse.<br />-- Expect 0 rows.<br 
/>select bak.dbID<br />from 
DsMdBrowse_bak bak<br />left join 
AmBrowse a<br />on bak.dbID = 
a.BrowseId<br />where a.BrowseId is 
NULL<br /><br />-- 24: Find granule 
IDs in DsMdBrowseFileStorage_bak 
missing from<br />-- 
AmBrowseDataFile.<br />-- Expect 0 
rows.<br />select bak.granuleId<br 
/>from DsMdBrowseFileStorage_bak 
bak<br />left join AmBrowseDataFile 
a<br />on bak.granuleId = 
a.BrowseId<br />where a.BrowseId is 
NULL<br /><br />-- 26: Find browse 
IDs in DlBrowseFile_bak missing 
from<br />-- 
AmBrowseOnlineFile.<br />-- Expect 
0 rows.<br />select 
b_bak.browseId<br />from 
DataPool..DlFile_bak f_bak<br />join 
DataPool..DlGranules_bak g_bak<br 
/>on f_bak.granuleId = 
g_bak.granuleId<br />join 
AmBrowseOnlineFile a<br />on 
g_bak.ecsId = a.BrowseId<br />join 
DataPool..DlBrowseFile_bak 
b_bak<br />on b_bak.fileName = 
f_bak.fileName<br />where 
a.BrowseId is NULL<br /><br />-- 27: 
Find granule IDs in 
DsMdBrowseGranuleXref_bak 
missing from<br />-- 
AmBrowseGranuleXref.<br />-- 
Expect 0 rows.<br />select 
bak.granuleId<br />from 
DsMdBrowseGranuleXref_bak 
bak<br />left join 
AmBrowseGranuleXref a<br />on 
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# Action Expected Result Notes 
bak.granuleId = a.GranuleId<br 
/>where a.GranuleId is NULL<br 
/><br />-- 28: Find granule IDs in 
DsMdQaGranuleXref_bak missing 
from<br />-- AmQaGranuleXref.<br 
/>-- Expect 0 rows.<br />select 
bak.granuleId<br />from 
DsMdQaGranuleXref_bak bak<br 
/>left join AmQaGranuleXref a<br 
/>on bak.granuleId = a.ScienceId<br 
/>where a.ScienceId is NULL<br 
/><br /><br /><br 
/>/*****************************
*****<br /> * Reverse check against 
AmGranules<br /> */<br /><br />-- 
Find extra granule IDs in AmGranule 
that are not in DsMdGranules_bak,<br 
/>-- and save them to a temporary 
table, #gransNotInSc.<br />-- Expect 0 
rows. <br />select g.GranuleId<br 
/>into #gransNotInSc<br />from 
AmGranule g<br />left join 
DsMdGranules_bak bak<br />on 
bak.dbID = g.GranuleId<br />where 
bak.dbID is null<br /><br />-- Find 
granule IDs in #gransNotInSc (from 
the previous query) that are<br />-- 
missing from 
DsMdProcessingHistory_bak, and 
save them to a new<br />-- temporary 
table, #gransNotInScPh.<br />-- 
Expect 0 rows.<br />select 
tg.GranuleId<br />into 
#gransNotInScPh<br />from 
#gransNotInSc tg<br />left join 
DsMdProcessingHistory_bak bak<br 
/>on bak.dbID = tg.GranuleId<br 
/>where bak.dbID is null<br /><br />-
- Find granule IDs in 
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# Action Expected Result Notes 
#gransNotInScPh that are missing 
from<br />-- DsMdQaGranule, and 
save them to a temporary table,<br />-
- #gransNotInDsMdScPhQa.<br />-- 
Expect 0 rows.<br />select 
tg.GranuleId<br />into 
#gransNotInDsMdScPhQa<br />from 
#gransNotInScPh tg<br />left join 
DsMdQaGranule_bak bak<br />on 
bak.dbID = tg.GranuleId<br />where 
bak.dbID is null<br /><br />-- Find 
granule IDs in 
#gransNotInDsMdScPhQa that are 
missing from<br />-- DsMdDAP_bak, 
and save them to a temporary 
table,<br />-- 
#gransNotInDsMdScPhQaDAP.<br 
/>-- Expect 0 rows.<br />select 
tg.GranuleId<br />into 
#gransNotInDsMdScPhQaDAP<br 
/>from #gransNotInDsMdScPhQa 
tg<br />left join DsMdDAP_bak 
bak<br />on bak.dbID = 
tg.GranuleId<br />where bak.dbID is 
null<br /><br />select tg.GranuleId<br 
/>into 
#gransNotInDsMdScPhQaDAP<br 
/>from #gransNotInDsMdScPhQa 
tg<br />join AmGranule ag<br />left 
join AmGranule ag<br />where 
ag.EcsFlag = 'N'<br />and bak.dbID is 
null<br /><br />select ShortName, 
VersionId, DeleteFromArchive, 
count(1)<br />from 
#gransNotInDsMdScPhQaDAP t<br 
/>join AmGranule g<br />on 
g.GranuleId = t.GranuleId<br />group 
by ShortName, VersionId, 
DeleteFromArchive 
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TEST DATA: 
 
EXPECTED RESULTS: 
 

2 DP_81_01_TP002 DPL – AIM INVENTORY VALIDATION (ECS-ECSTC-2413) 

DESCRIPTION: 
DPL – AIM Inventory Validation 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 a) Make sure the AllowPublishFlag = “Y” for datatype    <br />    

MOD29P1D.005 and in AllowPublishFlag  = “N” for    <br />    datatype 
MOD29P1N.005 AmCollection table<br />    Ingest the PDRs in the test 
requirement      <br />    100_A/MD29P1D.005 above, then use the query 
below to     <br />    find file granules. 

  

2 a.1)   SELECT &quot;SC:&quot;+    <br />           
convert(varchar(10),g.ShortName) + &quot;.0&quot; + <br />           
convert(char(2), g.VersionId)  + &quot;:&quot; +  <br />           
convert(varchar(12) .GranuleId)<br />           FROM AmGranule <br />           
Where ShortName = “MOD29P1D”<br />           And VersionId = 5<br />        
And RegistrationTime &gt; “today date”<br />           
SC:MOD29P1D.005:254665<br />           SC: MOD29P1D.005:255146<br 
/>           SC: MOD29P1D.005:254665<br />           SC: 
MOD29P1D.005:255146<br />           4 rows returned 

  

3 a.2)  Pick up the first granule to save in   <br />         
/usr/ecs/&lt;MODE&gt;/CUSTOM/utilities/Delete_Physical.txt<br />         
Pick up the second granule to save in <br />         
/usr/ecs/&lt;MODE&gt;/CUSTOM/utilities/Delete_DFA.txt<br />         Pick 
up the third granule to save in <br />         
/usr/ecs/&lt;MODE&gt;/CUSTOM/utilities/Hidden.txt<br />         Pick up the 
third granule to save in <br />         
/usr/ecs/&lt;MODE&gt;/CUSTOM/utilities/Hidden.txt<br /> 

  

4 a.3)  Ingest the the PDRs in the test requirement   <br />           
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# Action Expected Result Notes 
100_A/MYD29P1D.005 above then use the query in  <br />          step a.1 for 
MYD29P1D.005  data type to obtain               <br />          granules.  <br />       
Edit the Delete_Physical.txt in step a.2  <br />          to add the first granule 
above and save the file .              <br />          Edit the Delete_DFA.txt in step 
a.2 above to add         <br />          the second granule above and save the 
file.<br />          Edit the Hidden.txt in step a.2 above to add         <br />          
to add the third granule above and save the file 

5 a.4)  Ingest the the PDRs in the test requirement <br />         
100_A/MOD29P1N.005 above then use the query in  <br />         step a.1 for 
MOD29P1N.005  data type to obtain                <br />         granules. <br />        
Edit the Delete_Physical.txt in step a.2  <br />         to add the first granule 
above and save the file .              <br />         Edit the Delete_DFA.txt in step 
a.2 above to add         <br />         the second granule above and save the 
file.<br />         Edit the Hidden.txt in step a.2 above to add         <br />         
to add the third granule above and save the file<br /> 

  

6 a.5) Ingest the the PDRs in the test requirement <br />        
100_A/MYD29P1N.005 above then use the query in  <br />        step a.1 for 
MYD29P1N.005  data type to obtain                <br />        granules.<br /><br 
/>        Edit the Delete_Physical.txt in step a.2  <br />        to add the first 
granule above and save the file .               <br />        Edit the Delete_DFA.txt 
in step a.2 above to add         <br />        to add the second granule above and 
save the file.<br />        Edit the Hidden.txt in step a.2 above to add         <br 
/>        to add the third granule above and save the file<br /> 

  

7 run EcDsBulkDelete.pl &lt;MODE&gt; –physical –geoidfile 
delete_physical.txt –server &lt;server&gt; -database &lt;database name&gt; –
U &lt;username&gt; -P &lt;user password&gt;<br />run EcDsBulkDelete.pl 
&lt;MODE&gt; –dfa –geoidfile delete_dfa.txt –server &lt;server&gt; -
database &lt;database name&gt; –U &lt;username&gt; -P &lt;user 
password&gt;<br />use the GranuleId in the Hidden.txt file to set DFA = 
“H”<br /> 

  

8 b)  EcDlPublishUtilityStart &lt;MODE&gt; -nonecs –file <br />     
&lt;filename&gt;<br /> 

Open the 
EcDlInventoryValidationTool.log to 
make verify that non-ECS granules are 
not reported as missing from Archive. 

 

9 c)  Ingest the the PDRs in the test requirement <br />    100_C above create 
one inputfile which contains granuleId <br />     in S-1c.<br /> GranuleId
 Public<br />MOD29P1D<br />MYD29P1D<br /><br 
/>MOD29P1D <br />MYD29P1D <br />______________ <br />   <br 

Open the 
EcDlInventoryValidationTool.log to 
verify public ECS granules that are 
logged hidden (S-1c) are logged 
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# Action Expected Result Notes 
/>     Y<br /> <br />______________ <br /> <br />     Y<br 
/>AE_Land<br /><br />QA<br />PH<br /><br />AE_Land<br /><br 
/>QA<br />PH <br />______________ <br />______________<br 
/>______________<br /><br />______________<br /><br 
/>______________<br />______________<br />   <br />     Y<br />     
N<br />     N<br /><br />     Y<br /><br />     N<br />     N<br /><br />     
Run unpublish script below.    <br />     EcDlUnpublishStart.pl -mode 
&lt;MODE&gt; <br />     -f inputfile<br />        Inputfile contains QA and PH 
granuleID in   <br />        the table above.<br /> 

includes their status and ecsInsertTime 
for QA and PH granules.  <br 
/>2011/06/02 07:15:40.760 
[GranuleId, DeleteEffectiveDate, 
DeleteFromArchive, ArchiveTime, 
ReplacementOnFlag]: 3002000469, , 
N, Jun  1 2011  3:20PM, Y<br /> 

10 d).  Ingest the PDRs in the test requirement <br />    100_D above and enter 
GranuleIds below:<br /><br /> Granule  Id Public<br />d1. 
Logical<br />MOD29P1D<br />MYD29P1D <br />______________ 
<br />______________    <br />    Y<br />d2. DFA<br />MOD29P1D<br 
/>MYD29P1D <br />______________ <br />______________    <br 
/>     Y<br />d3. Hidden<br />MOD29P1D<br />MYD29P1D <br 
/>______________<br />______________   <br />     Y<br /><br />d4. 
normal<br />MOD29P1D<br />MYD29P1D <br 
/>______________<br />______________    <br />     Y<br />    <br /><br 
/><br />For the row d1 granules, run BulkDelete –physical.<br />For the row 
d2 granules, run BulkDelete –DFA<br />For the row d3 granules, use isql to 
set DFA=’H’<br />For the row d4 granules, no action required.<br /> 

Open the 
EcDlInventoryValidationTool.log to 
verify public ECS granules that are 
logged logically deleted, DFA’ed or 
hidden (S-1d) are logged includes 
their status and ecsInsertTime.  <br 
/>Logical deleted.<br />2011/06/02 
08:05:22.879 (GranuleId, 
DeleteEffectiveDate, 
DeleteFromArchive, ArchiveTime): 
3002000471, Jun  2 2011  8:00AM, N, 
Jun  2 2011  7:49AM.<br 
/>DFA’ed<br />2011/06/02 
08:05:22.879 (GranuleId, 
DeleteEffectiveDate, 
DeleteFromArchive, ArchiveTime): 
3002000470, , Y, Jun  2 2011  
7:49AM.<br />Hidden<br 
/>2011/06/02 08:05:22.879 
(GranuleId, DeleteEffectiveDate, 
DeleteFromArchive, ArchiveTime): 
3002000472, , H, Jun  2 2011  
7:57AM.<br /><br /> 

 

11 e)  Ingest the PDRs in the test requirement 100_e .<br />     Get granuleIds 
and enter in the table below.<br /><br /> GranuleId Public<br 
/>MOD29P1D<br /><br />MOD29P1D ______________ <br /><br 
/>______________    <br />  Y<br />    <br /><br />Login Am 
Database<br />Exec InsertGranuleRestriction granuleId, RestrictionFlag, 
UnpublishFlag<br />For example, Exec InsertGranuleRestriction 12345,255, 
“Y”<br /><br />      <br />      Run EcDlUnpublishStart.pl script<br />      

Open the 
EcDlInventoryValidationTool.log to 
verify public ECS granules that are 
Restricted with an option to un-
publish (S-1e) are logged.<br 
/>2011/06/02 07:51:43.122 
(GranuleId, DeleteEffectiveDate, 
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# Action Expected Result Notes 
EcDlUnpublishStart.pl -mode &lt;MODE&gt; <br />      -g granuleId &lt;step 
S-1e&gt;<br /><br /> 

DeleteFromArchive, ArchiveTime): 
3002000462, , N, May 31 2011 
10:18AM.<br /> 

12 f)  Turning replacement on or off for an ESDT using the DPL   <br />     
maintenance GUI.<br />     Set ReplacementOn = “N”<br />     for ESDT 
MOD29P1D.005<br />     Ingest granules f1 and allow it to be published.  
Re-ingest   <br />     d2.  It will fail publication and therefore remain in the 
<br />     hidden datapool.<br /><br />     Set ReplacementOn = “Y”<br />     
for ESDT MOD29P1D.005<br /><br />     when the operator run IVT it 
should identify the granule the   <br />     operator ingested as a missing 
replacement.<br /> 

Open the 
EcDlInventoryValidationTool.log to 
verify granules that have eligible 
replacement granules in the Hidden 
Data Pool (S-1f) are logged and that 
granules were replaced (S-1K) are not 
logged. 

 

13 g) Set non-exist archive directory for data type in 100_G  <br />    above then 
ingest the PDRs in the test requirement 100_G. <br /> 

Open the 
EcDlInventoryValidationTool.log to 
verify that granules with NULL 
ArchiveTime (S-1g) are logged. 

 

14 h) Ingest granules <br />    Query the granules in AmGranules<br />
 GranuleId Public<br />MOD29P1D<br />MOD29P1D<br 
/><br />MOD29P1N<br />MOD29P1N<br /> ______________ <br 
/>______________<br /><br />____________________________   <br 
/> Y<br />    <br /><br /><br />Get granuleId then run the script below.<br />   
EcDlCleanupGranules.pl &lt;mode&gt;<br />                        -ecs –grans 
&lt;granuleId&gt;          <br />      The ecsId_file contains ecsId<br 
/>Select ShortName, VersionId, granuleId, isOrderOnly, PublishTime, <br 
/>from AmGranule <br />where GranuleId in (granuleId) <br /><br /> 

Open the 
EcDlInventoryValidationTool.log to 
verify that granules that were 
manually deleted from the Data Pool 
(S-1h) are not logged. 

 

15 j) Ingest PDRs in the test requirement 100_J for sc granules <br />   with 
browse.  <br />   Manually update the IsOrderOnly to “H” for the browse <br 
/>   granule.<br /><br /> GranuleId Public<br />MOD29P1D<br 
/>Browse <br /><br />MOD29P1D<br />Browse ______________<br 
/>______________ <br /><br />_____________<br />_____________ <br 
/>    Y<br />    <br />  <br />      Y<br />
       N<br /><br /> 

Open the 
EcDlInventoryValidationTool.log to 
verify that browse granules that are 
missing from the Public Data Pool (S-
1i) are logged.<br />For example,<br 
/>Start CheckInventoryI: Browse 
Granules that should be in public 
Datapool.<br />2011/05/31 
16:03:28.409 (BrowseId, 
DeleteEffectiveDate, ArchiveTime): 
3002000158, , Apr 21 2011  
2:12PM.<br /><br 
/>EcDlPublishUtilityStart  OPS -ecs -
g browseId (298972)<br />Check the 
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# Action Expected Result Notes 
EcDlPublishUtility.log to make sure 
there is browse id which was 
published from the command line.<br 
/> 

16 <br />k) Ingest sc granules with browse,<br /><br /> GranuleId
 Public<br />MOD29P1D<br />MOD29P1D ______________<br 
/>______________     N<br /><br /> Run the publish the browse using 
granuleIds above.<br />The filename contains ecs GranuleId <br />       
EcDlPublishUtilityStart  MODE –ecs <br />      –file filename<br /> 

Verify that no other discrepancy (from 
this data) is logged in this run. 

 

17 a. Ingest granules <br />Query the granules in AmGranules<br />
 GranuleId Public<br />old<br />MOD29P1D<br /><br 
/>newer<br />MOD29P1D ______________<br />______________ 
<br /><br />______________<br />______________ <br />    Y<br /><br 
/><br />Using the SSS Gui, subscription create a subscription order for 
MOD29P1D.005<br />Ingest all PDRs in the below.<br 
/>/sotestdata/DROP_801/DP_81_01/Criteria/100/100_Concurrent<br 
/>While the 40 granules are being ingested and 40 granules are being 
distributed, execute the validation utility below.<br 
/>EcDlInventoryValidationTool.pl &lt;mode&gt; and save off the log and 
output files for verification later.<br /> 

The VALIDATION_OUTPUT_DIR 
defined in the  
EcDlInventoryValidationTool.CFG  
file.<br />Go to the 
VALIDATION_OUTPUT_DIR to 
verify that Inventory Validation 
creates one or more output file suitable 
as input to the various repair utilities. 
<br /><br />Verify tat an output report 
is prepared that includes the above 
errors and not other errors.<br />Open 
the EcDlInventoryValidationTool.log 
to verify that the Inventory Validation 
Tool exits with an exit code that 
indicates some errors occurred.<br /> 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

3 DP_81_01_TP003 INVENTORY VALIDATION (ORPHAN, PHANTOM AND LINK CHECKING) 
(ECS-ECSTC-2414) 

DESCRIPTION: 
Inventory Validation (Orphan, Phantom and Link Checking) 
 



 

19 
 

PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Execute EcDlCleanupFilesOnDisk.pl as mentioned in S-4 and save off the 

output files and log files.  This will be used later to verify V-5.<br /><br />To 
create orphans, use touch –d ’yymmdd hh:mm’ &lt;file&gt; to alter the file 
modification time to make the file appear older/younger than the orphan age 
limit.<br /><br />For the following data setup record the granule/browse/ecs 
ids, shortname, version id, DPL file system, DPL group, file path, and 
filename for each granule.<br /><br />a. Ingest the granules in test data S1a. 
Remove the xml file entry in AmDataFile using sql. Perform the touch 
command on the science and xml files in the file system to be at least 7 days 
old.<br /> 

vi the EcDlCleanupFilesOnDisk.log 
and verify that the orphans generated 
in S-1a though S-1g are logged. 

 

2 <br />b. Ingest the granules in test data S1b. Remove the science granule 
entry in AmDataFile using sql. Perform the touch command on the science 
and xml files in the file system to be at least 7 days old.<br /> 

vi the EcDlCleanupFilesOnDisk.log 
and verify that the orphans generated 
in S-1a though S-1g are logged. 

 

3 c. Ingest the granules in test data S1c. Place an order for the granules to create 
the hidden links in the file system. Remove the science granule and xml file 
entries in AmDataFile using sql. Perform the touch command on the science 
and xml files in the file system to be at least 7 days old. 

vi the EcDlCleanupFilesOnDisk.log 
and verify that the orphans generated 
in S-1a though S-1g are logged. 

 

4 <br />e. Ingest the granules in test data S1e. Remove the association between 
the science and browse granules from AmGranuleBrowseXref table using 
sql.<br /> 

vi the EcDlCleanupFilesOnDisk.log 
and verify that the orphans generated 
in S-1a though S-1g are logged. 

 

5 f. Ingest the granules in test data S1f. Remove the association between the 
public science granule and browse granule from AmGranuleBrowseXref 
table using sql. Than use sql to manually insert the association between the 
hidden science granule with the browse granule. 

vi the EcDlCleanupFilesOnDisk.log 
and verify that the orphans generated 
in S-1a though S-1g are logged. 

 

6 h. Ingest the granules in test data S1h. Remove the science and xml file for 
these granules from the file system. 

vi the EcDlCleanupFilesOnDisk.log 
and verify that the phantoms generated 
in S-1h through S-1k are logged. 

 

7 i. Ingest the granules in test data S1i. Remove the xml file for these granules 
from the file system. 

vi the EcDlCleanupFilesOnDisk.log 
and verify that the phantoms generated 
in S-1h through S-1k are logged. 

 

8 j. Ingest the granules in test data S1j. Remove the science file for these 
granules from the file system. 

vi the EcDlCleanupFilesOnDisk.log 
and verify that the phantoms generated 
in S-1h through S-1k are logged. 

 

9 k. Ingest the granules in test data S1k. Record the browse granules dpl ids and vi the EcDlCleanupFilesOnDisk.log  
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# Action Expected Result Notes 
filename. Remove the browse file for these granules from the file system. and verify that the phantoms generated 

in S-1h through S-1k are logged. 
10 l. Ingest the granules in test data S1l. Move the file that the browse links are 

pointing at to another name causing the browse links to point to something 
invalid. 

Vi the brokenLinks file and verify that 
the invalid links generated in S1l and 
S1-n are logged. 

 

11 m. Ingest the granules in test data S1m. Remove the browse link in the file 
system. 

vi the EcDlCleanupFilesOnDisk.log 
and verify that the missing browse 
links generated in S-1m are logged. 

 

12 n. Ingest the granules in test data S1n. Place an order for these granules so 
hidden links are created. Move the file that the hidden links are pointing at to 
another name causing the hidden links to point to nothing. 

Vi the brokenLinks file and verify that 
the invalid links generated in S1l and 
S1-n are logged. 

 

13 o. Ingest the granules in test data S1o. Remove the granule’s entries in 
AmDataFile. Perform the touch command on the browse files in the file 
system to be younger than 3 days.<br /> 

  

14 p. Ingest the granules in test data S1 _p and but then delete the associated  
QA granules files. 

  

15 q. Ingest the granules in test data S1 q with associated PH granules. Use sql 
(Wisqlite/ Aqua Data Studio) to delete the links to the PH files from the file 
system. 

  

16 r. Ingest the granules in test data S1 r with associated QA granules. Delete the 
associated QA granule files. 

  

17 S. Ingest the granules in test data S1-s with associated PH granules . Delete 
the PH granules files. 

  

18 t. Ingest granules in test data S1-t .Change the IsOrdered attribute in 
AmGranule table to H. 

Vi EcDlCleanupFilesOnDisk.log and 
verify that the granules in the wrong 
directory (S-1t and S-1u) are logged. 

 

19 u.  Locate a hidden granule in the AmGranule table and record its GranuleId. 
Using the GranuleId and AmDataFile locate the granule path. Change the 
granule path to the complementary public location. 

Vi EcDlCleanupFilesOnDisk.log and 
verify that the granules in the wrong 
directory (S-1t and S-1u) are logged. 

 

20 v. Use web access to make an order of the granules in test data S1-v. Delete 
the links to the associated . 

Vi EcDlCleanupFilesOnDisk.log and 
verify that the the granules that are 
missing the order links (S-1v) are 
logged.. 

 

21 Use the –maxFileAge 7, see S-4.<br />Use the –outputDir 240, see S-4<br 
/>After the data setup is complete, ingest and prepare an order (but do not yet 
submit) for 20 granules.  Also prepare to ingest 20 more granules.<br /><br 
/>In quick succession, initiate: <br />Place an order for 20 granules from 

For orphans, go to the file system and 
verify that the files exist. For 
phantoms, go to the file system and 
verify that the files are not there but 
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# Action Expected Result Notes 
OMS<br />Ingest 20 granules<br /><br />Run EcDlCleanupFilesOnDisk.pl 
&lt;mode&gt; -maxFileAge 7 –outputDir 240<br /><br />Run 
EcDlLinkCheck.ksh /datapool/&lt;mode&gt;/user/ 
/usr/ecs/&lt;mode&gt;/CUSTOM/data/DPL/Validation/240 /brokenLinks<br 
/> 

the entries remain in the database. For 
broken links, go to the file system and 
verify the links are indeed broken or 
doesn’t exist.<br />diff the outputs 
from the previous run to the current 
run and verify that the output files are 
the same<br />Verify that an output 
report was generated in the 
/usr/ecs/&lt;mode&gt;/CUSTOM/data
/DPL/Validation/240 directory from 
the orphan and phantom checker and 
that the brokenLinks file exists for the 
link checker.<br />Open the report 
indicated in V-7 and verify that the 
report generated contains the orphans, 
phantoms, and broken links that were 
logged and no other.<br />Verify that 
the two utilities exits with an exit code 
of 2 indicating that orphan, phantom, 
and broken links were found.<br /> 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

4 DP_81_01_TP004 REPAIR INVENTORY DISCREPANCIES (ECS-ECSTC-2415) 

DESCRIPTION: 
Repair Inventory Discrepancies from TP003 and more 
 
PRECONDITIONS: 
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Crit id Crit ccr 
no Test Data Description Data Type 

Requirements 
Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements Data Location 

130_A   MOD29P1D.005 2 granules       /sotestdata/DROP_801/DP_81_01/Criteria/130/130_A 
130_B     Reuse test data in 

criterion 100 
        

130_C     Reuse test data in 
criterion 110 

        

 
STEPS:   
# Action Expected Result Notes 
1 a. Ingest two PDRs in the test requirement.<br />record granuleIds and 

modify the checksum value to “ALTER” in DPL <br />update 
AmDataFile<br />set uncompChksum = &quot;ALERT&quot;<br />where 
GranuleId in (granuleId)<br />Run fsrmdiskcopy to remove these granules 
from StorNext cache<br />deleteFromCache.pl &lt;MODE&gt; 
/stornext/snfs1/DEV01/MODIS/:SC:MOD29P1D.086:249887:1.HDF-
EOS<br />       To repair S-1a, execute    <br />       
EcDlRestoreOlaFromTapeStart &lt;MODE&gt; <br />       -file filename –
content dplId<br />       The filename contains  the two GranuleIds   <br />       
that have their checksum  values changed to  <br />       “ALTER”.<br /><br 
/>b. Re-use granules and repeat setup from criterion 100 steps S-1-c-h<br 
/>c. The Data Pool inventory shall contain all the problems listed in 
criterion 110.<br /> 

Deleted  

2 Run EcDlRestoreOlaFromTapeStart [mode] –file [file] –contents ecsids<br 
/>File contains GranuleIds<br /> 

a. Select ShortName, VersionId, 
GranuleId, IsOrderOnly, 
PublishTime<br />       From 
AmGranule<br />       Where 
GranuleId in (granuleId in criterion 
<br />      100 S1-c)<br />      Make 
sure IsOrderOnly is  null.<br />     Go 
to the public directory to make sure   
<br />     granules in public.<br />b. Go 
to the hidden datapool to make sure 
there are granules whose restriction 
entries indicate that they should not be 
public. <br />c. Select ShortName, 
VersionId, GranuleId, IsOrderOnly, 
PublishTime<br />       From 
AmGranule<br />       Where 
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# Action Expected Result Notes 
GranuleId in (granuleId in criterion 
<br />      100 S1-e)<br /><br />      
Make sure the granules that should 
have   <br />      been replaced in the 
public datapool <br />      (criterion 
100 S1-f) were moved to the <br />      
appropriate hidden directory and that 
the  <br />      granules that should 
have replaced them are <br />      now 
public.   Go to hidden directory make  
<br />      sure there are granules that 
have been <br />      replaced in public 
datapool.<br />      Go to the public 
directory to make sure there   <br />      
are granules in S1-e. <br />d.
 select g.ShortName, 
g.VersionId, convert(varchar(10), 
g.GranuleId) granuleId, 
g.IsOrderOnly, g.PublishTime,<br />     
convert(varchar(10), b.BrowseId) 
BrowseId ,   <br />       b.IsOrderOnly 
<br />       from AmGranule g, 
AmBrowse b,   <br />       
AmBrowseGranuleXref x<br />       
where g.GranuleId = x.GranuleId<br 
/>       and x.BrowseId = 
b.BrowseId<br />       and b.BrowseId 
= &lt;browseId&gt;<br />       group 
by g.ShortName, g.VersionId,   <br />    
g.GranuleId, g.IsOrderOnly, 
g.PublishTime,<br />       
b.BrowseId<br /><br />       make sure 
the b.IsOrderOnly is null and   <br />     
browse granules are in public 
directory.<br />e. select g.ShortName, 
g.VersionId, convert(varchar(10), 
g.GranuleId) granuleId, 
g.IsOrderOnly,g.PublishTime,<br />      
convert(varchar(10), b.BrowseId) 
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# Action Expected Result Notes 
BrowseId , <br />       
b.IsOrderOnly<br />       from 
AmGranule g, AmBrowse b,    <br />     
AmBrowseGranuleXref x<br />       
where g.GranuleId = x.GranuleId<br 
/>       and x.BrowseId = 
b.BrowseId<br />       and b.BrowseId 
= &lt;browseId&gt;<br />       group 
by g.ShortName, g.VersionId,    <br />   
g.GranuleId, g.IsOrderOnly, 
g.PublishTime,<br />       
b.BrowseId<br />f. make sure 
the b.IsOrderOnly is not null and 
browse granules are in hidden 
directory.<br /> 

3 Ensure that the repair will require access to tapes that both online and offline. Using the S-100-1d table verify OLA 
repairs:<br /> public<br />
 ESDT1 ESDT2<br />A. 
Logical  hidden hidden<br />B. DFA
 Not in DPL Not in 
DPL<br />C. Hidden hidden
 hidden<br />D. normal
 Public Public<br /><br 
/>Reference DFA granules a row 
B.DFA in table above to make sure 
these granules have been removed 
from AmGranule/AmDataFile.  Also 
go to the public directory of these 
granules to verify these granules have 
been removed from datapool public 
&amp; hidden file systems.<br /><br 
/>Identify the GranuleId in criterion 
100 (S1-cases a, b, and c) and criterion 
110 (S1 cases: e, f, and g) to make 
sure the files are no longer in the Data 
Pool disk.<br />Identify the GranuleId 
in criterion 100 to make sure the files 
and links for these granules are now 
present in the Data Pool inventory and 
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# Action Expected Result Notes 
in the public or hidden Data Pool 
location.<br />Identity the sc and 
browse ids to verify that the invalid 
links mentioned in criterion 110 have 
been repaired, i.e that they have been 
removed or replaced.<br />select 
g.ShortName, g.VersionId, 
convert(varchar(10), g.GranuleId) 
granuleId, convert(varchar(20), 
f.Checksum) Checksum<br />from 
AmGranule g, AmDataFile f<br 
/>where g.GranuleId = f.GranuleId<br 
/>and g.GranuleId = 
&lt;g.GranuleId&gt;<br />group  by 
g.ShortName, g.VersionId, 
g.GranuleId, f.Checksum<br />make 
sure the Checsum valid is not 
“ALERT”.<br /><br />Verify that 
ALL files copied from the tape archive 
have been checksummed and this 
computed checksum value entered into 
the DPL db.<br />Verify that the DPL 
Maintenance GUI shows the correct 
success/failure status of each 
attempted repair OR that the repair 
utilities show whether success/failure 
is complete or partial. 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

5 DP_81_01_TP005 INVENTORY VALIDATION AND REPAIR (AUTO) (ECS-ECSTC-2416) 

DESCRIPTION: 
Inventory Validation and Repair using outputs from validation utilites 
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PRECONDITIONS: 
 
 
 
 
Crit id Crit ccr no Test Data Description Data Type Requirements Metadata Requirements Volume Requirements Size Requirements Data Location Readiness Status 
140_A     Reuse the test data in criterion 

130 S1-a 
          

140_B     Reuse the test data in criteria 
100 and 110 

          

 
STEPS:   
# Action Expected Result Notes 
1 a. Use the DPL CVU that will report the two Criteria 200 step S-1e 

granules in ticket DP_7F_1 as discrepancies.<br /><br />       Or ingest two 
PDRs in the test requirement.<br />       record granuleIds and modify the 
checksum <br />       value to “ALTER” in DPL <br />       update 
AmDataFile<br />       set uncompChksum = &quot;ALERT&quot;<br />       
where GranuleId in (granuleId)<br />       Run fsrmdiskcopy to remove these 
granules    <br />       from StorNext cache, for example,<br />       
deleteFromCache.pl &lt;MODE&gt; <br />       
/stornext/snfs1/DEV01/MODIS/<br />      
:SC:MOD29P1D.086:249887:1.HDF-EOS<br />       run the DPL CVU<br />   
EcDlDpcvStart  &lt;MODE&gt; -file &lt;granuleId&gt;<br />       Use the 
Inventory Validation tool to verify   <br />       that all of the other 
discrepancies from   <br />       criteria 100 step S-1c-f, S-1i-j, and  110  S-  
<br />       1a-g, S1h-k, S-1m, S1l and S1n are <br />       detected.<br /> 

Verify that each input file used for 
each repair provides a descriptive 
name telling the operator of which 
repair tool to uses. Verify that the 
input file is located within 
/usr/ecs/&lt;mode&gt;/CUSTOM/data
/DPL/Validation<br /><br />For 
C110, Verify that you have the 
following files in 
/usr/ecs/&lt;mode&gt;/CUSTOM/data
/DPL/Validation/110<br /><br 
/>BrowseFilesNotOnDisk.*<br 
/>BrowseMissingFiles.*<br 
/>BrowseWithNoScienceGranule.*<br 
/>FilesNotInDatabase.*<br 
/>GranuleFilesNotOnDisk.*<br 
/>GranulesMissingFiles.*<br /> 

 

2 To repair the checksum mismatch condition, execute 
EcDlRestoreOlaFromTapeStart providing the output file generated from 
executing EcDlInventoryValidationTool.pl 

Repeat the verification steps of C130 
to verify that all required repairs were 
accomplished. 

 

 
 
TEST DATA: 
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EXPECTED RESULTS: 
 

6 DP_81_01_TP006_PROCESS UNPUBLISH EVENTS IN DPL WITHOUT A “LAG TIME”, BASED 
UPON LOGICAL DELETE, HIDE, AND DFA (ECS-ECSTC-2417) 

DESCRIPTION: 
1. [Logical deletion and hiding of granules] Logically delete at least four science granules via the AIM granule deletion utility (i.e., set their deleteEffectiveDate 
to a non-NULL value). Include at least two granules that are in the public Data Pool and at least two granules that are in the hidden Data Pool. Include among the 
granules public granules with browse, where  
 
a.       for at least one granule, the browse are not also referenced by other public granules  
 
b.       for at least one granule, at least one browse has more than one related public science granule and they all shall be logically deleted  
 
c.        for at least one granule, the browse is referenced by a public granule being logically deleted and a public granule not being deleted.  
 
Include at least one MISR browse for each of these cases.  
 
2. Hide at least two science granules in the AIM inventory that were previously not hidden (i.e., set DeleteFromArchive to ‘H’). Include granules that are in the 
public Data Pool and granules that are in the hidden Data Pool. Include among the granules public granules with browse, where  
 
a.     the browse are not also referenced by other public granules  
 
b.     at least one browse has more than one related public science granule and they all shall be hidden in the AIM inventory  
 
c.     the browse is referenced by a public granule being hidden in the AIM inventory and a public granule not being hidden.  
 
Include at least one MISR browse for each of these cases.  
 
  
 
3. Logically delete at least two non-science via the AIM granule deletion utility (i.e., set their deleteEffectiveDate to a non-NULL value).    
 
4. Run the test first by processing the propagated deletions and hiding operations in the Data Pool as an additional step during the sequence of AIM deletion 
steps.    
 
5. Repeat the test and trigger the processing of the propagated deletions and hiding operations in the Data Pool via cron.    
 
  



 

28 
 

 
  
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Ingest the 12 science granules in S1 above.<br />Then, submit the browse 

PDRs to Ingest.<br />  ESDT GranuleId delEff
 BrowseId<br />*  MOD29P1N   <br 
/>*  MOD29P1N   <br />A a
 MOD29P1D   <br />A’ a MB2LME
   <br />B b MOD29P1D  
 <br />B b MOD29P1D   <br />B’ b
 MB2LME   <br />B’ b MB2LMT
   <br />C1 c MOD29P1D 
  <br />C2 c MOD29P1D  
 <br />C1’ c MB2LME   <br 
/>C2’ c MB2LMT   <br />Create a geoid 
file consisting of:<br />(Non-MISR)<br />   the * , A, B and C1 granules<br 
/> (MISR)<br />   the A’, B’, and C1’ granules<br />(do not include the 
MISBR in the geoid file).<br />Run EcDsBulkDelete.pl –physical –geoidfile 
[file]<br /><br />Verify the deleteEffectiveDate has been set for these 
granules (&amp; their associated browse).<br /> 

Verify that the granules with a 
deleteEffectiveDate or DFA=’H” are 
moved from public to hidden datapool. 

 

2 Ingest the 12 science granules in S2 above.<br />Then, submit the browse 
PDRs to Ingest.<br />Collect GranuleIds of these 12 granules:<br /> 
 ESDT GranuleId DFA browId<br /> *
 MOD29P1N   <br /> * MOD29P1N
   <br />A a MOD29P1D  
 <br />A’ a MB2LME   <br />B b
 MOD29P1D   <br />B b MOD29P1D
   <br />B’ b MB2LME  
 <br />B’ b MB2LMT   <br />C1
 c MOD29P1D   <br />C2 c
 MOD29P1D   <br />C1’ c
 MB2LME   <br />C2’ c
 MB2LMT   <br />Using isql, set DFA=’H’ 
for the *, A,A’,B,B’, C1, C1’ S2 granules (as shown in the data table).<br /> 

Verify that the browse granules 
associated with the S1-A, A’, B, B’, 
C1, C1’ &amp; S2-A, A’, B, B’, C1, 
C1’ granules are removed from the 
public datapool and the DPL db .<br 
/>Verify that the browse granules 
associated with the S1-C2, C2’ and 
S2-C2, C2’ granules are NOT 
removed from the public datapool nor 
the DPL db.<br />Verify the DAP, PH 
&amp; QA granules remain in the 
hidden datapool.<br />Note: 
theMISBR will NOT be removed from 
the public datapool but they WILL be 
unlinked with thelogically deleted 
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# Action Expected Result Notes 
science granules. <br /> 

3 Ingest the two S3 granules (plus associated ancillary granules).  <br />ESDT
 GranuleId delEffDate<br />DAP  <br 
/>AE_Land  <br />Browse  <br />PH 
 <br />QA  <br />Create a geoid file of the AE_Land, 
DAP, PH &amp; QA granules.<br />Run EcDsBulkDelete.pl –physical –
geoidfile [file]<br /><br />Verify the deleteEffectiveDate has been set for the 
AE_Land, its browse and the non-science (DAP, PH &amp; QA) 
granules.<br /> 

Verify that running Unpublish –aim –
offset 1 again, will not attempt to 
unpublish these granules again.  
(Check the EcDlUnpublish.ALOG to 
find 0 granules processed). 

 

4 Test1: Run EcDlUnpublishStart.pl –m [mode] –aim –offset 1 to propagate the 
deletes to the datapool. 

  

5 Test2: Configure the OS to initiate the Unpublish action above via a ‘cron’ 
every 15 minutes. 

Undelete and un-DFA all of the 
affected granules.<br />The granules 
will automatically re-publish and be 
available for repeating the setup for 
Test #2.<br /> 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
1. Verify that none of these granules will be public after the next run of the Data Pool utility that handles the corresponding interface with the AIM CI, i.e., the 
isOrderOnly state is not 'B' or NULL, and the granules are not referenced in the Data Pool tables used for Data Pool web drilldown, i.e., the warehouse, spatial, 
and measured parameter tables.    
 
2. Verify that the browse related to the granules that were un-published and where the browse are no longer referenced by other science granules are removed 
from the public Data Pool directories and DPL inventory; and that the browse that were referenced by un-published granules as well as granules that remain 
public remain in the public Data Pool directories and Data Pool inventory.    
 
3. Verify that a subsequent execution of the function that propagates these actions to the Data Pool will not attempt to process the same actions again.  
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7 DP_81_01_TP007 PROCESS UNPUBLISH EVENTS IN DPL WITH A “LAG TIME”, BASED UPON 
LOGICAL DELETE, HIDE, AND DFA (ECS-ECSTC-2418) 

DESCRIPTION: 
Process Unpublish Events in DPL with a “lag time”, based upon logical delete, hide, and DFA 
 
PRECONDITIONS: 
 
 
 
Crit 
id 

Crit 
ccr no 

Test Data 
Description 

    Data Type 
Requirements 

Metadata 
Requirements 

      Volume 
Requirements 

Size 
Requirements Data Location 

210         MOD29P1D.005 
 
Browse 

        2 granules 
 
2 browse 

  /sotestdata/DROP_801/DP_81_01/Criteria/210 

 
STEPS:   
# Action Expected Result Notes 
1  Open the EcDlUnpublish.log to verify 

that after step 3 the granules modified 
in steps S1{a, b, and c} are skipped by 
DPL un-publish and that no actions 
are performed for the granules in steps 
(d, e, and f}. 

 

2 Ingest granules and use the sql command to  <br />    obtain geoids.  For 
example,<br /><br />    SELECT &quot;SC:&quot;+ <br />    
convert(varchar(8),g.ShortName) +  &quot;.00&quot; + <br />    
convert(char(1), g.VersionId)  + &quot;:&quot; +  <br />    
convert(varchar(10),g.GranuleId)<br />    FROM AmGranule g<br />    
Where  ShortName = &quot;MOD29P1D&quot;<br />    And VersionId = 
5<br />    And RegistrationTime &gt; todaydate;<br />    14 rows returned<br 
/>    Note: Geoid format <br />    SC:MOD29P1D.005:12345<br /><br />a.
 Get 2 granuleIds from the query above<br />       Login in Am 
Database<br />       Update AmGranule<br />       Set DeleteFromArchive = 
“G”<br />       Where GranuleId in &lt;granuleids&gt;<br />       Repeat the 
query again set   <br />       DeleteFromArchive = “Y”<br /><br />b. Get 4 
Geoids from the query above to create a b_geoid.txt file.<br />             run 
BulkDelete – DFA  b_geoid.txt<br /><br />c. Get 2  Geoids from the 
query above to create a c_geoid.txt file.<br />        run BulkDelete –physical  

SELECT &quot;SC:&quot;+ <br />    
convert(varchar(8),g.ShortName) +  
&quot;.00&quot; + <br />    
convert(char(1), g.VersionId)  + 
&quot;:&quot; +  <br />    
convert(varchar(10),g.GranuleId) 
'GeoId',     <br />    g.IsOrderOnly,  
<br />    
convert(varchar(50),f.DirectoryPath)   
<br />    DirectoryPath<br />    FROM 
AmGranule g, AmDataFile f<br />    
Where  g.ShortName = 
&quot;MOD29P1D&quot;<br />    
And g.VersionId = 5<br />    and 
g.GranuleId in (steps S1{a, b, and c}) 
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# Action Expected Result Notes 
c_geoid.txt<br /><br />d. Get 2 Geoids from the query above to create a 
d_geoid.txt file<br />       Run the Unpublish utilitiy<br />       
EcDlUnpublishStart.pl –mode &lt;MODE&gt; -g   <br />       &lt;granuleId1, 
granuleId2&gt;<br />       Run the BulkDelete – DFA  d_geoid.txt<br /><br 
/>e. Get 2 Geoids from the query above to create a e_geoid.txt file<br />    
Run the Unpublish utilitiy<br />       EcDlUnpublishStart.pl –mode 
&lt;MODE&gt; -g    <br />       &lt;granuleId1, granuleId2&gt;<br /><br />      
Update AmGranule<br />       Set DeleteFromArchive = “H”<br />       Where 
GranuleId in &lt;granuleids in   <br />       e_geoid.txt&gt;<br /><br />       
Delete DsMdGrEventHistory<br />       Where GranuleId in &lt;GranuleIds 
in e_geoid.txt&gt;<br />       And eventType = “GRHIDE”<br /><br />       
Update AmGranule<br />       Set DeleteFromArchive = “Y”<br />       Where 
GranuleId in &lt; e_geoid.txt &gt;<br /><br />f. EcDlUnpublishStart.pl 
–mode &lt;MODE&gt; -g &lt;granuleId1, granuleId2&gt;<br />       Update 
AmGranule<br />       Set DeleteFromArchive = “G”<br />       Where 
GranuleId in &lt;granuleids in   <br />       e_geoid.txt&gt;<br />       Repeat 
the query again set   <br />       DeleteFromArchive = “Y”<br /> 

<br />    and g.GranuleId = 
f.GranuleId<br /><br />    to make 
sure IsOrderOnly is “H” and go to the   
<br />    public DataPool make sure 
the files have   <br />    moved to 
hidden data pool.   The granules    <br 
/>    from steps S1{d, e, and f} that are 
in the <br />    hidden data pool 
remains in the hidden data  <br />    
pool.<br /> 

3 EcDlUnpublishStart.pl –mode &lt;MODE&gt; -aim –offset &lt;offset # of 
hours&gt; -lagtime &lt;lagtime # of hours&gt;<br />EcDlUnpublishStart.pl –
mode &lt;MODE&gt; -aim –offset 48 -lagtime 24<br /> 

SELECT &quot;SC:&quot;+ <br />    
convert(varchar(8),g.ShortName) +  
&quot;.00&quot; + <br />    
convert(char(1), g.VersionId)  + 
&quot;:&quot; +  <br />    
convert(varchar(10),g.GranuleId) 
'GeoId',   <br />    g.IsOrderOnly,    
<br />    
convert(varchar(50),f.DirectoryPath) 
<br />    DirectoryPath<br />    FROM 
AmGranule g, AmDataFile f<br />    
Where  g.ShortName = 
&quot;MOD29P1D&quot;<br />    
And g.VersionId = 5<br />    and 
g.GranuleId in (3000125734) <br />    
and g.GranuleId = f.GranuleId<br />    
GeoId                      IsOrderOnly 
DirectoryPath                                      
<br />    ------------------------ ----------- 
-------------------------  <br />    ---------
---------------- <br />    
SC:MOD29P1D.005:3000125734 H       
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# Action Expected Result Notes 
<br />    
/MOD29P1D.005JLiahiKo/2007.11.2
5/ <br />    Make sure the IsOrderOnly 
is “H”.                 <br /> 

4 EcDlUnpublishStart.pl –mode &lt;MODE&gt; -aim –offset &lt;offset # of 
hours&gt; -lagtime &lt;lagtime # of hours&gt;<br />EcDlUnpublishStart.pl –
mode &lt;MODE&gt; -aim –offset 24 -lagtime 1<br /> 

Go to the public directory to make 
sure that the associated browse images 
were removed from the Data Pool 
from step S-2b. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

8 DP_81_01_TP008 DATA POOL RE-PUBLISH UN-DELETED GRANULES (ECS-ECSTC-2419) 

DESCRIPTION: 
1. [Logical un-deletion and un-hiding of granules] Logically un-delete at least four (4) granules via the AIM granule deletion utility (i.e., set deleteEffective to 
NULL when it was non NULL before) that belong at least two different collections configured to be public. Include among them  
 
a.     at least two granules that are referenced by orders that will not be cleaned up during the test 
 
b.     at least two granules that are not referenced by orders. 
 
c.     at least two granules that are in-eligible to be public (i.e., un-delete granules and set their DeleteFromArchive flag to ‘H’). 
 
d.     at least two granules that are eligible to be public and have browse granules that are not currently in the public Data Pool; include among the browse at least 
one MISR browse. 
 
e.     at least four granules that will trigger granule replacement as part of their publication attempt. Among them include 
 
1.     at least two granules that are newer than the one that is currently public 
 
2.     at least two granules that are older than one that is currently public (i.e., include granules whose publication will not succeed). 
 
f.      at least one granule that will be replaced successfully and is referenced by an order that will not be cleaned up during the test (the granule may be included 
among those referenced in e1).  
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g.     at least one granule that will be replaced successfully and is not referenced by orders (the granule may be included among those referenced in e1).  
 
h.     at least one granule that will fail in replacing the currently public granule and is referenced by an order that will not be cleaned up during the test (the granule 
may be included among those referenced in e2).  
 
i.       at least one granule that will fail in replacing the currently public granule and is not referenced by orders (the granule may be included among those 
referenced in e2).  
 
j.      at least one granule that succeeds in replacing an existing granule and is referenced by an order that will not be cleaned up during the test (the granule may be 
included among those referenced in e1). at least one granule that succeeds in replacing an existing granule and is not referenced by orders (the granule may be 
included among those referenced in e1). 
 
2. Logically un-delete at least four (4) granules via the AIM granule deletion utility (i.e., set deleteEffective to NULL when it was non NULL before) that belong 
to collections not configured to be public. Include among them:  
 
a.     at least two granules that are otherwise eligible to be public  
 
b.     at least two granules that are referenced by orders that will not be cleaned up during the test at least two granules that are not referenced by orders. 
 
3. Unhide at least four (4) granules in the AIM inventory that were hidden (i.e., set DeleteFromArchive to ‘N’ when it was ‘H’) that belong to at least two 
different collections configured to be public. Include among them  
 
a.  at least two granules that are referenced by orders that will not be cleaned up during the test  
 
b.  at least two granules that are not referenced by orders.  
 
c.   at least two granules that are eligible to be public and have browse granules that are not currently in the public Data Pool; include among the browse at least 
one MISR browse.  
 
d.  at least two granules that will trigger granule replacement as part of their publication attempt. Among them include  
 
1. at least two granules that are newer than the one that is currently public  
 
2. at least two granules that are older than one that is currently public (i.e., include granules whose publication will not succeed). 
 
e.   at least one granule that will be replaced successfully and is referenced by an order that will not be cleaned up during the test (the granule may be included 
among those referenced in d1)  
 
f.   at least one granule that will be replaced successfully and is not referenced by orders (the granule may be included among those referenced in d1).  



 

34 
 

 
g.   at least one granule that will fail in replacing the currently public granule and is referenced by an order that will not be cleaned up during the test (the granule 
may be included among those referenced in d2).  
 
h.  at least one granule that will fail in replacing the currently public granule and is not referenced by orders (the granule may be included among those referenced 
in d2)  
 
i.    at least one granule that succeeds in replacing an existing granule and is referenced by an order that will not be cleaned up during the test (the granule may be 
included among those referenced in d1) at least one granule that succeeds in replacing an existing granule and is not referenced by orders (the granule may be 
included among those referenced in d1).      
 
4. Unhide at least four (4) granules in the AIM inventory that were hidden (i.e., set DeleteFromArchive to ‘N’ when it was ‘H’) that belong to collections not 
configured to be public. Include among them.  
 
a.  granules that are otherwise eligible to be public  
 
b.  granules that are referenced by orders that will not be cleaned up during the test  
 
c.   granules that are not referenced by orders. 
 
5. Ensure that the Data Pool Insert Service is operational. 
 
PRECONDITIONS: 
Reuse DP_7F_01 criterion 50 data                                                /sotestdata/DROP_722/DP_7F_01/Criteria/050 
 
STEPS:   
# Action Expected Result Notes 
1 • Verify Replace=Y for MOD29P1D.<br />• Ingest the 4 granules in 

the ‘replacement-old’ directory and add the GranuleIds to e1a, e1b, e2a and 
e2b in the table below.<br />• Create an ODL file for e1a and e2b and 
submit the PROPERTIES file to EwocTestDriver . Note the RequestId: 
__________<br />• Ingest the 4 granules in the ‘replacement-new’ 
directory and (using filenames in AmDataFile) carefully identify these as 
e1a’, e1b’, e2a’ and e2b’.<br />• Ingest the remaining MOD29P1D, 
MYD29P1D &amp; MISR granules .  Note the GranuleIds and dplIds.<br />
 ESDT GranuleId dplId delEff DFA OO<br />a
 MOD29P1D     <br />a
 MOD29P1D     <br />a
 MYD29P1D     <br />a
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# Action Expected Result Notes 
 MYD29P1D     <br />b
 MOD29P1D     <br />b
 MOD29P1D     <br />b
 MYD29P1D     <br />b
 MYD29P1D     <br />c
 MOD29P1D     <br />c
 MOD29P1D     <br />d
 MOD29P1D     <br />
 Browse     <br />d MOD29P1D
     <br /> Browse  
   <br />d MB2LME   
  <br /> MISBR     <br 
/>e1a MOD29P1D     <br />e1a’
      <br />e1b
 MOD29P1D     <br />e1b’
      <br />e2a
 MOD29P1D     <br />e2a’
      <br />e2b
 MOD29P1D     <br />e2b’
      <br />f e1a 
    <br />g e1b   
  <br />h e2b     <br 
/>i e2a     <br />j e1a’ 
    <br />k e1b’   
  <br />• Create a geoid file of the 13 a-d, e1a’, e1b’, e2a 
&amp; e2b granules.<br />• Create an ODL file for the 4-a &amp; 
e1a’ granules.<br />• Submit the ODL file to EcOmSrCliDriverStart. 
Note the RequestId: __________<br />• Run BulkDelete –m [mode] –
physical –g [geoid file]<br />• Using isql, set the DFA flag=‘H’ for the 
2- c granules.<br />• Run EcDlUnpublishStart.pl –m [mode] –aim –
offset 1 <br />• (Verify the S1-d browse granules are unpublished).<br />•
 Re-Publish the e1a &amp; e1b granules.  Syntax: 
EcDlPublishUtilityStart [mode] –g ecsId –g ecsId<br />• Prepare to run 
BulkUndelete with the same geoid file. 

2 Ingest the four S2 granules. <br /> ESDT GranuleId dplId
 delEff DFA OO<br />b MOD29P1N  
   <br />b MOD29P1N   
  <br />c MYD29P1N    
 <br />c MYD29P1N     <br 

  



 

36 
 

# Action Expected Result Notes 
/>Create a geoid file for the 4 granules.<br />Create an ODL file for 2-b 
granules (shaded cells).<br />Submit the ODL file to OMS. Note the 
RequestId:<br />OMS RequestId: __________<br /><br />Run 
BulkDelete.pl –m [mode] –physical –g [geoid file]<br />(Unpublish not req’d 
since these granules are already hidden).<br /><br />Prepare to run 
BulkUndelete with the same options. 

3 Ingest the 6- a-c granules.<br />Ingest the d1a &amp; d1b and d2a &amp; 
d2b granules.<br />Re-ingest the same four granules but assign their 
GranuleIds tod1a’, d1b’, d2a’ &amp; d2b’.  (These will automatically replace 
the older granules).<br /> ESDT GranuleId dplId delEff DFA
 OO<br />a MOD29P1D    
 <br />a MOD29P1D     <br 
/>b MYD29P1D     <br />b
 MYD29P1D     <br />c
 MOD29P1D     <br />c
 Browse     <br />c MB2LME
     <br />c MISBR  
   <br />d1a MOD29P1D  
   <br />d1a’    
  <br />d1b MOD29P1D   
  <br />d1b’     
 <br />d2a MOD29P1D    
 <br />d2a’      <br 
/>d2b MOD29P1D     <br />d2b’
      <br />e d1a 
    <br />f d1b   
  <br />g d2b     <br 
/>h d2a     <br />i d1a’ 
    <br />j d1b’   
  <br />Create an ODL file for 2-a, d1a, d1a’ and d2b 
granules (shaded cells).<br />Submit the ODL file to OMS. Note the 
RequestId:<br />OMS RequestId: __________<br /><br />Create a file with 
the sql command to set the DFA flag to ‘H’ for 6- a-c, d1a’, d1b’, d2a &amp; 
d2b granules.<br />(Also include the command to reset the flag to ‘N’).<br 
/>Run the ‘H’ command at this time.<br /><br />Run EcDlUnpublishStart.pl 
–m [mode] –aim –offset 1<br />(Verify the S3-c browse granules are 
unpublished).<br /><br />Re-Publish the d1a &amp; d1b granules.  
Syntax:<br />EcDlPublishUtilityStart [mode] –g ecsId –g ecsId 

  

4 Ingest the four S4 granules. <br /> ESDT GranuleId dplId   
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# Action Expected Result Notes 
 delEff DFA OO<br />b MOD29P1N  
   <br />b MOD29P1N   
  <br />c MYD29P1N    
 <br />c MYD29P1N     <br 
/>Create an ODL file for 2-b granules (shaded cells).<br />Submit the ODL 
file to OMS. Note the RequestId:<br />OMS RequestId: __________<br 
/><br />Create a file with the sql command to set the DFA to ‘H’ for these 4 
granules.<br />(Also include the command to reset the flag to ‘N’).<br />Run 
the ‘H’ command at this time.<br /><br />(Unpublish not reqd since these 
granules are already hidden).<br />Run all of the prepared scripts:<br />S1: 
BulkUndelete [mode] C50S1.geoid<br />S2: BulkUndelete [mode] 
C50S2.geoid<br />S3: isql C50S3.sql<br />S4: isql C50S4.sql<br />In all 
cases, the attempt to re-publish all of the Un-Deleted and Un-Hidden granules 
is automatic. 

5 Ensure DPAD is running Using the DPM GUI, verify that all of 
the undeleted/un-hidden granules have 
rows inserted into 
DlInsertActionQueue and show up on 
the GUI as ‘New’ requests (to 
publish).<br /> a. Verify the S1a 
&amp; S3a granules are in the public 
directory and there is a link in the 
hidden directory to the public 
directory.<br />b. Verify the S1b 
&amp; S3b granules are in the public 
directory<br />c. Verify the S1c 
granules remain hidden (they still are 
‘H’ granules).<br />d. Verify the S1d 
&amp; S3c granules are in the public 
directory and their browse is also 
published.<br />e. Verify the 
replacement of S1 e1a by e1a’, e1b by 
e1b’ and S3 d1a by d1a’, d1b by d1b’ 
succeeds. Verify the replacement of 
S1 e2a’ by e2a, e2b’ by e2b and S3 
d2a’ by d2a, d2b’ by d2b fails.<br />f. 
The S1-f (e1a) and S3-e (d1a) granules 
exist in the hidden area and the FTP 
Pull links are valid.<br />g. The S1-g 

 



 

38 
 

# Action Expected Result Notes 
(e1b) and S3-f (d1b) granules exist in 
the hidden area.  <br />h. S1-e2b 
&amp; S3-d2b granules exist in the 
hidden area and have links in the FTP 
PullDir. <br />i. S1-e2a &amp; S3-d2a 
granules exist in the hidden area w/o 
pull links.<br />j. S1-e1a’ &amp; S3-
d1a’ are public and the link in the FTP 
PullDir is valid.<br />k. S1-e1b’ 
&amp; S3-d1b’ are public w/o pull 
links.<br /> 2-S1c granules 
isOrderOnly is H (because DFA=’H’), 
and S1 e2a &amp; e2b granules 
isOrderOnly is H &amp; Y (because 
they were replaced by e2a’ &amp; 
e2b’).<br /> For S1-d and S3-c 
granules, verify that after each is 
published, the browse is also 
published and the db XRef table is 
updated.<br /> S1- e1a’ &amp; e1b’ 
granules replace the e1a &amp; e1b 
granules and are now public.<br />S1- 
e2a &amp; e2b do NOT replace e2a’ 
&amp; e2b’<br />S3- d1a’ &amp; 
d1b’ granules replace the d1a 
&amp;d1b granules and are now 
public.<br />S3 d2a &amp; d2b do 
NOT replace d2a’ &amp; d2b’<br /> 
The S1- e2a &amp; e2b granules do 
NOT replace the e2a’ &amp; e2b’ 
granules (and remain hidden).  The 
isOrderOnly value does not change.  
<br />The S3- d2a &amp; d2b 
granules do NOT replace the d2a’ 
&amp; d2b’ granules (and remain 
hidden).  The isOrderOnly value does 
not change.<br /> For S1- e1a’ &amp; 
e1b’, both granules are public; 
isOrderOnly is B for e1a’ and null for 
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# Action Expected Result Notes 
e1b’.<br />For S3- d1a’ &amp; d1b’, 
both granules are public; isOrderOnly 
is B for d1a’ and null for d1b’.<br /> 
For S1- e2a &amp; e2b, both granules 
remain hidden; isOrderOnly is H for 
e2a and Y for e2b.<br />For S3- d2a 
&amp; d2b, both granules remain 
hidden; isOrderOnly is H for d2a and 
Y for d2b.<br /> For S1- e1a &amp; 
e1b, both granules are hidden; 
isOrderOnly is Y for e1a and H for 
e1b.<br />For S3- d1a &amp; d1b, 
both granules are hidden; isOrderOnly 
is Y for d1a and H for d1b.<br /> Run 
ExpireOmsOrders.ksh [mode] 
[Criteria]<br />Bounce 
EcOmOrderManager.<br />Verify that 
FTP Pull links for the S1 &amp; S3 
ordered granules are removed.<br 
/><br /> 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
0.9. Verify that the undeletions and unhiding operations propagated from AIM to the Data Pool were queued for the Data Pool Insert Service and wait until all of 
these operations complete.   
 
1. Verify that the granules that belong to collections configured to be public and are eligible to be public have their files in the correct location in the public Data 
Pool area, and if they were on order, also have links in the hidden Data Pool area; and verify that their state is correct (i.e., isOrderOnly is ‘B’ or NULL) 
depending on whether they are referenced by an order or not. 
 
2. Verify that the granules that belong to collections configured to be public and are ineligible to be public are in the hidden Data Pool area and that their state is 
correct (i.e., isOrderOnly is ‘Y’ or ‘H’) depending on whether they are referenced by an order or not. 
 
3. For the granules that are being published and that reference a browse granule that is currently not in the Data Pool, verify that the Browse granule is also 
published and is now cross-referenced with the correct science granule. 
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4. Verify that the granule replacement works correctly, i.e., only the granules expected to be replaced are indeed being replaced. 
 
5. Verify that the state of each public granule whose replacement failed is correct (i.e., isOrderOnly is ‘B’ or NULL) depending on whether it is referenced by an 
order or not. 
 
6. Verify that the state of each public granule which was published as part of the replacement is correct (i.e., isOrderOnly is ‘B’ or NULL) depending on whether 
it is referenced by an order or not. 
 
7. Verify that the failed granule replacements leaves the granules whose publication was attempted in the Data Pool inventory and its files in the correct hidden 
Data Pool location and that their Data Pool state is correct (i.e., isOrderOnly is ‘H’ or ‘Y’) depending on whether they are referenced by an order or not. 
 
8. Verify that granules that were replaced are left in the Data Pool inventory in the correct state (i.e., isOrderOnly is ‘H’ or ‘Y’) depending on whether they are 
referenced by an order or not; and that their files are in the correct hidden Data Pool location. 
 
10. Verify that all orders that reference granules used by the test will complete their cleanup successfully. 
 

9 DP_81_01_TP009 PROCESSING PUBLISH EVENTS TO DATA POOL (ECS-ECSTC-2420) 

DESCRIPTION: 
Processing Publish events to Data Pool 
 
2. Test permutations of setting DeleteFromArchive from Y to {G, H, N} and verify publication is triggered when appropriate.  NOTE: We are not testing DFA 
granules that are currently in the Public Data Pool or part of an existing order as this condition doesn’t seem to be a valid use case.  Using the AIM Granule 
Deletion service (EcDsBulkUnDelete): 
 

a. Modify the DeleteFromArchive from “Y” to “G” for at least 2 granules that are configured to be public in the Data Pool. 
 

b. Modify the DeleteFromArchive from “Y” to “H” for at least 2 granules that are configured to be public in the Data Pool. 
 

c. Modify the DeleteFromArchive from “Y” to “N” for at least 2 granules that are configured to be public in the Data Pool. 
 

d. Modify the DeleteFromArchive from “Y” to “G” for at least 2 granules that are not configured to be public in the Data Pool. 
 

e. Modify the DeleteFromArchive from “Y” to “H” for at least 2 granules that are not configured to be public in the Data Pool. Modify the 
DeleteFromArchive from “Y” to “N” for at least 2 granules that are not configured to be public in the Data Pool.  
 

3. Ensure the DPL Insert service and all other relevant ECS applications are operational. 
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PRECONDITIONS: 
 
 
 
 
 
 
 
 
 
Crit 
id 

Crit 
ccr no 

Test Data 
Description Data Type Requirements Metadata 

Requirements 
Volume 
Requirements 

Size 
Requirements Data Location 

220     MOD29P1D.005   2 granules   /sotestdata/DROP_801/DP_81_01/Criteria/220/220_A 
220     MOD29P1D.005   2 granules   /sotestdata/DROP_801/DP_81_01/Criteria/220/220_B 
220     MOD29P1DMOD29P1D.005   2 granules   /sotestdata/DROP_801/DP_81_01/Criteria/220/220_C 
220     MOD29P1N.005   2 granules   /sotestdata/DROP_801/DP_81_01/Criteria/220/220_D 
220     MOD29P1N.005   2 granules   /sotestdata/DROP_801/DP_81_01/Criteria/220/220_E 
220     MOD29P1N.005   2 granules   /sotestdata/DROP_801/DP_81_01/Criteria/220/220_F 
                
 
STEPS:   
# Action Expected Result Notes 
1 1 * Open the ActionDriver.log file to verify <br />a. Unix process ID<br 

/>b. Type of event<br />c. Date and time of the event (at least to the 
millisecond)<br />d. ShortName and VersionId of the associated 
granule<br />e. granuleId(dbid)<br />f. associated subscription id(s)<br 
/>g. file path name(s)<br />h. file zie<br />i. description of error.<br 
/> 

  

2 2 * Make sure the ConvertEnabledFlag set to Y and the AllowPulishFlag is Y 
for datatype MOD29P1D.005.<br />Make sure the ConvertEnabledFlag set to 
Y and the AllowPulishFlag is N for datatype MOD29P1N.005.<br /><br 
/>Ingest all of the granules identified above.<br />S2 ESDT granuleId
 delEff DFA<br />a MOD29P1D   G<br 
/>    G<br />b   
 H<br />    H<br />c  
  N<br />    N<br />d 
   G<br />    G<br />e
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# Action Expected Result Notes 
    H<br />    H<br 
/>f    N<br />    N<br 
/><br />a. Run BulkDelete –DFA for 2 granules S-2a.   With isql, set 
DFA=’G’ for granules S-2a.<br />b. Run BulkDelete –DFA on 2 
granules S-2b.  With isql, set DFA=’H’ for granules S-2b.<br />c. Run 
BulkDelete on  2 granules S-2c.  <br />       BulkUnDelete –DFA from ‘Y’ to 
“N” on 2                      <br />       granules S-2c.   <br />d. Run 
BulkDelete –DFA on 2 granules S-2d.   With isql, set DFA=’G’ for granules 
S-2d.<br />e. Run BulkDelete –DFA on 2 granules S-2e.   With isql, set 
DFA=’H’ for granules S-2e.<br />f. Run BulkDelete –DFA on 2 
granules S-2f.    BulkUndelete for granules S-2f.<br /> 

3 3 * Make sure all servers and services are running.   
4 1 + Wait.   
5 2 + Select g.ShortName, g.VersionId, g.granuleId, g.isOrderOnly, 

g.PublishTime, g.LastUpdate,  f.directoryPath <br />from AmGranule g, 
AmDataFile f <br />where g.granuleId = f.granuleId <br />and GranuleId 
in(S1{a  and c})<br />make sure the IsOrderOnly is null, PublishTime has 
the correct (current) time and the DirectoryPath reflects the correct location in 
the public DataPool.<br />go to the public directory to make sure the data 
files and metadata files are present in the public directory. <br /> 

  

6 3 + Using the sql command below to verify.<br /><br />    Select 
g.ShortName, g.VersionId, ag.ecsId,  <br />    g.granuleId, g.isOrderOnly, 
g.PublishTime, <br />    g.LastUpdate,  f.directoryPath <br />    from 
AmGranule g, AmDataFile f <br />    where g.granuleId = f.granuleId <br />    
and ecsId not in(S1{a  and c}) <br /><br />make sure the IsOrderOnly is “H”, 
PublishTime was not modified (it should be NULL) and the DirectoryPath 
reflects the correct location in the hidden DataPool.<br />go to the hidden 
directory to make sure the data files and metadata files are present in the 
hidden directory.<br /> 

  

7    

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
1. Verify events documenting the state change of the granules in AIM are made available to the DPL.  Wait for DPL to process the events. 
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2. Verify the granules from sub-steps S1{a and c} are in the public Data Pool and that all the other granules are still considered part of the hidden Data Pool. 
 

1. The isOrderOnly flag is set to NULL 
 

2. PublishTime has the correct (current) time. 
 

3. LastUpdate is set to the current time. 
 

4. The DirectoryPath reflects the correct location in the public Data Pool The data files and metadata files are present in the public directory 
 

3. Verify the granules from sub-steps other than S1{a and c} are still in the hidden Data Pool. 
 

1. The “isOrderOnly” flag is set to “H” 
 

2. The PublishTime was not modified (it should be NULL) 
 

3. The DirectoryPath was not modified and reflects a location in the hidden Data Pool 
 

4. Verify the DPL Insert service logs a. Unix Process ID b. type of event c. date and time of the event (at least to the millisecond) d. 
shortname and version id of the associated granule e. granule id (dbid) f. associated subscription id(s) g. file path name(s) h. file size i. 
description of error 
 
  
 
  
 

10 DP_81_01_TP010 PUBLISHING INTO DATA POOL FILE SYSTEM THAT IS FULL (ECS-ECSTC-
2421) 

DESCRIPTION: 
Publishing into Data Pool file system that is full 
 
PRECONDITIONS: 
 
 
 

Crit id Crit ccr 
no 

Test Data 
Description Data Type Requirements Metadata 

Requirements 
Volume 
Requirements Size Requirements Data Location 
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Crit id Crit ccr 
no 

Test Data 
Description Data Type Requirements Metadata 

Requirements 
Volume 
Requirements Size Requirements Data Location 

223     MOD29P1N.005 
 
Browse 

  5 granules 
 
5 browse granules 

  /sotestdata/DROP_801/DP_81_01/Criteria/223/ 
 
Each w/ associated browse 

 
STEPS:   
# Action Expected Result Notes 
1 Ingest 5 granules that have associated browse.   <br /> make sure the processState is set to S 

for Browse granules and the Browse 
granules are still in hidden. 

 

2 Configure the DataPool file systems for Browse is full.  See lab leader. make sure the processState is set to C 
for Browse granules and the Browse 
granules are  in public. 

 

3 EcDlPublishUtilityStart  MODE –ecs <br />      –file granuleId<br />   
4 Make the Browse file system is available, Go to the DPL Maintanance GUI, 

make sure the  Free Space Flag is Y for DP File System. 
  

5 Make sure the DAP is retrying the suspending requests and the browse 
granules are public. 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

11 DP_81_01_TP011 CHECKSUM BROWSE ON PUBLISH (ECS-ECSTC-2422) 

DESCRIPTION: 
Checksum Browse on Publish 
 
  
 
  
 
 
MOD29P1N.005 
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Browse 
/sotestdata/DROP_801/DP_81_01/Criteria/225/ Each w/ associated browse 
 
  
 
1. [Checksum Browse on Publish]   Using the Datapool Maintenance GUI ingest the test data in the table above. 
 
2. Use the DPL Publication Service to publish the science and associated browse granules in the Data Pool. 
 
  
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 1 * Make sure the PublishByDefaultFlag is N and 

AllowPublishByDefaultFlag  is “Y” for data type MOD29P1N.005. <br 
/>Ingest 5 granules, create an inputfile of these 5 granules.<br />Record the 
GranuleIds in table below.<br /> ESDT checksum granuleId
 browId<br />A  null  <br />  null
  <br />B  invalid  <br />C  
  <br />    <br />  
  <br />Isql <br />Update AmBrowseDataFile<br />Set 
Checksum = null<br />Where granuleId = &lt;browseId in step a in 
table&gt;<br /><br />Update AmBrowseDataFile<br />Set Checksum = 
&lt;invalid checksum&gt;<br />Where granuleId = &lt;browseId in step 
B&gt;<br /> 

select g.ShortName, g.VersionId, 
convert(varchar(10), g.GranuleId) 
granuleId, g.IsOrderOnly,<br 
/>PublishTime,<br 
/>convert(varchar(10), b.BrowseId) 
BrowseId, convert(varchar(15), 
d.Checksum) Checksum, 
d.ChecksumOriginId,d.ChecksumTyp
eId,<br />from AmGranule g, 
AmBrowseDataFile b, 
AmBrowseGranuleXref x, 
AmBrowseDataFile d<br />where 
g.GranuleId = x.GranuleId<br />and 
x.BrowseId = b.BrowseId<br />and 
b.BrowseId = d.BrowseId<br />and 
b.BrowseId = &lt;browseId in step a, 
b, c in table above&gt;<br />group by 
g.ShortName, g.VersionId, 
g.GranuleId, g.IsOrderOnly, 
PublishTime,<br />b.BrowseId, 
d.Checksum, d.ChecksumOriginId 
,<br />           d.ChecksumTypeId<br 
/>make sure IsOrderOnly is null<br /> 

 

2 2 *  Make sure the PublishByDefaultFlag is “Y” and AllowPulishFlag is Y Check in the  
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# Action Expected Result Notes 
for data type MOD29P1N.005.<br />EcDlPublishUtilityStart  MODE –ecs 
<br />      –file inputfile<br /> 

EcDlActionDriver.ALOG<br />From 
DPL Gui, Configuration/ECS Services 
Configuration, check the CheckSum 
Type in the  Default column radio 
button.   Using this value to compare 
with the Checksum Type in the 
EcDlActionDriver.ALOG.<br 
/>Search for Type = CKSUM<br 
/><br />Use the sql command below 
to verify the ChecksumOrigin equal to 
“DPAD”<br /><br />select 
g.ShortName, g.VersionId, 
convert(varchar(10), g.GranuleId) 
granuleId, g.IsOrderOnly,<br 
/>g.PublishTime, convert(varchar(10), 
b.BrowseId) BrowseId, b.IsOrderOnly 
'b.IsOrderOnly',convert(varchar(15), 
d.Checksum) Checksum, <br 
/>convert(varchar(10),d.ChecksumOri
ginId) 'd.ChecksumOriginId', 
convert(varchar(10),o.ChecksumOrigi
n) 'o.ChecksumOrigin',<br 
/>convert(varchar(10), 
t.ChecksumType) 't.ChecksumType', 
d.ChecksumTypeId<br /> <br />from 
AmGranule g, AmBrowse b, 
AmBrowseGranuleXref x, 
AmBrowseDataFile d, 
DsMdChecksumOrigins o, 
DsMdChecksumTypes t<br />where 
g.GranuleId = x.GranuleId<br />and 
x.BrowseId = b.BrowseId<br />and 
b.BrowseId = d.BrowseId<br />and 
d.ChecksumOriginId = 
o.ChecksumOriginID<br /> and 
d.ChecksumTypeId = 
t.ChecksumTypeID<br />--and 
b.BrowseId in (3002000342, 
3002000346)<br />and g.GranuleId in 
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# Action Expected Result Notes 
(3002000337,3002000338)<br 
/>group by g.ShortName, g.VersionId, 
g.GranuleId, g.IsOrderOnly, 
g.PublishTime,<br />b.BrowseId, 
d.Checksum, d.ChecksumOriginId ,  
d.ChecksumTypeId, 
o.ChecksumOrigin, 
t.ChecksumType<br /><br />Select * 
from AmBrowse         OnlineFile<br 
/>Where BrowseId = &lt;browseId in 
step s-1a,b and c&gt;<br />There are 
no rows return.<br />Select * from 
DlInsertActionQueue<br />Where 
ecsId = &lt; browseId in step s-1a,b 
&gt;<br />Go to the public directory 
to make sure there is no such browse 
file there.<br /> <br /> 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
1. Verify the publications succeeded (Public DPL should contain correct files and links and the AIM Inventory Catalog should record 
the fact that the granules are public). 
 
2. Verify that DPAD performed checksum operations on the Browse files that didn’t contain checksums and that the checksum 
information was recorded in the AIM Inventory Catalog (with ChecksumOrigin equal to “DPLInsert” and ChecksumType set to the 
current default Ingest checksum type). 
 
3. Verify the Browse Granule with the bad checksum value was not published and that the AIM Inventory Catalog was updated to 
indicate the failed checksum verification. 
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12 TP_12_[ON-LINE ARCHIVE REPAIR FROM NON-RESIDENT TAPE] CREATE PHANTOMS IN 
THE PUBLIC AND HIDDEN DATA POOL THAT SATISFY THE FOLLOWING CONDITIONS 
(ECS-ECSTC-2423) 

DESCRIPTION: 
 
PRECONDITIONS: 
  
 
 
 
 
 
 
ID Crit   sub # Public ESDT Browse Ordered Notes Detect Repair 
A 226 S1 a 4 Y MB2LME 

      2 

N PDRs location 
 
/sotestdata/DROP_722/DP_7F_01/criterion 320 
 
Phantom (remove hdf and XML) from the public DPL 

OP Chk OLA from 
Tape 

  

B 226 S1 a 3 Y MOD29P1D 
2 

N Phantom (remove hdf and XML) from the public DPL OP Chk OLA from 
Tape 

  

C 226 S1 a 1 Y MOD29P1D 
1 

N Phantom (remove hdf, XML & browse link) from the 
public DPL 

OP Chk OLA from 
Tape 

  

D 226 S1 a 2 Y AST_L1B 
2 

N Phantom (remove hdf and XML) from the public DPL OP Chk OLA from 
Tape 

  

 
STEPS:   
# Action Expected Result Notes 
1 a. Ingest the specified data.  Create a filename collision by ingesting the 

MODIS granule w/o a browse again.  Make all 10 of these granules into 
phantoms (remove the hdf files and move the XML files to another directory 
from the public Data Pool).<br /><br />b. Verify that both MISBR and all 
three MODIS Browse are present in the public Data Pool.  (One MODIS has 
no browse).<br /><br />c. Remove one of the two MISBR links and one of 
the (row B) MODIS browse links from the public Data Pool<br /><br />d. 
Verify that filename of the duplicate granule has been suffixed in the hidden 

Verify from 
EcDlRestoreOlaFromTape.log  that all 
of the repairs that came from online 
tapes succeeded and that all public 
granules were published. 
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# Action Expected Result Notes 
datapool.<br /><br />e. Create Browse phantoms (move 2 ASTER, 1 MISR 
&amp; 2 MODIS browse files to another directory).<br /><br />f. The XML 
and browse files moved elsewhere will be used for later verifications.<br 
/><br />h. Ensure that the repair will require access to tapes that are both 
online and offline by requesting Stornext admin to take tapes for a couple of 
granules offline.<br /><br /><br /><br />g. Run 
“EcDlRestoreOlaFromTapeStart [mode] –file [file] –contents ecsids -
restorebrlink” –email “recipient_email_address” to repair these problems.<br 
/> 

2 Copy the files to a location outside the MODE directory Verify from <br 
/>RestoreOlaFromTape.x.ErrorReport.
yyyymmddhhmmss that all of repairs 
that came from offline tapes failed.<br 
/> 

 

3 Run “EcDlRestoreOlaFromTapeStart [mode] –file [file] –contents ecsids -
restorebrlink” –email “recipient_email_address 

Verify  from 
RestoreOlaFromTape.x.ErrorReport.y
yyymmddhhmmss that  the files that 
were NOT repaired and the tapeID and 
reason for not repairing the problem 
(tape offline). 

 

4 Verify that the utility exits with an exit code indicating the occurrence of 
errors. 

Verify from 
EcDlRestoreOlaFromTape.log   that 
the utility exits with an exit code 
“CompleteWithErrors”  that indicates 
errors occurred. 

 

5 Verify that the utility sends a notice to the specified e-mail address indicating 
that a repair failed due to error, the nature of the repair, and the name and 
location of the log file. 

Verify from 
EcDlRestoreOlaFromTape.log that 
utility sends an email to the configured 
email addressee advising of the 
failures or check the email. 

 

6 Make the missing tape resident in the silo and re-run the repair for the 
skipped granules. Verify that the remaining granules are now repaired 

Request the StorNext admin place the 
offline tape back online.<br />Run 
EcDlRestoreOlaFromTapeStart 
[mode] -recovery yes and verify that 
these granules are repaired.<br /> 

 

7 Verify that the contents of all the restored XML files (including those 
referenced in V-6) match the contents of the original XML files. 

Do a ‘diff’ between the XML of the 
repaired granules and the XML that 
was moved off to another directory 
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# Action Expected Result Notes 
during step S1. 

8 Verify that all browse granules were repaired and are present as jpeg files in 
their original disk location and with their original file names. 

Verify that the 5 browse phantoms are 
repaired (jpeg files copied into the 
correct directories with the correct 
filenames). 

 

9 Verify that the repaired jpeg files are identical to the original jpeg files. Do a ‘diff’ between the original 
browse jpegs and the repaired jpegs to 
verify that they are identical. 

 

10 Verify that the missing browse links are restored.   
11 Verify that any files that were copied from the ECS tape archive into the Data 

Pool during the repair were checksummed and that the checksum is recorded 
in the Data Pool inventory. 

Verify that 
EcDlRestoreOlaFromTape.log  has a 
message 
“DlService.validateChecksum started” 
for the science file that was copied 
from tape into the DataPool was 
checksummed and the<br />“fileType: 
SCIENCE fileStatus:Checksummed” 
for a DPLId with checksum value 
logged.  <br />Verify DPL database 
for the checksum value matches the 
checksum value in the log.<br /> 

 

12 Verify that any files that were copied from the ECS browse archive into the 
Data Pool during the repair had their checksum verified 

Verify that 
EcDlRestoreOlaFromTape.log  has a 
message 
“DlService.validateChecksum started” 
for the science file that was copied 
from tape into the DataPool was 
checksummed and the<br />“fileType: 
BROWSE  fileStatus:Checksummed” 
for a DPLId with checksum value 
logged.  <br />Verify DPL database 
for the checksum value matches the 
checksum value in the log.<br /> 

 

 
 
TEST DATA: 
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EXPECTED RESULTS: 
 

13 DP_81_01_TP013 CLEANUP OF BROWSE, QA, AND PH WHEN SCIENCE GRANULE IS 
UNPUBLISHED (ECS-ECSTC-2424) 

DESCRIPTION: 
Cleanup of Browse, QA, and PH when Science granule is unpublished 
 
PRECONDITIONS: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Crit 
id 

Crit 
ccr no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements Data Location Readiness 

Status 
235     MOD29P1D.005 

 
Browse 

  2 granules 
 
2 browse 

  /sotestdata/DROP_801/DP_81_01/Criteria/235/235_A   

235     AE_Land.002 
 
Browse 

  4 granules 
 
2 browse 
(shared) 

  /sotestdata/DROP_801/DP_81_01/Criteria/235/235_B   

235     AE_Land.002 
 
Browse 

  4 granules 
 
2 browse 
(shared) 

  /sotestdata/DROP_801/DP_81_01/Criteria/235/235_C   

235     AE_Land.002 
 

  4 granules 
 

  /sotestdata/DROP_801/DP_81_01/Criteria/235/235_D   
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Crit 
id 

Crit 
ccr no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements Data Location Readiness 

Status 
Browse 2 browse 

(shared) 
235     AE_Land.002 

 
QA.001 

  2 granules 
 
2 qa 

  /sotestdata/DROP_801/DP_81_01/Criteria/235/235_E 
 
  

  

235     AE_Land.002   4 granules 
 
2 qa (shared) 

  /sotestdata/DROP_801/DP_81_01/Criteria/235/235_F 
 
  

  

235     AE_Land.002 
 
QA.001 

  4 granules 
 
2 qa (shared) 

  /sotestdata/DROP_801/DP_81_01/Criteria/235/235_G 
 
  

  

235     AE_Land.002 
 
PH.001 

  4 granules 
 
2 ph  

  /sotestdata/DROP_801/DP_81_01/Criteria/235/235_H 
 
  

  

235     AE_Land.002 
 
PH.001 

  4 granules 
 
2 ph (shared) 

  /sotestdata/DROP_801/DP_81_01/Criteria/235/235_I 
 
  

  

235     AE_Land.002 
 
PH.001 

  4 granules 
 
2 ph (shared) 

  /sotestdata/DROP_801/DP_81_01/Criteria/235/235_J 
 
  

  

235     AE_Land.002 
 
Browse.001 
 
PH.001 
 
QA.001 

  2 granules 
 
2 browse 
 
2 ph qa  
 
  

  /sotestdata/DROP_801/DP_81_01/Criteria/235/235_K 
 
  

  

235     AE_Land.002   2 granules 
 
2 browse 
 
2 ph  
 
2 qa 

  /sotestdata/DROP_801/DP_81_01/Criteria/235/235_L   
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STEPS:   
# Action Expected Result Notes 
1 Ingest granules in the test requirements above and record the GranuleId in 

steps below.<br /> <br />      AE_Land           Browse                  Public    <br 
/>a.   ____________    ___________            Y  <br />b    ____________     
___________           N<br />     ____________     ___________            N<br 
/>     ____________     ___________            N<br />      ____________     
___________           N<br />c    ____________     ___________            N<br 
/>      ____________     ___________            N<br />      ____________     
___________            N<br />      ____________     ___________            N<br 
/>d    ____________     ___________            Y<br />      ____________     
___________            Y<br />      ____________     ___________            Y<br 
/>      ____________     ___________            Y<br />     <br />     AE_Land       
QA                         Public<br />e   ____________     ___________            
N<br />     ____________     ___________            Y<br />f    ____________    
___________            N<br />     ____________     ___________            N<br 
/>     ____________     ___________            N<br />     ____________     
___________            N<br />g   ____________     ___________            Y<br 
/>     ____________     ___________            Y<br />    ____________     
___________            Y<br />    ____________     ___________            Y<br 
/><br />     AE_Land              PH                        Public<br />h   
____________     ___________            Y<br />     ____________     
___________            Y<br />i    ____________     ___________            N<br 
/>     ____________     ___________            N<br />     ____________     
___________            N<br />     ____________     ___________            N<br 
/>j    ____________     ___________            Y <br />     ____________     
___________            Y<br />     ____________     ___________            Y<br 
/>     ____________     ___________            Y<br />     AE_Land    Browse    
QA        PH       Public<br />k   ________   _______  ______ _______   Y<br 
/>     ________   _______  ______ _______   Y<br />l    ________   _______  
______ _______   N<br />     ________   _______  ______ _______   N<br 
/><br /><br /><br /><br />Create an inputfile consisting of all science and 
browse, qa, ph granules in step b, c, f, h, and l.<br />Use the DPL un-publish 
utility to un-publish science and browse, qa, ph granules in step b, c, f, h, and 
l. <br />EcDlUnpublishStart.pl -mode &lt;MODE&gt; <br />     -f 
inputfile<br /><br /> 

select g.ShortName, 
convert(varchar(10), g.GranuleId) 
GranuleId, g.IsOrderOnly, 
g.PublishTime ,<br 
/>convert(varchar(50),f.DirectoryPath) 
'f.DirectoryPath', <br 
/>convert(varchar(60), 
f.OnlineFileName) 
'f.OnlineFileName'<br />from   
AmDataFile f, AmGranule g<br 
/>where g.GranuleId = f.GranuleId<br 
/>and g.GranuleId in(sc granules in 
step b, c, f, h, and l)<br />group by 
g.ShortName, g.GranuleId, 
g.IsOrderOnly, g.PublishTime ,<br 
/>f.DirectoryPath, 
f.OnlineFileName<br /><br />make 
sure the isOrderOnly = “H” and 
PublishTime is null.<br />Go to the 
hidden directory to make sure the files 
are there.<br /> 

 

2 Verify that all associated Browse, QA, and PH links (except for conditions d, Go to the public directory check all  
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# Action Expected Result Notes 
g, j, and k) are removed. granules insert in step 1.<br />To 

verify that all associated Browse, QA, 
and PH links (except for condition d, 
g, j, and k) are removed.<br />Go to 
database<br />     select g.ShortName, 
g.VersionId,    <br />     
convert(varchar(10), g.GranuleId) 
granuleId, <br />     g.IsOrderOnly 
'g.IsOrderOnly',<br />     
convert(varchar(10), b.BrowseId) 
BrowseId,   <br />     b.IsOrderOnly 
'b.IsOrderOnly' <br />     from 
AmGranule g, AmBrowse b,    <br />     
AmBrowseGranuleXref x<br />     
where g.GranuleId = x.GranuleId<br 
/>     and x.BrowseId = b.BrowseId<br 
/>     and b.BrowseId = &lt;browseId 
in step c&gt;<br />     group by 
g.ShortName, g.VersionId,      <br />     
g.GranuleId, g.IsOrderOnly ,<br />     
b.BrowseId, b.IsOrderOnly <br /><br 
/>     select g.ShortName, g.VersionId,   
<br />     convert(varchar(10), 
g.GranuleId) granuleId,   <br />     
g.IsOrderOnly 'g.IsOrderOnly',<br />     
convert(varchar(10), f.GranuleId)   <br 
/>     'f.GranuleId', 
convert(varchar(30),   <br />     
f.DirectoryPath) DirectoryPath,<br />     
f.OnlineFileName<br />     from 
AmGranule g,   AmPhGranuleXref  x,   
<br />     AmDataFile f<br />     where 
g.GranuleId = x.ScienceId<br />     
and x.PhId = f.GranuleId<br />     and 
f.GranuleId = &lt;granuleId in i and 
l&gt;<br /><br />     select 
g.ShortName, g.VersionId,    <br />     
convert(varchar(10), g.GranuleId) 
granuleId,    <br />     g.IsOrderOnly 
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# Action Expected Result Notes 
'g.IsOrderOnly',<br />     
convert(varchar(10), f.GranuleId)    
<br />    'f.GranuleId', 
convert(varchar(30), <br />     
f.DirectoryPath) DirectoryPath,<br />     
f.OnlineFileName<br />     from 
AmGranule g,   AmQaGranuleXref  x,   
<br />     AmDataFile f<br />     where 
g.GranuleId = x.ScienceId<br />     
and x.QaId = f.GranuleId<br />     and 
f.GranuleId = &lt;qaIds in steps f and 
l&gt;<br /><br />    make sure the 
queries return 0 row(s)<br /> 

3 Verify that the AIM database entries for the Browse granules whose links 
were removed are also updated to reflect that they are no longer in the Data 
Pool (IsOrderOnly and AmBrowseOnlineFile). 

select g.ShortName, g.VersionId, 
convert(varchar(10), g.GranuleId) 
granuleId, g.IsOrderOnly 
'g.IsOrderOnly',<br 
/>convert(varchar(10), b.BrowseId) 
BrowseId, b.IsOrderOnly 
'b.IsOrderOnly' <br />from 
AmGranule g, AmBrowse b, 
AmBrowseGranuleXref x<br />where 
g.GranuleId = x.GranuleId<br />and 
x.BrowseId = b.BrowseId<br />and 
b.BrowseId = &lt;browseId in step 
c&gt;<br />group by g.ShortName, 
g.VersionId,  g.GranuleId, 
g.IsOrderOnly ,<br /> b.BrowseId, 
b.IsOrderOnly<br />make sure there 
are no row <br /> 

 

4 Verify that the Browse Images for the Browse granules whose links were 
removed are deleted from the Data Pool. 

Go to DPL fs to check science 
granules in step b, c and l to make 
verify that the Browse Images for the 
Browse granules whose links were 
removed are deleted form the 
DataPool. 
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TEST DATA: 
 
EXPECTED RESULTS: 
 

14 DP_81_01_TP014 SETTING DPL EXPIRATION PRIORITY (ECS-ECSTC-2425) 

DESCRIPTION: 
Setting DPL Expiration Priority 
 
PRECONDITIONS: 
 
 
 
 
 

Crit id Crit ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements Size Requirements Data Location 

237     MOD29P1D.005   2 granules   /sotestdata/DROP_801/DP_81_01/Criteria/237/237_A 
237     ATSM2AEF.001   2 granules   /sotestdata/DROP_801/DP_81_01/Criteria/237/237_B 
237     ATSM2LSF.001   2 granules   /sotestdata/DROP_801/DP_81_01/Criteria/237/237_C 
 
STEPS:   
# Action Expected Result Notes 
1 a. Ingest granules in public.<br /><br />b. Use EcDlBatchInsert.pl 

&lt;MODE&gt; -nonecs –rperiod 1 –file &lt;filename&gt; <br />        Record 
granuleId<br />        update DlGranuleExpirationPriority<br />        set 
expirationDate = &quot;&lt;one day before    <br />        today&gt;&quot;<br 
/>       or using the DPL update utility <br />       EcDlUpdateGranule.pl 
&lt;MODE&gt; -exp   <br />       &lt;date&gt;<br /><br />  c.  Use 
EcDlBatchInsert.pl &lt;MODE&gt; -nonecs – <br />       file 
&lt;filename&gt; <br />       EcDlUpdateGranule.pl &lt;MODE&gt; -exp  <br 
/>       &lt;date&gt;<br /><br />   d.  use a fake granuleId<br /><br />
 ESDT granule Id expDate<br />a MOD29P1N 
 <br />a MOD29P1N  <br />b ATSM2LSF 
 1 day before today<br />b ATSM2LSF  <br />c
 ATSM2LSF  2 days from today<br />c ATSM2LSF
  <br />d Fake ESDT  <br />d Fake ESDT
  <br /><br />EcDlUpdateGranule.pl &lt;MODE&gt; -exp 

Verify all non-ECS  granule 
expirations were modified to the date 
specified and the new priority (when 
specified). Select * from 
DlGranuleExpirationPriority<br 
/>Where granuleId in(S-1b and c)<br 
/><br />Verify that previously existing 
expirations for non-ECS granules were 
removed Select * from 
DlGranuleExpirationPriority<br 
/>Where granuleId in(S-1b)<br 
/>Select * from AmGranule<br 
/>Where GranuleId in (S-1b).<br 
/>Make sure it was removed and go to 
the Datapool directory make it was 
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# Action Expected Result Notes 
&lt;date&gt; -file inputfile –ret &lt;retention priority&gt;<br />Data Format: 
YYYY/MM/DD<br /><br />EcDlCleanupGranules.pl &lt;MODE&gt; -f 
granuleId<br /> 

also removed files.<br /><br />Verify 
that log messages were written 
indicating that the ECS granules and 
the granules that do not exist were not 
updated and that a reason for the 
failure was provided. Open the 
EcDlCleanupGranules.log to make 
sure there are error messages for 
reason for granules that do not exist. 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

15 DP_81_01_TP015 DATA POOL CLEANUP QA/PH (ECS-ECSTC-2426) 

DESCRIPTION: 
Data Pool Cleanup QA/PH 
 
PRECONDITIONS: 
 
 
 

Crit id Crit ccr 
no 

Test Data 
Description Data Type Requirements Metadata 

Requirements Volume Requirements Size Requirements Data Location 

      Reuse DP_7G_01 
criterion 220 data 

  Reuse DP_7G_01 
criterion 220 data 

  /sotestdata/DROP_801_01/Criterion 
220 

 
STEPS:   
# Action Expected Result Notes 
1 Ingest the granules using the PDR provided in the test data requirement 

section.  Ensure all the granules and their associated qa, ph are public. Record 
the granuleIds for the SC granules and their associated granules, Run 
ProcGetGrFiles to get the the granule locations. Make sure the symbolic links 
of the associates exist.<br />Ensure that the following steps occur in a single 

<br />Verify that the QA and PH 
symbolic links are removed from the 
public Data Pool in all these cases.<br 
/><br />Verify that the symbolic links 
are removed<br />Start the automatic 
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# Action Expected Result Notes 
BMGT automatic export cycle.<br />Perform a logical delete on G1 
including the associated granules: <br />EcDsBulkDelete.pl  -physical –
delref<br />Perform a logical delete on G2 including the associated granules 
and then a logical undelete without including the associated granules, which 
effectively logically delete the PH and QA granules:<br />EcDsBulkDelete.pl 
–physical –delref<br />EcDsBulkUndelete.pl –physical –noassoc<br 
/>Perform a logical delete on G3 without including the associated 
granules:<br />EcDsBulkDelete.pl –physical -noassoc<br />Propagate the 
logical delete to the Datapool by running unpublishing utility to unpublish the 
logically deleted granules.<br />EcDlUnpublishStart.pl -mode 
&lt;MODE&gt; -aim –offset &lt;# of hours from now you want to cover&gt; 
<br /> 

BMGT export if it wasn’t started 
earlier. Make sure the cycle when S-1 
occurs got picked up. Verify that the 
export package includes the removal 
of the QA and PH URLs in all three 
cases.<br /><br />Cause the automatic 
BMGT export for the cycle to occur. 
Verify that the export package will 
cause the removal of the QA and PH 
URLs either because the science 
granule removal is exported (G1, G3), 
or because the URL changes are 
exported (G2). <br />Perform orphans, 
phantoms checks on the following 
collections<br />AE_DySno.002<br 
/>Browse.001<br />PH.001<br 
/>QA.001<br /><br />Find the 
collection group(s) of the above 
collections.<br />specify 
MAX_ORPHAN_AGE=0 in the 
EcDlCleanupFilesOnDisk.CFG<br 
/>Run EcDlCleanupFilesOnDisk.pl 
&lt;mode&gt;  -
collgroup&lt;g1,g2&gt; <br />Perform 
the invalid link checking:<br />Run 
EcDlLinkCheck.ksh and pass in the 
directory where the SC granule 
resides.<br />We should also check 
the hidden directory to make sure 
there’re no broken links reported. <br 
/>Verify that no invalid links, orphan, 
phantoms are reported.<br /><br 
/>Perform an inventory validation and 
verify that it does not report invalid 
links, orphans, or phantoms associated 
with the science, QA, and PH granules 
used for this test (use a maximum 
orphan age of zero).<br /> 
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TEST DATA: 
 
EXPECTED RESULTS: 
 

16 DP_81_01_TP016 BATCH INSERT ECS GRANULES (ECS-ECSTC-2427) 

DESCRIPTION: 
Batch Insert ECS granules 
 
PRECONDITIONS: 
 
 
 
 

Crit id Crit ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements Size Requirements Data Location 

245     MOD29P1D.005   2 granules   /sotestdata/DROP_801/DP_81_01/Criteria/245/245_B 
245     MOD29P1D.005   2 granules   /sotestdata/DROP_801/DP_81_01/Criteria/245/245_C 
 
STEPS:   
# Action Expected Result Notes 
1 <br />Create an input file containing a list of ECS granule IDs with the 

following granule conditions:<br />a. At least 2 non-existent granule 
IDs (granules not in the Achive)<br />b. At least 2 granules that are 
marked as Delete From Archive in the AIM Inventory Catalog<br />c. At 
least 2 granules that are marked as deleted in the AIM Inventory Catalog<br 
/>Run the DPL Bulk insert utility using the above input file.<br /><br /><br 
/><br /><br />Precondition ingested granules and deleted granules.<br />Use 
the BulkDelete to delete DFA for granules in step b.<br />Use the BulkDelete 
to delete logically granules in step c.<br /> granuleId DFA
 delEff<br />a Non-existence  <br /> Non-existence
  <br />b  DFA <br />  DFA <br 
/>c   logical<br />   logical<br 
/><br />EcDlBatchInsert.pl &lt;MODE&gt; -ecs –g &lt;granuleId in steps 
a(fakeGranuleid), b, and c&gt;<br /> 

Verify the granules specified in 245-
S1{a, b, and c} are not processed and 
that an error message is supplied 
indicating the reason for skipping the 
granules.<br /><br />Open the 
EcDlBatchInsert.log to make sure 
there are error messages for skipping 
the granules. 
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TEST DATA: 
 
EXPECTED RESULTS: 
 

17 DP_81_01_TP017 NOMINAL CASE, SIPS INGEST, TEMPORAL RANGE WITH 
RANGEBEGINNINGDATE (ECS-ECSTC-2428) 

DESCRIPTION: 
Nominal case, SIPS Ingest, temporal range with RangeBeginningDate 
 
PRECONDITIONS: 
 
 
MOD10_L2.005 
   
 
STEPS:   
# Action Expected Result Notes 
1 [Nominal case, SIPS Ingest, SDSRV off, temporal range with 

RangeBeginningDate] (this criterion is derived from  Criterion 100 in ticket 
DS_7E_01 )  <br /><br /> Place a PDR for a single granule belonging to a 
SIPS data type into the appropriate polling directory. <br /><br />The data 
type must have primary and backup volume groups configured.<br /><br 
/>The granule to be ingested must have PSA metadata.   All metadata for the 
granule to be ingested must be valid for this test.<br /><br />The granule 
must have at least one metadata attribute for QA statistics (e.g., 
QAPercentMissingData, QAPercentOutOfBoundsData, 
QAPercentInterpolatedData, QAPercentCloudCover).<br /><br />The 
granule must have a temporal range specified by RangeBeginningDate / 
RangeBeginningTime, and RangeEndingDate / RangeEndingTime.<br /><br 
/>There must be an active subscription for insert events for this data type.<br 
/><br />The data type must be configured for publication in the Data 
Pool.<br /><br />Wait for this PDR to be processed to a terminal state.<br /> 

• In DPL Ingest GUI, Volume 
Group Configuration, verify the 
supplied data has a Primary and 
Backup Volume Group defined for the 
MOD10_L2.005 datatype.<br />•
 Make<br />• In the 
AmCollection table, verify that the 
AllowPublishFlag and the 
PublishByDefaultFlag are set to “Y” 
for MOD10_L2.005 datatype.<br />•
 Using the DPLSSS Gui. set 
PublishByDefaultFlag If not, set them 
to make a subscription for 
MOD10_L2.005 datatype to “Y”<br 
/>• Using the DPL maintance 
GUI, if not, set AllowPublishFlag 
MOD10_L2.005 datatype to “.“Y”<br 
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/>• In the Spatial Subscription 
Server GUI, under Manage 
Sbuscriptions, Verfiy that there is an 
active subscription on insert events for 
MOD10_L2.005.   If not, add a 
subscription using the Add 
subscription tab.<br />• Copy the 
PDR into the appropriate polling 
directory.  The polling directory  can 
be determined by examining the 
polling directory defined for the 
MODAPS_TERRA_FPPOC provider 
in the Providers list under the 
configuration link.<br />• Wait for 
the PDR to be processed to a terminal 
state. <br /> 

2 [Regression] Verify that the granule reaches a SUCCESSFUL state. In DPL Ingest GUI, verify the Request 
is successful. 

 

3 [Regression] Verify that the DPL Ingest service converts the granule 
metadata in the PDR to XML format. 

Verify that the supplied ODL file is 
converted to an XML format and 
stored in the DataPool directory for 
the ESDT.  For example,<br 
/>/datapool/DEV02/user/FS1/MOST/
MOD10_L2.005/2007.07.01/MOD10_
L2.A2007182.0005.005.20071841004
41.hdf.xml<br /> 

 

4 Verify that the DPL Ingest service uses the AIM XML validation utility 
(XVU) to validate the granule metadata. 

Verify that the Ingest Processing log 
notes that the XVU is called to 
validate the metadata.<br />For 
example,  <br />06/02/11 13:52:53: 
Thread ID : 11758 : 
DpInXmlValidationQAction::Execute
Action : Xml File 
/datapool/DEV02/user/FS1//temp/inge
st/19403555/60000000275497/MOD1
0_L2.A2007182.0005.005.200718410
0441.hdf.xml validated successfully. 
XVU returned 0<br /> 
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5 Verify that the XVU uses the ESDT specific schema to validate the granule 

metadata in the XML file.  <br />(NOTE:   Verification that the ESDT-
specific schema conforms to the ECS Data Model (S-DSS-06770) is 
performed when the ESDT-specific schema is generated, i.e. at descriptor 
installation time).<br /> 

• Using the XVU log, search 
for the schema used for XML 
generation for this granule.  <br />•
 Verify that it is the ESDT-
specific schema.<br />• For 
example, [06.02.2011 
13:52:51.831][2181 ecsid: 
3002000490]EcAmXvuMetadataWork
er.retrieveSchemaAndConstructDOM
Builder Retrieving schema for 
MOD10_L2.005<br />•
 [06.02.2011 
13:52:52.160][2181 ecsid: 
3002000490]EcAmXvuCacheManage
r.getSchemaUrl Retrieving schema 
from 
file:/stornext/smallfiles/DEV02/descri
ptor/DsESDTMoMOD10_L2.005.xsd
<br />• [06.02.2011 
13:52:52.707][2181 ecsid: 
3002000490]EcAmXvuCacheManage
r.retrieveSchema Load schema 
cardinality for MOD10_L2.005 
complete<br /> 

 

6 Verify that the XVU returns a Success/Pass result to Data Pool Ingest. Verify in the Ingest Processing log 
that the XVU returns a status result to 
Ingest. For example, 06/02/11 
13:52:53: Thread ID : 11758 : 
DpInXmlValidationQAction::Execute
Action : Xml File 
/datapool/DEV02/user/FS1//temp/inge
st/19403555/60000000275497/MOD1
0_L2.A2007182.0005.005.200718410
0441.hdf.xml validated successfully. 
XVU returned 0 

 

7 Verify that the XVU logs information that is sufficient to identify the granule 
being validated along with the time associated with each metadata validation 
message it logs. 

Verify in the XVU log that the granule 
can be found and metadata validation 
messages are associated with this 
granule.  For example, [06.02.2011 
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13:52:52.880][2181 ecsid: 
3002000490]EcAmXvuWorker.perfor
mValidation Inspecting PSVI 
elements<br />[06.02.2011 
13:52:52.888][2181 ecsid: 
3002000490]EcAmXvuDateValidator.
validate InsertTime|2011-06-02 
13:52:50.707<br />[06.02.2011 
13:52:52.889][2181 ecsid: 
3002000490]EcAmXvuDateFormat.ex
tractDate yyyy-MM-dd' 'HH:mm:ss 
extraction successful<br /> 

8 Verify that the science files for the granule are stored in the correct primary 
archive directory, corresponding to the open volume group for the ESDT. 

Using the Primary Volume Group 
(identified in step 1), verify the 
granule has been copied into the 
primary archive.   For example,<br 
/>/stornext/snfs1/DEV02/MODIS/:SC:
MOD10_L2.005:3002000490:1.HDF-
EOS<br /> 

 

9 Verify that the science files for the granule are stored in the correct backup 
archive directory, corresponding to the open volume group for the ESDT. 

Using the Backup Volume Group 
(identified in step 1), verify the 
granule has been copied into the 
backup archive.   For example,<br 
/>/stornext/snfs1/DEV02/MODIS_bac
kup/:SC:MOD10_L2.005:3002000490
:1.HDF-EOS<br /> 

 

10 Verify that an xml metadata file is created for the granule, and that the 
contents of the xml metadata file are complete, correctly formatted, and that 
the metadata values are correct, including those for the temporal coverage of 
the granule. 

• granule XML metadata file... 
For example, cp 
/datapool/DEV02/user/FS1/MOST/M
OD10_L2.005/2007.07.01/MOD10_L
2.A2007182.0005.005.200718410044
1.hdf.xml filefile to /home/cmshared/. 
Using Internet Explorer, open the 
granule XML metadata file and verify 
that the file is ‘correctly 
formatted’.<br />• Copy the 
original ‘.met’ file and the archived 
‘.xml’ file (in the smallfile archive) to 
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a writable directory, i.e. /tmp/PVL on 
f4dpl01.<br />• Convert both to 
‘.pvl’ format using 
/home/cmshared/PVL/odltopvl.pl and 
/home/cmshared/PVL/xmltopvl.pl.  
Use the ‘.pvl’ file for this and the next 
two steps.<br />o Verify that 
‘RangeDateTime’ and 
‘SpatialDomain’ values in both ‘.pvl’ 
files agree.<br /> 

11 Verify that the xml metadata file contains complete and correct metadata for 
the QA statistics attribute(s). 

Verify the ‘QAFlags’ and ‘QAStats’ 
values in both ‘.pvl’ files agree. 

 

12 Verify that the product specific metadata is stored in the xml file for the 
granule, and that the product specific metadata is complete, correctly 
formatted, and that the metadata values are correct. 

Verify that the PSA attributes are 
present in the XML and that these 
attributes are correct. <br />Verify the 
same ‘AdditionalAttributes are present 
in both ‘.pvl’ files (number and 
value).<br />Spot check a couple of 
attributes in the ‘.met’ and ‘.xml’ 
files.<br /> 

 

13 Verify that the xml metadata file for the granule is stored in the correct 
directory in the xml archive, based upon the following metadata attributes for 
the granule: 1. ShortName  2. VersionID  3. the year and month of the time 
recorded for the RangeBeginningDate. 

Verify that the XML file is present in 
directory <br />/stornext/smallfiles/ 
[mode] /metadata/ 
[ShortName.VersionId]/ [yyyy-mm] 
(where yyyy-mm represents the year 
and month of the 
RangeBeginningDate).  For example, 
/stornext/smallfiles/DEV02/metadata/
MOD10_L2.005/2007.07/MOD10_L2
.005.3002000490.xml<br /> 

 

14 Verify that the XML directory path and file name correctlyare recorded 
ccorrectly in the AIM Inventory Catalog. 

• Verify that the location of the 
XML file is stored in the AIM db by 
running the following script.<br />•
 Run script 
/home/cmshared/GetAimMetadata.ksh 
to verify the complete path to the 
XML file (in the archive).<br /> 

 

15 Verify that the ArchiveTime in the AIM Inventory Catalog is set correctly • Using the Ingest Processing  
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after the data and XML files were written to the correct locations within the 
AIM archive. 

log, verify that the science granule and 
the XML file are archived. <br />•
 Using the Ingest Processing 
log, verify insertion of the granule 
metadata into the AIM db AFTER the 
files have been archived.<br /> 

16 Verify that all “applicable” Inventory metadata (as described in the current 
AIM database design) was stored in the AIM Inventory Catalog and that 
these values matches the metadata stored in the XML metadata file for the 
granule. 

• Run script 
/home/cmshared/GetAimMetadata.ksh 
to verify metadata values stored in the 
AIM db for this GranuleId.<br />•
 Verify that the values in the 
database match those in the XML 
file.<br /> 

 

17 [Regression] Verify that all granules in the request have been assigned a 
unique granule id, and that this id is recorded in the AIM inventory database. 

• Run script 
/home/cmshared/GetTodaysAimGranu
les.ksh to get a list of granules inserted 
today.<br />• Verify that each 
granule in the request is shown in the 
listing.<br />• Select * from 
AmGranule<br />Where GranuleId = 
&lt;GranuleId&gt;<br />Make sure 
there is one row returned.<br /> 

 

18 Verify that the name of the XML file in the XML metadata archive follows 
the naming convention in requirement S-DSS-0069. 

Verify that XML filename matches the 
following pattern: <br 
/>ShortName.VersionID.GranuleId.x
ml (where VersionID is zero padded to 
3 characters).  For example, 
/stornext/smallfiles/DEV02/metadata/
MOD10_L2.005/2007.07/MOD10_L2
.005.3002000490.xml)<br /> 

 

19 Verify that the Data Pool Ingest service queues an event in the spatial 
subscription server database for this granule insert. 

• Using the Ingest Processing 
log, verify that a Granule Insert event 
is queued for the EcNbDb.  For 
example,<br 
/>EcDbInterface::Execute SQL=exec 
ProcSubscribedEventEnqueueN 
'INSERT', 'MOD10_L2', 5, 
3002000508, 
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'UR:10:DsShESDTUR:UR:15:DsShSc
iServerUR:13:[RBD:DSSDSRV]:26:S
C:MOD10_L2.005:3002000508'<br 
/>• Run query below for the 
mode and GranuleId to verify that an 
event is created. select 
convert(varchar(12), GranuleId) 
EcsID, eventQueueId, 
convert(varchar(19),enqueueDateTime
)enqueueDateTime,      ESDT_Id + '.' 
+ right(convert(char(4), 1000 + 
VersionID),3) ESDT  from 
EcNbSubscribedEventQueue<br 
/>select convert(int, dbID)Where 
EcsID, eventQueueId, 
convert(varchar(19),enqueueDateTime
)enqueueDateTime,<br /> ESDT_Id + 
'.' + right(convert(char(4), 1000 + 
VersionID),3) ESDT <br />from 
EcNbSubscribedEventQueue <br /> 
where dbID in ( = 
&lt;GranuleId)&gt;<br /> 

20 [Regression] Verify that the granule is successfully published in the Data 
Pool.<br />a. The data and metadata file are stored in the correct public 
directory (based on acquisition date).<br />b. The location and file 
names the data and metadata files is correctly recorded in the AIM Inventory 
Catalog.<br />c.  The ECS granule ID is recorded in the XML file<br />.<br 
/> 

• Verify that the data and 
metadata files are stored in the correct 
MOD10_L2.005 public directory in 
the data pooll Go to the public 
directory, i.e. 
/datapool/DEV02/user/FS1/MOST/M
OD10_L2.005/2007.07.01/MOD10_L
2.A2007182.0005.005.200718410044
1.hdf.xml<br />• Make sure the 
acquistion date matches with 
acquisition date in AmGranule 
table.<br />• Select  
DirectoryPath, UserDataFile from 
AmGranule Where GranuleId = 
&lt;GranuleId&gt;<br />• Open the 
xml file above to make sure the 
GranuleId is recorded.Verify that the 
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location and file names of the data and 
metadata files are correct in the 
AmDataFile and AmMetadata File 
tables in the AIM database.<br />•
 Verify that the ECS granuleId 
is present in the granule’s xml 
metadata file as the GranuleId element 
value.<br /> 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

18 DP_81_01_TP018 INGEST PUBLISHING GRANULES (ECS-ECSTC-2429) 

DESCRIPTION: 
Ingest publishing granules 
 
PRECONDITIONS: 
 
 
 

Crit id Crit ccr 
no 

Test Data 
Description Data Type Requirements Metadata Requirements Volume 

Requirements Size Requirements Data Location 

310     MOD11A1.086 
 
  
 
MOD09GHK.086 
 
MOD09GQK.086 
 
MOD09GST.086 
 
MOD09Q1.086 
 

20222020 PDRs with 10 
granules each 

2 granules 
 
2 granules 
 
2 granules 
 
2 granules 
 
2 granules 
 
2 granules 
 

  /sotestdata/DROP_801/DP_81_01/Criteria/310 
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Crit id Crit ccr 
no 

Test Data 
Description Data Type Requirements Metadata Requirements Volume 

Requirements Size Requirements Data Location 

MOD11A1.086 
 
MOD11A2.086 
 
MOD11_L2.086 
 
MOD14A1.086 
 
MOD14A2.086 
 
MOD15A2.086 

2 granules 
 
2 granules 
 
2 granules 
 
2 granules 
 
  

 
STEPS:   
# Action Expected Result Notes 
1 [Ingest publishing granules] this was derived from Criterion 100 in Ticket 

DP_72_01<br />Ingest at least twenty science granules via DPL Ingest that 
belong to collections configured for publishing in the Data Pool during 
ingest. The granules must belong to at least ten different collections that are 
suitable for publishing in the Data Pool (for example, they must not include 
ancillary granules). The granules must belong to collections enabled for HEG 
processing and must contain valid band information.<br />[NOTE: This 
criterion requires DPL Ingest capabilities as specified in DP_S6_01 and may 
be tested concurrently with criterion 370, criteria key 3383 in that ticket.]<br 
/> 

1. Using the DPL Ingest Gui, 
Configuration/DataType to set 
PublishByDefaultFlag is on.<br />2.
 Login to Aim database and 
perform the following updates to 
enable publishing and band extraction 
<br /> update AmCollection            
<br />set PublishByDefaultFlag = 
“Y”, <br 
/>ConvertEnabledFlagConvertEnabled
Flag = “Y”<br />      HiddenRetTime 
= 24, PublicRetTime = 24    (DPL 
Maintanance GUI)      <br />      where 
ShortName in (&lt;all 10 
collections&gt;) <br />      and 
VersionId = 086<br />3. Bring down 
DPAD so that the xml files can be 
accumulated in the DPL hidden 
directories. This is to prepare for 
verification step V-6<br />4.
 Record a time t1. Put the 
PDR1 prepared in the Test Data 
Requirements section in the Polling 
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location configured under provider 
MODAPS_TERRA_FPROC in DPL 
ingest GUI, Configuration/Providers 
page.<br />5. Login to DPM GUI, 
navigate to Configuration Parameters 
page and set the 
MaxConcurrentPublishing to be 1.<br 
/><br />6. Copy out all the 10 
xml files in the hidden directories and 
get all the granuleIds of the 10 
granules that will be used for 
verification step V-2. The queries used 
to get the xml files and granuleIds are:   
AmGranuleThere should be 10 
granules returned.                         
Copy all the 10 xml files from the 
hidden directory to a location.<br 
/>select ShortName, VersionId, 
GranuleId                <br />from 
AmGranule                                  <br 
/>where ShortName in (&lt;all 10 
collections&gt;)<br />and VersionID 
= 86 and RegistrationTime &gt; t1.  
<br /><br /><br />Run 
ProcGetGrFiles ShortName, granuleId 
for all the 10 GranuleIds returned.   
<br /><br /><br />7. Put the 
PDR2 prepared in the Test Data 
Requirements section in the Polling 
location configured under provider 
MODAPS_TERRA_FPROC in DPL 
ingest GUI, Configuration/Providers 
page.<br />8. Bring up DPAD. 

2 [Ingest publishing granules] this was derived from Criterion 100 in Ticket 
DP_72_01<br />Ingest at least twenty science granules via DPL Ingest that 
belong to collections configured for publishing in the Data Pool during 
ingest. The granules must belong to at least ten different collections that are 
suitable for publishing in the Data Pool (for example, they must not include 
ancillary granules). The granules must belong to collections enabled for HEG 

1. Using the DPL Ingest Gui, 
Configuration/DataType to set 
PublishByDefaultFlag is on.<br />2.
 Login to Aim database and 
perform the following updates to 
enable publishing and band extraction 
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processing and must contain valid band information.<br />[NOTE: This 
criterion requires DPL Ingest capabilities as specified in DP_S6_01 and may 
be tested concurrently with criterion 370, criteria key 3383 in that ticket.]<br 
/> 

<br /> update AmCollection            
<br />set PublishByDefaultFlag = 
“Y”, <br 
/>ConvertEnabledFlagConvertEnabled
Flag = “Y”<br />      HiddenRetTime 
= 24, PublicRetTime = 24    (DPL 
Maintanance GUI)      <br />      where 
ShortName in (&lt;all 10 
collections&gt;) <br />      and 
VersionId = 086<br />3. Bring down 
DPAD so that the xml files can be 
accumulated in the DPL hidden 
directories. This is to prepare for 
verification step V-6<br />4.
 Record a time t1. Put the 
PDR1 prepared in the Test Data 
Requirements section in the Polling 
location configured under provider 
MODAPS_TERRA_FPROC in DPL 
ingest GUI, Configuration/Providers 
page.<br />5. Login to DPM GUI, 
navigate to Configuration Parameters 
page and set the 
MaxConcurrentPublishing to be 1.<br 
/><br />6. Copy out all the 10 
xml files in the hidden directories and 
get all the granuleIds of the 10 
granules that will be used for 
verification step V-2. The queries used 
to get the xml files and granuleIds are:   
AmGranuleThere should be 10 
granules returned.                         
Copy all the 10 xml files from the 
hidden directory to a location.<br 
/>select ShortName, VersionId, 
GranuleId                <br />from 
AmGranule                                  <br 
/>where ShortName in (&lt;all 10 
collections&gt;)<br />and VersionID 
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= 86 and RegistrationTime &gt; t1.  
<br /><br /><br />Run 
ProcGetGrFiles ShortName, granuleId 
for all the 10 GranuleIds returned.   
<br /><br /><br />7. Put the 
PDR2 prepared in the Test Data 
Requirements section in the Polling 
location configured under provider 
MODAPS_TERRA_FPROC in DPL 
ingest GUI, Configuration/Providers 
page.<br />8. Bring up DPAD. 

3 Verify that all granules have been successfully inserted into the public Data 
Pool. 

1.   Login to DPL Database.<br />  2.   
Check the status of each granule in    
<br />      DlInsertActionQueue, it 
should indicate   <br />      successful 
insert.<br /><br />      select status 
from DlInsertActionQueue   <br />      
where  enqueueTime &gt; t1<br />      
and ShortName in (&lt;all the 10 
collections)<br />      and VersionId = 
86<br /><br />      There should be 20 
rows returned and the  <br />      status 
should be COMPLETE.<br />   3.   
Check AmGranule table, all the 
granules   <br />      should be 
successfully inserted with   <br />      
isOrderOnly set to NULL which 
means   <br />      public.<br /><br />     
select isOrderOnly from AmGranule 
<br />      where  insertTime &gt; t1 
<br />      and ShortName in (&lt;all 
10 collections&gt;)<br />      and 
VersionId = 86. <br />      There 
should be 20 rows returned.<br /> 

 

4 Verify for at least one granule from each collection that the granule metadata 
was populated correctly in the Data Pool Metadata tables that support Web 
Access and that the band extraction information is stored correctly in the 
AIM Inventory Catalog. 

1. Run /home/cmshared/ITP_isql 
script using one of the 10 GranuleIds  
from the setup step. It produces a sql 
file that goes into DPL database and 
gets info from all the hdf, warehouse 
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and spatial tables and print out a isql 
command to run the file. Run this isql 
command and save the output file.<br 
/>The table names are:<br /><br 
/>DlHdf4thDimensions<br 
/>DlHdfBands<br />DlHdfObjects<br 
/>DlHdfFields<br 
/>DlFactTemporalRange<br 
/>DlFactQA<br 
/>DlFactTimeOfDay<br 
/>DlFactDayNight<br 
/>DlGranuleTiles<br 
/>DlGPolygon<br /><br />2.  diff the 
output file and the corresponding file 
for the ESDT saved in 
/home/sxu/dplcriteria/integration/0100
/oldingestfiles. They should be the 
same with some minor format 
difference and precision difference in 
GPolygonContainers.<br /> 

5 Verify for at least one granule from each collection that the granule files were 
placed into the correct public Data Pool directories and that the file name and 
location is stored correctly in the AIM Inventory Catalog. 

1. Pass each one of the 10 
granuleIds together with ShortName to 
stored proc ProcGetGrFiles to get all 
the file names and the paths.  For 
example, n<br />exec ProcGetGrFiles 
&quot;MOD15A2&quot;, 328579<br 
/>/datapool/DEV04/user/FS1/MOLT/
MOD15A2.086/2006.08.29/MOD15A
2.<br 
/>.A2006241.h00v08.004.2006251155
312.hdf.xml<br />2. Do an  ls 
and verify they are in the public . 

 

6 Verify that the archive was not accessed, i.e., no transfer from archive and no 
checksumming took place. 

grep DPAD ALOG for key phrase 
“Testing location of file”.  There 
should be nothing for the files that are 
moved to the public directories in the 
previous steps. 

 

7 For each granule, verify that an xml metadata file is stored in the public Data Verify that an xml file is stored in the  
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Pool and that it’s name and location is stored correctly in the AIM Inventory 
Catalog 

same directories as the ones in 
verification stepV-3. 

8 Verify for at least one granule from each collection that the XML metadata 
file contents are correct 

Diff the xml file in public directory 
and the xml file in the hidden 
directory. The contents should be the 
same. Xml file is updated when 
published.  All the contents should be 
the same.<br /><br /> 

 

9 Verify for at least one granule from each collection that the ECS ID of the 
granule is stored in the XML file (DataPool copy) for the granule. 

1. Login to Aim database.<br 
/>2. All the granules ingested 
should be inserted into AmGranules 
table with a GranuleIdGranuleId.<br 
/>3. grep &lt;GranuleId&gt; .xml 
file to verify that the xml files contain 
the same GranuleId. For example, <br 
/>grep 328579 *.xml<br 
/>MOD15A2.A2006241.h00v08.004.2
006251155312.hdf.xml:        
&lt;GranuleUR&gt;SC:MOD15A2.08
6:328579&lt;/GranuleUR&gt;<br 
/>MOD15A2.A2006241.h00v08.004.2
006251155312.hdf.xml:        
&lt;DbID&gt;328579&lt;/DbID&gt;ec
sIds.<br /> 

 

10 Verify that the configured limit on concurrent publishing operations is not 
exceeded. 

grep DpiuChildProcess 
EcDlActionDriverDebug.log | grep -v 
&quot;bytes read&quot; | grep -v 
&quot;allocated&quot; | grep -A1 
publreg <br />if you see two 
&quot;wrote command&quot; lines in 
a row then it is doing more than 1 
concurrently<br /> 

 

11 For at least one granule that was published in the Data Pool during ingest, 
verify that it is returned when appropriate in a Data Pool web drill down 
result. 

1. Run the 
EcDlPopulateStatTables.pl script to 
make newly ingested granules visible 
by web Access Gui.Login to DPL 
Web access GUI<br />2. Pick 
Data_Set; click on “Start Search”<br 
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/>3. click on one of the 
collection.versionId we just 
ingested.<br />4. Click on “Get the 
granules”. Verify there is at least one 
granule is returned.<br /> 

12 For at least one granule that was published in the Data Pool during ingest, 
verify that it can be ordered for HEG processing via the DPL Web GUI. 

1. Click on shopping cart icon 
underneath one of the granules 
returned.<br />2.  Click the view the 
cart.Click on View Shopping Cart and 
then change the Projection to 
Geographic for HEG processing. <br 
/>3. Click on Select Media button 
and click on Upload radio button then 
click the “OK” button.  <br />4.
 Fill in the address info and 
order info. Click “Please Submit your 
order”.<br /> 

 

13 Verify that the HEG order completes successfully and without access to the 
archive. 

1. Check the OMS ALOG. It 
should indicate that the order 
completes successfully.  Or bring up 
the OMS Gui to make sure the order is 
shipped.<br />2. An Order 
confirmation email and an order 
notification email should be sent to the 
email address entered in the previous 
step. It should include the links to the 
location of the converted files.<br />3.
 grep DPAD ALOG for key 
phrase “Testing location of file”.  
There should be nothing for the 
granule file<br /> 

 

14 [Regression] Verify that the start and completion of the publishing operations 
are logged 

1. grep DPAD ALOG for 
“Publishing granule” and “publication 
exited”<br />       grep –i “Publishing 
granule” *Action*ALOG* |   <br />       
grep “MOD09GHK”<br />       grep 
“publication exited” *Action*ALOG* 
|   <br />       grep “MOD09GHK”<br 
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# Action Expected Result Notes 
/>       repeat for all the 10 
collections.<br />2. There 
should be result returned for each 
granule.<br /> 

15 Verify the Archive Time in the AIM Inventory catalog was set for each 
granule ingested and using the the Ingest log verify the Archive Time was set 
after the files were archived. 

1. Check with AmGranule table 
of the respective mode. Verify that the 
ArchiveTime is<br />a. Not null<br 
/>b. Matches the logs<br /> 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

19 DP_81_01_TP019 INGEST WITHOUT PUBLISHING (ECS-ECSTC-2430) 

DESCRIPTION: 
Ingest without publishing 
 
1. [Ingest without publishing] Ingest a PDR containing at least one granule that belongs to a collection that is configured as “hidden” in the Data Pool.   
 
  
 
PRECONDITIONS: 
MOD29P1N.005 Browse.001 
 
/sotestdata/DROP_801/DP_81_01/Criteria/315/ 
 
STEPS:   
# Action Expected Result Notes 
1 [Ingest without publishing] Ingest a PDR containing at least one granule that 

belongs to a collection that is configured as “hidden” in the Data Pool.   Make 
sure the AllowPublishFlag is “Y”Y and PublishByDefaultFlag  is “NNN” for 
data type MOD29P1N.005.  If not, using the DPL ingest Gui to set it up.<br 
/>Ingest PDRs in the test requirement  above. Record the granuleId, 
browseId<br /> 

Verify the granule is ingested into the 
correct Data Pool “hidden” directory 
and that the AIM Inventory Catalog 
correctly records the granules 
“hidden” status and file location. Go 
to the  Data Pool “hidden” directory to 
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# Action Expected Result Notes 
make sure the file there .<br />Isql <br 
/>select g.ShortName, g.VersionId, 
convert(varchar(10), g.GranuleId) 
granuleId, g.IsOrderOnly, 
PublishTime from AmGranule<br 
/>where GranuleId = 
&lt;granuleId&gt;<br />make sure the 
isOrderOnly = “H” and PublishTime 
is null.<br /><br />Verify the 
associated Browse granule (if present) 
is not included in the Data Pool file 
system but is correctly associated with 
the Ingested Granule in the AIM 
Inventory Catalog. Go to the 
Data Pool “Browse” directory to make 
sure there is not a browse file there 
associated with the ingested ingested 
granule ingestedgranules.<br />Go to 
public datapool to make sure there is 
no browse.hdf file there.   For 
example,<br />Cd 
/datapool/&lt;MODE&gt;/user/FS1/B
RWS/Browse.001/2007.02.09/<br />ls 
–lrt *.hdf to make sure there is no such 
a .hdf file.<br />and <br />Isql <br 
/>select g.ShortName, g.VersionId, 
convert(varchar(10), g.GranuleId) 
granuleId, g.IsOrderOnly,<br 
/>convert(varchar(10), b.BrowseId) 
BrowseId, b.IsOrderOnly<br />from 
AmGranule g, AmBrowse b, 
AmBrowseGranuleXref x<br />where 
g.GranuleId = x.GranuleId<br />and 
x.BrowseId = b.BrowseId<br />and 
b.BrowseId = &lt;browseId in S-
1&gt;<br />make sure there is a row 
returned and b.IsOrderOnly is 
“H”.returnedreturned<br /><br /><br 
/>Verify the Data Pool Metadata that 
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# Action Expected Result Notes 
supports Web Access (the warehouse 
tables) are not populated for the 
granule. Run 
EcDlPopulateStatTables.pl<br />Bring 
up the DPL WebAccess GUI, search 
for granuleId in S-1 to make sure this 
granule is not present.<br /><br 
/>Verify that the data files for the 
granule are stored in the directory 
specified in the current volume group 
for the ESDT. From DPL ingest 
GUI/VolumeGroup.  Identify the 
volume group for the ESDT.  For 
example 
/stornext/snfs1/DEV02/MODIS/ <br 
/>Cd to this directory and make sure 
the data files are stored there.<br /> 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
1. Verify the granule is ingested into the correct Data Pool “hidden” directory and that the AIM Inventory Catalog correctly records the granules “hidden” status 
and file location. 
 
2. Verify the associated Browse granule (if present) is not included in the Data Pool file system but is correctly associated with the Ingested Granule in the AIM 
Inventory Catalog. 
 
3. Verify the Data Pool Metadata that supports Web Access (the warehouse tables) are not populated for the granule. 
 
4. Verify that the data files for the granule are stored in the directory specified in the current volume group for the ESDT. 
 

20 DP_81_01_TP020 INGEST BROWSE (ECS-ECSTC-2431) 

DESCRIPTION: 
Ingest Browse 
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1. [Ingest Browse] test Criterion 175 in ticket DS_7E_01 to verify successful Browse Ingest  
 
[Browse arriving after associated sciene. With Data Pool Ingest service turned on, submit two PDRs, the first for ingest of a nonASTER science granule, and the 
second for ingest of (an) associated Browse granule(s), where the science collection is configured for public Data Pool insert.     The PDRs should be submitted 
far enough apart in time such that the science granule is archived and queued for insertion into the public Data Pool before the Browse PDR is submitted. Wait 
for both ingest requests to reach a terminal state.   
 
  
 
PRECONDITIONS: 
AE_RnGd.001 Browse.001 
 
/sotestdata/DROP_721/ DS_7E_010/Criteria/0175 
 
STEPS:   
# Action Expected Result Notes 
1 1 * • In the DPL Ingest GUI, Configuration, Data Types, verify the 

science ESDT is configured to be ‘public’.<br />• If changes made in 
Ingest, ‘bounce’ Processing.<br />• Submit the PDR for the science 
granule.<br />• After the science granule is successful, submit the PDR for 
the browse granule.<br /> 

  

2 1 + In the DPL Ingest GUI, verify that both granules are successful.   
3 2 + • Run script /home/cmshared/GetTodaysAimGranules.ksh to get the 

GranuleIds of the science and browse granules.  Note: the GranuleID is 
included in the archived filename.<br />• Run script 
GetOpenVolumeGroup.ksh for the mode and “ShortName.VersionId”.<br />•
 Go to the indicated archive location and verify the science granule is 
present.<br />• Run script GetOpenVolumeGroup.ksh for the mode and 
“Browse.001”.<br />• Go to the indicated archive location and verify the 
browse granule is present.<br /> 

  

4 3 + • Run script GetAimMetadata.ksh for the GranuleId of both the 
science and browse granules.<br />• Verify against the input ‘.met’ 
file that this data is correct.<br /> 

  

5 4 + • Run script /home/cmshared/GetAimScienceBrowse.ksh for the 
mode and GranuleId of the science granule.<br />• Verify that the result 
shows a linkage to the GranuleId of the browse granule.<br /> 

  

6 5 + • Locate the xml file in the small file archive.<br />• ‘grep’ the xml 
file for ‘BrowseGranuleId’ to verify that the file contains Browse linkage 
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# Action Expected Result Notes 
information.<br /> 

7 6 + From the result of step 3, verify that the GranuleId of the browse granule 
is unique.  For example,g.ShortName, g.VersionId, convert(varchar(10), 
g.GranuleId) granuleId, g.IsOrderOnly 'g.IsOrderOnly',<br 
/>convert(varchar(10), b.BrowseId) BrowseId, b.IsOrderOnly 
'b.IsOrderOnly'<br />from AmGranule g, AmBrowse b, 
AmBrowseGranuleXref x<br />where g.GranuleId = x.GranuleId<br />and 
x.BrowseId = b.BrowseId<br />and b.BrowseId = 328714<br />ShortName 
VersionId granuleId  g.IsOrderOnly BrowseId   b.IsOrderOnly <br />--------- 
--------- ---------- ------------- ---------- ------------- <br />AE_RnGd           1 
328713                   328714   <br /> 

  

8 7 + • Run script /home/cmshared/GetDlFiles.ksh for the mode and 
GranuleId of the science granule.<br />• Verify that the granule and xml 
are in the path indicated.<br />• ‘grep’ the xml file for ‘BrowseGranuleId’ 
and verify the GranuleId of the browse granule is returned.<br /> 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
1. Verify that both ingest requests are in the SUCCESSFUL state. 
 
2.Verify that both the science granule and the associated Browse granule are successfully stored in the correct archive file location(s), 
corresponding to the open volume groups for the science ESDT and the Browse ESDT respectively. 
 
3.  Verify that the NDPIU stores metadata for both the science granule and the Browse granule in the Inventory database, and that this 
metadata is complete and correct. 
 
4. Verify that the NDPIU stores complete and correct linkage information in the Inventory database, linking the science granule to the 
Browse granule. 
 
5. Verify that the DPL Ingest Service stores complete and correct Browse linkage information in the science granule XML metadata 
file.  
 
6. [Regression] Verify that the Browse granule has been assigned a unique granule id, and that this id is recorded in the AIM inventory 
database.  
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7. [Regression; NCR 8044275] Verify that the science granule is stored correctly in the public Data Pool, and that the xml file for the 
science granule in the public Data Pool contains the Browse linkage information. 
 
  
 

21 DP_81_01_TP021 INGEST / PUBLICATION OF BROWSE (ECS-ECSTC-2432) 

DESCRIPTION: 
Ingest / publication of Browse 
 
AE_Land.086 Browse.001 
 
/sotestdata/SynergyVI/DP_72_01/Criteria/0115/V086/ 
 
  
 
1. [Publishing Of Browse During Ingest Located In Different PDR As Associated Science Granule] Ingest at least one science 
granule via DPL Ingest belonging to a collection configured for publishing in the Data Pool during ingest. For each science granule, 
ingest an associated browse granule via separate PDRs. At least one of the browse granules shall be referenced by two of the science 
granules.  
 
[NOTE: This criterion requires DPL Ingest capabilities as specified in DP_S6_01 and may be tested concurrently with criterion 377, 
criteria key 3387 in that ticket.] 
 
  
 
  
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 1 * 1. Login to Aim database and perform the following updates to enable 

publishing and disable band extraction(data provided doesn’t have band info):   
<br />2. update AmCollection AmCollections     <br />set 
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# Action Expected Result Notes 
PublishByDefaultFlag = “Y”, <br />ConvertEnabledFlag = “N” , <br 
/>HiddenRetentionTime= 0, <br />PublicRetentionTime= 24      <br />where 
ShortName = “AE_Land” <br />3. and VersionID = 86Record time t1. Put 
the first PDR prepared in the Test Data Requirements section (The one that 
contains the science granules) in the Polling location under provider 
AMSR_E_SIPS in DPL Ingest GUI, Configuration/Providers page first to be 
processed. After the science granule are ingested, put the second PDR with 
the browse in the same polling location to be processed next<br /> 

2 1 + 1. Once the DPL Ingest GUI, Monitoring/Request Status page indicates 
request successful, <br />2. login to DPL database and run the 
following query:              <br />select ShortName, granuleId                               
<br />from AmGranule                                             <br />where ShortName = 
“AE_land” and VersionID = 86 and insertTime &gt; t1 <br />3. Pass 
each granuleId, together with ShortName to stored proc ProcGetGrFiles to 
get all the file names and the paths.  For example, exec ProcGetGrFiles 
“AE_Land”, 300200509.<br />absfilepath                                                            
filetype     filesize <br />----------------------------------------------------------------
------------------------------------------------------- -------- ------------ <br 
/>/datapool/DEV02/user/FS2/AMSA/AE_Land.086/2006.07.02/AMSR_E_L
2_Land_B05_200607020423_A.hdf  SCIENCE        99660<br /><br />Do a  
ls and verify they are in the public directories. Also verify that the 
corresponding xml file for each granule is present in the same directory.  <br 
/> 

  

3 + 2 Vi the xml file for each science granule. Search for “BrowseProduct” and 
“BrowseGranuleId”. Look at the individual GranuleId fields to make sure that 
the cross-reference information is correct. 

  

4 + 3 1. Get all the DPL browseIds from AmBrowse table:          <br />select 
browseId <br />from AmBrowse <br />where ArchiveTime &gt; t1. <br 
/>There should be 2 browseId returned.<br />2. Pass each browseId, 
together with ShortName for browse(Browse) to stored proc ProcGetGrFiles 
to get all the file names and the paths.  For example, exec ProcGetGrFiles 
“BrowseAE_Land”, 300200509.<br />absfilepath                                                
filetype     filesize <br />----------------------------------------------------------------
---------------------------------------------------------------------------------------------
-------- -------- ------------ <br 
/>/datapool/DEV02/user/FS1/BRWS/Browse.001/2011.06.13/BROWSE.AM
SR_E_L2_Land_B05_200607020334_D.1.jpg                                                     
BROWSE         256812<br />Do a  ls and verify the files are the jpeg 
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# Action Expected Result Notes 
versions and are in the public directories.<br /><br /> 

5 + 4  grep DPAD ALOG for key phrase “Testing location of file”.  There 
should be nothing for the files that are moved to the public directories in the 
previous steps. 

  

6 + 5 cd to public directories for browse granules or ls –lrt absfilepath in V-3 
above to make sure the browse jpeg files should still be there after the hidden 
retention time expires for the collection and the cleanup script finishes 
cleaning.  This is to verify that the hidden retention time doesn’t have impact 
on cleaning the files in the public directories. 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
1. For each science granule, verify that the granule and associated xml files are stored in the public Data Pool. 
 
2. For each science granule, verify that the browse linkage information is included in the Data Pool xml file for the science granule.  
 
3. For each browse granule, verify that the jpeg version of the associated browse granule is stored in the Data Pool in the public 
directory structure. 
 
4. Verify that the archive was not accessed, i.e., no transfer from archive and no checksumming took place. 
 
5. Verify that the jpeg versions of the Browse granule(s) remain in the public Data Pool after the ingest request is complete and the 
retention period for the ingested browse granule(s) and the ingested science granules has expired. 
 

22 DP_81_01_TP022 GRANULE REPLACEMENT (ECS-ECSTC-2433) 

DESCRIPTION: 
Granule Replacement 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 Configure QA and PH to be public in Ingest GUI under the 

configuration/Data Type tab. <br />Use DPM GUI to enable AE_Land.002 
and  AE_DySno.002 for distribution of QA, PH and Browse,  or Set 
OrderViewPH,OrderViewQA and OrderBrowse flags to be “Y” in 
AmCollection table for the AMSR ESDT used.  <br />(C1) is 
AE_DySno.002. (C2) is AE_Land.002  The test data prepared satisfies the 
requirement.<br />Update AmCollection set replacementOn = “Y” where 
ShortName  “ “““in ( “ AE_DySno“, AE_land) and VersionId = 2     for all 
the collections mentioned.<br />Bounce DPAD and Ingest. Might need to 
bounce web access GUI as well.<br /> 

Pick a granule from each set (G1 
through G10), verify the symbolic 
links for the PH, QA and Browse are 
correct.<br />Note: Before performing 
the following verifications, make sure 
all the ingests will appear in one 
BMGT automatic cycle, excluding the 
setup activities.<br /> 

 

2 Under the test data directory, subdirectory 1_1/G1, ingest one granule, 
together with its PH, QA and Browse the day before. Go through all the setup 
steps and ingest all the data needed for “a previous date” the day before the 
test. <br />Ingest another granule, together with its PH, QA and Browse 
under subdirectory 1_1/G2.  Note the SC, PH, QA and Browse granuleIds in 
both datapool and AIM for G1 and G2.<br />So G1 needs be ingested the day 
before. <br /> 

Under the test data directory, 
subdirectory V_02, ingest the SC 
granule, together with its QA, PH and 
Browse. This SC granule is a 
replacement granule for the SC 
granule in G2.  Verify that the new 
PH, QA and Browse and their file are 
in public data pool. Note the new SC, 
PH, QA, Browse granule Ids in both 
data pool and AIM. We refer this set 
as G2New. 

 

3 Under the test data directory, subdirectory 1_2/G4, ingest one granule, 
together with its PH, QA and Browse the day before. <br />Ingest another 
granule, together with its PH, QA and Browse under subdirectory 1_2/G3.<br 
/>So G4 needs to be ingested the day before.<br /> 

Verify the correctness of the symbolic 
links among granules in G2New. 

 

4 Under the test data directory, subdirectory 2/G6, ingest a set of granules(14 
total), together with its PH, QA and Browse the day before.   Wait for all 
granules to be successfully ingested before attempting to ingest the browse 
granule.<br />Ingest another set of granules(15 total), together with its PH, 
QA and Browse under subdirectory 2/G5.<br />So G6 needs to be ingested 
the day before<br /> 

Verify that granule in G2, together 
with its PH, QA are unpublished and 
in the hidden data pool by running 
stored proc ProcGetGrFiles. And their 
symbolic links are removed. 

 

5 Under the test data directory, subdirectory 3/G8, ingest a set of granules(14 
total), together with its PH, QA and Browse the day before.  Wait for all 
granules to be successfully ingested before attempting to ingest the browse 
granule.<br />Ingest another set of granules(15 total), together with its PH, 
QA and Browse under subdirectory 3/G7<br />So G8 needs to be ingested 
the day before<br /> 

Under the test data directory, 
subdirectory V_05, ingest the SC 
granule, together with its QA, PH and 
Browse. This SC granule is a 
replacement granule for the SC 
granule in G1.  Verify that the new 
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# Action Expected Result Notes 
PH, QA and Browse and their file are 
in public data pool. Note the new SC, 
PH, QA, Browse granule Ids in both 
data pool and AIM. We refer this set 
as G1New. 

6 Under the test data directory, subdirectory 4/G10, ingest all the SC granules 
but one(12 total), together with its PH, QA and Browse the day before.  Wait 
for all granules to be successfully ingested before attempting to ingest the 
browse granule.<br />Ingest all the SC granules but one(13 total), together 
with its PH, QA and Browse under subdirectory 4/G09. Note the one that’s 
not ingested.<br />So G10 needs to be ingested the day before.<br /> 

Verify the correctness of the symbolic 
links among granules in G1New<br 
/>Verify that the browse granule 
associated with the SC granule in G1 
is removed from data pool by running 
select * from AmBrowse where 
browseId =<br /><br />Verify that the 
SC and its associates in G1New 
appear in AmBrowseGranuleXref, 
AmQaGranuleXref for Browse and 
QA cross references, and in 
AmGranule and AmGranule for PH 
cross reference.<br /><br />Under the 
test data directory, subdirectory V_09, 
ingest the Browse granule, which is a 
replacement granule for the browse 
granule in G3.  Verify that the new 
Browse granule is in public data pool. 
Note the new Browse granule Id in 
both data pool and AIM. We refer this 
set as G3NewBrowse.<br />
 <br /><br />Verify that the 
symbolic link for the new browse is 
present in the directory of the SC 
granule in G3 and points to the correct 
file with the correct name.<br />Verify 
that the browse granule associated 
with the SC granule in G3 is removed 
from data pool by running select * 
from AmBrowse where browseId 
=[recorded BrowseId]<br />Verify 
that the SC in G3 and the new browse 
in G3NewBrowse appear in 
AmBrowseGranuleXref. And the SC 
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# Action Expected Result Notes 
in G3 has no cross reference in the 
table with the old browse in G3.<br 
/><br />Under the test data directory, 
subdirectory V_10, ingest the Browse 
granule, which is a replacement 
granule for the browse granule in G4.  
Verify that the new Browse granule is 
in public data pool. Note the new 
Browse granule Id in both data pool 
and AIM. We refer this set as 
G4NewBrowse.<br /><br />Verify 
that the symbolic link for the new 
browse is present in the directory of 
the SC granule in G4 and points to the 
correct file with the correct name.<br 
/>Verify that the browse granule 
associated with the SC granule in G4 
is removed from data pool by running 
select * from AmBrowse where 
browseId =[recorded BrowseId]<br 
/>Verify that the SC in G4 and the 
new browse in G4NewBrowse appear 
in AmBrowseGranuleXref. And the 
SC in G4 has no cross reference in the 
table with the old browse in G4.<br 
/><br />Under the test data directory, 
subdirectory V_11, ingest the SC 
granule, together with its QA, PH and 
Browse. This SC granule is a 
replacement granule for a SC granule 
in G5.  Verify that the new PH, QA 
and Browse and their file are in public 
data pool. Note the new SC, PH, QA, 
Browse granule Ids in both data pool 
and AIM. We refer this set as 
G5New.<br /><br />Verify the 
correctness of the symbolic links 
among granules in G5New.<br 
/>Verify that SC granule in G5, which 
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# Action Expected Result Notes 
was being replaced, together with its 
PH, QA are unpublished and in the 
hidden data pool by running stored 
proc ProcGetGrFiles<br />Verify that 
the browse granule, which was being 
replaced, in G5 is removed from data 
pool by running select * from 
AmBrowse where browseId 
=[recorded BrowseId]<br />Verify 
that the SC and its associates in 
G5New appear in 
AmBrowseGranuleXref, 
AmQaGranuleXref for Browse and 
QA cross references, and in 
AmGranule and AmGranule for PH 
cross reference.<br />Verify that the 
cross references between all the SC 
granules in G5 with the old browse are 
replaced by the cross references with 
the new browse in G5New, in table 
AmBrowseGranuleXref.<br />Verify 
that the SC granule, which was 
replaced, in G5 still has cross 
reference with the replaced QA, PH 
and browse<br />“old” means old QA, 
PH and browse, not only old browse, 
right?<br /><br />Under the test data 
directory, subdirectory V_14, ingest 
the Browse granule, which is a 
replacement granule for the browse 
granule in G7.  Verify that the new 
Browse granule is in public data pool. 
Note the new Browse granule Id in 
both data pool and AIM. We refer this 
set as G7NewBrowse.<br /><br 
/>Verify that the symbolic link for the 
new browse is present in the directory 
of the SC granule in G7 and points to 
the correct file with the correct 
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# Action Expected Result Notes 
name.<br />Verify that the browse 
granule being replaced in G7 is 
removed from data pool by running 
select * from AmCollection where 
browseId =[recorded BrowseId]<br 
/>Verify that the SC granules in G7 
and the new browse in G7NewBrowse 
appear in AmBrowseGranuleXref. 
And the SC granules in G7 have no 
cross reference in the table with the 
old browse being replaced in G7.<br 
/><br /><br />Under the test data 
directory, subdirectory V_15, ingest 
the Browse granule, which is a 
replacement granule for the browse 
granule in G8.  Verify that the new 
Browse granule is in public data pool. 
Note the new Browse granule Id in 
both data pool and AIM. We refer this 
set as G7NewBrowse.<br /><br 
/>Verify that the symbolic link for the 
new browse is present in the directory 
of the SC granule in G7 and points to 
the correct file with the correct 
name.<br />Verify that the browse 
granule being replaced in G7 is 
removed from data pool by running 
select * from AmBrowse where 
browseId =[recorded BrowseId]<br 
/>Verify that the SC granules in G7 
and the new browse in G7NewBrowse 
appear in AmBrowseGranuleXref. 
And the SC granules in G7 have no 
cross references in the table with the 
old browse being replaced in G7.<br 
/><br />Ingest the SC granule in G9 
that was omitted in step S-4, together 
with its QA, PH and a NEW 
browse(we ingest the same browse 
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# Action Expected Result Notes 
here as the one ingested before with 
other SC granules in G9 at step S-4, so 
this browse is the replacement for the 
old browse). Verify that all the newly 
ingested SC, PH, QA and browse are 
in public datapool.<br />Verify that 
the symbolic links for the new PH, QA 
and browse are present in the directory 
of the SC granule(s) in G9 and points 
to the correct file with the correct 
name. Browse’s link should appear in 
all the SC granules’ directories in 
G9.<br />Verify that the browse 
granule being replaced in G9 is 
removed from data pool by running 
select * from AmBrowse where 
browseId =[recorded BrowseId]<br 
/>Verify that the SC granules in G9 
and the new Browse appear in 
AmGranuleBrowseXref.<br />Verify 
that the new SC granule and the new 
PH and QA have cross references in 
AmQaGranuleXref and in AmGranule 
and 
AmProcessingHistoryAmPhGranuleX
refAmPhGranuleXref tables.<br 
/>Verify that all the SC granules in G9 
have cross references with the newly 
ingested Browse(instead of the old 
browse) in AmBrowseGranuleXref. 
<br /><br />Verify that the browse 
granule being replaced in G10 is 
removed from data pool by running 
select * from AmBrowse where 
browseId =<br />Verify that the SC 
granules in G10 and the new Browse 
appear in AmGranuleBrowseXref.<br 
/>Verify that the new SC granule and 
the new PH and QA have cross 
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# Action Expected Result Notes 
references in AmQaGranuleXref and 
in AmGranule and 
AmProcessingHistory tables.<br 
/>Verify that all the SC granules have 
cross references with the newly 
ingested Browse(instead of the old 
browse) in AmBrowseGranuleXref. 
<br />Verify that the AIM Inventory 
Catalog contains cross references 
between all of the science granules in 
G10 and the newly ingested G10 
replacement Browse.<br /><br 
/>Ensure that all the ingest activities in 
the previous verification steps are 
performed in a single automatic cycle. 
(If not, we could always change the 
insert time to fake it).<br />Run 
automatic export, if the cycle in which 
our operations fall within has been 
created. When the cycle hour is over, 
BMGT export should happen 
automatically. Verify that the export 
package includes the URLs for the 
new replacement SC, PH, QA and 
Browse granules in the previous 
verification steps. And it also includes 
the URL deletions for all the replaced 
SC granules. Verify that the QA, PH 
and Browse are correct.<br /><br 
/>Perform orphans, phantoms checks 
on the following collections<br 
/>AE_DySno.002<br 
/>AE_Land.002<br />Browse.001<br 
/>PH.001<br />QA.001<br /><br 
/>Find the collection group(s) of the 
above collections.<br />specify 
MAX_ORPHAN_AGE=0 in the 
EcDlCleanupFilesOnDisk.CFG<br 
/>Run EcDlCleanupFilesOnDisk.pl 
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# Action Expected Result Notes 
&lt;mode&gt;  -
collgroup&lt;g1,g2&gt; <br />Perform 
the invalid link checking:<br />Run 
EcDlLinkCheck.ksh and pass in the 
directory where the SC granule 
resides.<br />We should also check 
the hidden directory to make sure 
there’re no broken links reported. <br 
/>Verify that no invalid links, orphan, 
phantoms are reported.<br /> 

 
 
TEST DATA: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

327 
09-
0324 

327_1_1 

AE_DySno.002  
 
Browse.001  
 

  

1+1 granules  
 
1+1 browse  
 

  /sotestdata/DROP_801/DP_81_01/Criteria/327/1_1   
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Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

PH.001  
 
QA.001 

1+1 ph  
 
1+1 qa 

327 
09-
0324  

327_1_2 

AE_DySno.002  
 
Browse.001  
 
PH.001  
 
QA.001 

  

1+1 granules  
 
1+1 browse  
 
1+1 ph  
 
1+1 qa 

  /sotestdata/DROP_801/DP_81_01/Criteria/327/1_2   

327 
09-
0324  

327_2 

AE_Land.002  
 
Browse.001  
 
PH.001  
 
QA.001 

  

15+14 
granules  
 
1+1 browse (1 
to many 
linkage)  
 
15+14 ph  
 
15+14 qa 

  /sotestdata/DROP_801/DP_81_01/Criteria/327/2   

327 
09-
0324  

327_3 

AE_Land.002  
 
Browse.001  
 
PH.001  
 
QA.001 

  

15+14 
granules  
 
1+1 browse (1 
to many 
linkage)  
 
15+14 ph  
 
15+14 qa 

  /sotestdata/DROP_801/DP_81_01/Criteria/327/3   

327 
09-
0324  

327_4 

AE_Land.002  
 
Browse.001  
 

  

14+13 
granules  
 
1+1 browse (1 

  /sotestdata/DROP_801/DP_81_01/Criteria/327/4   
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Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

PH.001  
 
QA.001 

to many 
linkage)  
 
14+13 ph  
 
14+13 qa 

327 
09-
0324  

327_V_2 

AE_DySno.002  
 
Browse.001  
 
PH.001  
 
QA.001 

  

1 granule  
 
1 browse  
 
1 ph  
 
1 qa 

  /sotestdata/DROP_801/DP_81_01/Criteria/327/V_02   

327 
09-
0324  

327_V_5 

AE_DySno.002  
 
Browse.001  
 
PH.001  
 
QA.001 

  

1 granule  
 
1 browse  
 
1 ph  
 
1 qa 

  /sotestdata/DROP_801/DP_81_01/Criteria/327/V_05   

327 
09-
0324  

327_V_9 Browse.001   
1 browse 
(linkage) 

  /sotestdata/DROP_801/DP_81_01/Criteria/327/V_09   

327 
09-
0324  

327_V_10 Browse.001   
1 browse 
(linkage) 

  /sotestdata/DROP_801/DP_81_01/Criteria/327/V_10   

327 
09-
0324  

327_V_11 

AE_Land.002  
 
Browse.001  
 
PH.001  
 
QA.001 

  

1 granule  
 
1 browse (1 to 
many linkage)  
 
1 ph  
 
1 qa 

  /sotestdata/DROP_801/DP_81_01/Criteria/327/V_11   
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Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

327 
09-
0324  

327_V_12 

AE_Land.002  
 
Browse.001  
 
PH.001  
 
QA.001 

  

1 granule  
 
1 browse (1 to 
many linkage)  
 
1 ph  
 
1 qa 

  /sotestdata/DROP_801/DP_81_01/Criteria/327/V_12   

327 
09-
0324  

327_V_14 Browse.001   
1 browse (1 to 
many linkage) 

  /sotestdata/DROP_801/DP_81_01/Criteria/327/V_14   

327 
09-
0324  

327_V_15 Browse.001   
1 browse (1 to 
many linkage) 

  /sotestdata/DROP_801/DP_81_01/Criteria/327/V_15   

327 
09-
0324  

327_V_16 

AE_Land.002  
 
Browse.001  
 
PH.001  
 
QA.001 

  

1 granule  
 
1 browse (1 to 
many linkage)  
 
1 ph  
 
1 qa 

  /sotestdata/DROP_801/DP_81_01/Criteria/327/V_16   

327 
09-
0324  

327_V_17 

AE_Land.002  
 
Browse.001  
 
PH.001  
 
QA.001 

  

1 granule  
 
1 browse (1 to 
many linkage)  
 
1 ph  
 
1 qa 

  /sotestdata/DROP_801/DP_81_01/Criteria/327/V_17   

 
EXPECTED RESULTS: 
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23 DP_81_01_TP023 INGEST QA (ECS-ECSTC-2434) 

DESCRIPTION: 
Ingest QA 
 
PRECONDITIONS: 
 
 
330 07-0369 AE_RnGd.001 

 
QA.001 

public   1 granule/1 PDR  
 
1 QA+1 .met+1 
linkage/1 PDR 

None /sotestdata/DROP_721/ 
DS_7E_0/ 
Criteria/0190 

190 

 
STEPS:   
# Action Expected Result Notes 
1 • In the DPL Ingest GUI, Configuration, Data Types, verify the 

science ESDT is configured to be ‘public’.<br />• Submit the PDR for the 
science granule.<br />• After the science granule is successful ingested, 
submit the PDR for the QA granule.<br /> 

In the DPL Ingest GUI, verify that 
both granules are successful.<br />•
 Run script 
/home/cmshared/GetTodaysAimGranu
les.ksh to get the GranuleIds of the 
science and QA granules.  Note: the 
GranuleId is included in the archived 
filename.<br />• Run script 
GetOpenVolumeGroup.ksh for the 
mode and 
“ShortNameShortName.VersionId”.<b
r />• Go to the indicated archive 
location and verify the science granule 
is present.<br />• Run script 
/home/cmshared/GetOpenVolumeGro
up.ksh for the mode and 
“QA.001”.<br />• Go to the indicated 
archive location and verify the QA 
granule is present.<br /><br />•
 Run script 
/home/cmshared/GetAimMetadata.ksh 
for the GranuleId of both the science 
and QA granules.<br />• Verify 
against the input ‘.met’ file that this 
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# Action Expected Result Notes 
data is correct.<br /><br />•
 Run script 
GetAimScienceBrowse.ksh for the 
mode and GranuleId of the science 
granule.<br />• Verify that the result 
shows a linkage to the GranuleId of 
the QA granule.<br /><br />Locate the 
xml file in the small file archive.<br 
/>• grep QaGranuleId [science 
xml file] to verify that the xml  
contains QA linkage information.<br 
/>•‘vi’ the xml file to verify the UR of 
the QA granule.<br /><br />From the 
result of step V-3, verify that the 
GranuleId of the QA granule is 
unique.<br />Select * from 
AmGranule<br />Where GranuleId in 
(GranuleId)<br />Make sure there is 
one row returned.<br /><br />Run 
query exec ProcGetGrFiles 
&quot;ShortName&quot;, GranuleId  
<br />   absfilepath                                  
filetype     filesize <br />-----------------
----------------------------------------------
----------------------------------------------
----------------------------------------------
----------------------------------------------
----------------------------------------------
-------- -------- ------------ <br 
/>/datapool/DEV04/user/FS1/AMSA/
AE_RnGd.001/2007.05.01/AMSR_E_
L3_RainGrid_B05_200705.hdf               
SCIENCE         89140 <br 
/>/datapool/DEV04/user/FS1/AMSA/
AE_RnGd.001/2007.05.01/AMSR_E_
L3_RainGrid_B05_200705.hdf.xml<b
r />   Do a ls and verify the xml file is 
in the public directory.<br />   <br />•
 Verify that the granule and 
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# Action Expected Result Notes 
xml are in the public DataPool path 
indicated.<br />•��• ‘grep’ the 
xml file for ‘QaGranuleId’ and verify 
the GranuleId of the QA granule is 
returned.<br /> 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

24 DP_81_01_TP024 CHECKSUM DURING DPL INGEST OF BROWSE, QA, PH, DAP (ECS-ECSTC-
2435) 

DESCRIPTION: 
Checksum during DPL Ingest of Browse, QA, PH, DAP 
 
  
 
AE_Land.002, Browse.001, QA.001,PH.001,DAP.001                                                                    /sotestdata/ DROP_722/CK_7F_01/Criteria/010 
 
1. Checksum during DPL Ingest of Browse, QA, PH, DAP] 
 
 1. Configure a data provider whose granules are public in the Data Pool to checksum 100% of the files ingested. Ingest one of each ancillary type (Browse, QA, 
PH, DAP).   
 
7.  Verify that the checksum information is included in the xml file of every ancillary file and stored in both the Data Pool Database 
(for non-browse ancillary files) and the AIM Database. 
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PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 *1. Launch DPL INGEST GUI.<br />2. From DPL Ingest GUI, 

navigate to Configuration / Providers, and click &quot;Add 
Provider&quot;.<br />3. Set the following parameter:                        % Files 
to Checksum = 100.                     ProviderType = “Polling with DR”. 
TransferType = “LOCAL”.                    <br />4. Set other provider 
configuration parameter                      <br />5. Apply the changes.<br 
/>6. Add a polling location<br />7. From the DPL Ingest GUI, 
navigate to Configuration/ Data Types<br />8. Configure 
Browse.001,QA.001,PH.001, and DAP.001 for DataPool Ingest ( DO NOT 
CONFIGURE THESE TYPES AS PUBLIC) <br />9. Copy the PDR files 
from /sotestdata/DROP_722/CK_7F_01/Criteria/010 into the provider’s 
polling location.<br /><br /> 

  

2 +2  From the DPL Ingest GUI, navigate to Configuration/ ECS 
Services<br />2. Verify that CKSUM, ECS, and MD5 are the available 
algorithms, one of which can be configured as the default algorithm using the 
“default” button on the right.<br />3. Select the CKSUM 
algorithm.<br /> 

  

3 +3  Run the following SQL:                      select a.Checksum , 
b.ChecksumOrigin, ,aChecksumVerified from 
EcInDb_&lt;MODE&gt;..AmDataFile a, 
EcInDb_&lt;MODE&gt;..DsMdChecksumOrigins b  where 
a.ChecksumOriginID = b.ChecksumOriginID and a.userDataFile in 
(“&lt;file1&gt;”,”&lt;file2&gt;”…”,”&lt;filen&gt;”) <br />2. Verify that the 
query returns 3 values per ancillary file ingested, of which the checksum 
origin is always “DPLIngest”<br /> 

  

4 +4  Run cksum on the files<br />2. Run the following SQL:                 
select a.ChecksumTypeID,b.ChecksumType from 
EcInDb_&lt;MODE&gt;..AmDataFile a 
,EcInDb_&lt;MODE&gt;..DsMdChecksumTypes b where 
a.ChecksumTypeID =b.ChecksumTypeID  and a.userDataFile in 
(“&lt;file1.hdf”,”file2.hdf”…”filen.hdf”)<br />3. Verify that the query 
returns the same checksum values as in step 1.<br /> 

  

5 +5 View the DPL Ingest logs 
/usr/ecs/&lt;MODE&gt;/CUSTOM/logs/EcDlInProcessingDebug.log<br />2.
 Verify that one of the configured host (e.g x4hel01) was used to 
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# Action Expected Result Notes 
perform checksum verification on the granules files ingested in CRIT 335 S-
1-9 above.<br />a) Search for the occurrence of the word ‘checksum’ 
in which the granules in S-1-9 and the RequestId in the DPL GUI are 
mentioned.<br />b)  Make a note of the associated host.<br />3.
 Verify that a different host was used for the transfer of the same 
granule files.<br />a) Search for the occurrence of the word ‘transfer’ in 
which the science granules in s-1-9 and the RequestId in the DPL GUI are 
mentioned<br />b) Make a note of the host ensuring that it is different 
from the checksum host. <br /> 

6 +6  The checksum and checksum origin stored in the DPL tables can be 
obtained by the SQL:                                             select a.origChksum , 
a.uncompChksum from EcInDb_&lt;mode&gt;..AmDataFile where fileName  
in (“&lt;file1&gt;”,”&lt;file2&gt;”…”&lt;filen&gt;”)<br />2. In the AIM 
tables,                                    select a.Checksum, a.ChecksumOriginID     
from EcInDb_&lt;MODE&gt;..AmDataFile a, 
EcInDb_&lt;MODE&gt;..DsMdChecksumTypes b where 
a.ChecksumTypeID =b.ChecksumTypeID                                                and 
a.userDataFile in (“&lt;file1&gt;”,”&lt;file2.&gt;”…”&lt;filen&gt;”)<br />3.
 For all data files, both queries should return similar results.<br /> 

  

7 *7. Cd to: 
/datapool/&lt;MODE&gt;/user/&lt;FileSystem&gt;/&lt;groupId&gt;/&lt;Shor
tName&gt;.&lt;VersionID&gt;/&lt;BeginningDate&gt;/<br />2. grep 
–i checksum &lt;ancillaryFile&gt;.xml<br />3. the grep command 
returns the following tags: 
&lt;ChecksumType&gt;CKSUM&lt;/ChecksumType&gt;                 
&lt;Checksum&gt;348217459&lt;/Checksum&gt;         
&lt;ChecksumOrigin&gt;DPLINGEST&lt;/ChecksumOrigin&gt;<br />4.
 Verify that the values of the tags above match the results of the 
SQL:         select a.origChksum , a.compChksum from 
EcInDb_&lt;mode&gt;..AmDataFile where fileName  in 
(“&lt;file1.hdf”,”file2.hdf”…”filen.hdf”)<br /> 

  

8 +8 View the:  
/usr/ecs/&lt;MODE&gt;/CUSTOM/logs/EcDlProcessingService.ALOG  log 
file.<br />2. For every ancillary file, verify that the following 
information is included in the EcDlProcessingService.ALOG file:  Granule 
ID;                                                ESDT ShortName and Version ID;          
Granule insert time;                              Complete file name and path;           
Checksum type;                                       Computed checksum;                        
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# Action Expected Result Notes 
Checksum value in database;                   Last time checksum was verified; 
Checksum status (Success or Failure)<br /> 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
2. Verify the Ingest GUI allows for configuration of a default checksum algorithm of cksum or md5sum 
 
3. Verify the checksum value of each ancillary file is stored in the Ingest database along with the last verification time and a checksum 
origin of “DPLIngest”. 
 
4. Verify that the default configured checksum algorithm was used to calculate the checksum. 
 
5. Verify that one of the configured ecs services host was used to perform the checksum verification and that this was not the same ecs 
service host used for the file transfer 
 
6. Verify that the database tables in both the DataPool and the AIM database are populated with the appropriate checksum information 
for every data file.   
 
8.  Verify that the start and completion of checksum verification, and all checksum verification information in S-DPL-490900, is 
included in the Data Pool Ingest Service application log. 
 
  
 

25 DP_81_01_TP025 INGEST PH (ECS-ECSTC-2436) 

DESCRIPTION: 
Ingest PH 
 
PRECONDITIONS: 
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Crit id Crit ccr 
no Test Data Description Data Type 

Requirements 
Metadata 
Requirements 

Volume 
Requirements Size Requirements Data Location Readiness 

Status 
340 07-0369 AE_RnGd.001 

 
PH.001 

public   1 granule/1 PDR  
 
1 PH+1 linkage/1 
PDR 

None /sotestdata/DROP_721/ DS_7E_0/ 
Criteria/0180 

180 

                  
                  
                  
 
STEPS:   
# Action Expected Result Notes 
1 [Ingest PH] With the Data Pool Ingest service turned on, submit two PDRs, 

the first for ingest of a science granule, and the second for ingest of (an) 
associated PH granule(s), where the science collection is configured for 
public Data Pool insert.     The PDRs should be submitted far enough apart in 
time such that the science granule is archived and queued for insertion into 
the public Data Pool before the PH PDR is submitted.<br />Wait for both 
ingest requests to reach a terminal state.   • In the DPL Ingest GUI, 
Configuration, Data Types, verify the science ESDT is configured to be 
‘public’.<br />• If changes made in Ingest, ‘bounce’ Processing.<br />•
 Submit the PDR for the science granule.<br />• After the 
science granule is successful, submit the PDR for the PH granule.<br /> 

<br />1 V 07-0369 Verify that 
both ingest requests are in the 
SUCCESSFUL state. In the DPL 
Ingest GUI, verify that both granules 
are successful.<br /><br /><br 
/>Verify the files for the PH granule 
are present in the “hidden ” directory 
of the Data Pool and that the file 
information related to the online 
location is recorded in the AIM 
Inverntory Catalog •
 Run script 
GetTodaysAimGranules.ksh to get the 
GranlueIds of the PH granules.  Note: 
the GranuleId is included in the 
archived filename.<br /><br /><br 
/>V 07-0369 Verify that both the 
science granule and the associated PH 
granule are successfully stored in the 
correct archive file location(s), 
corresponding to the open volume 
groups for the science ESDT and the 
PH ESDT respectively. •
 Run script 
GetTodaysAimGranules.ksh to get the 
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# Action Expected Result Notes 
GranuleIds of the science and PH 
granules.  Note: the GranuleId is 
included in the archived filename.<br 
/>• Run script 
GetOpenVolumeGroup.ksh for the 
mode and “ShortName.VersionId”.<br 
/>• Go to the indicated archive 
location and verify the science granule 
is present.<br />• Run script 
GetOpenVolumeGroup.ksh for the 
mode and “PH.001”.<br />• Go 
to the indicated archive location and 
verify the PH granule is present.<br 
/><br />Verify that the NDPIU stores 
metadata for both the science granule 
and the PH granule in the Inventory 
database, and that this metadata is 
complete and correct. •
 Run script 
GetAimMetadata.ksh for the 
GranuleId of both the science and PH 
granules.<br />• Verify against the 
input ‘.met’ file that this data is 
correct.<br /><br />Verify that the 
NDPIU stores complete and correct 
linkage information in the Inventory 
database, linking the science granule 
to the PH granule. •
 select g.ShortName, 
g.VersionId, convert(varchar(10), 
g.GranuleId) granuleId, g.IsOrderOnly 
'g.IsOrderOnly',<br 
/>convert(varchar(10), f.GranuleId) 
'f.GranuleId', convert(varchar(30), 
f.DirectoryPath) DirectoryPath,<br 
/>f.OnlineFileName<br />from 
AmGranule g,   AmPhGranuleXref  x, 
AmDataFile f<br />where g.GranuleId 
= x.ScienceId<br />and x.PhId = 
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# Action Expected Result Notes 
f.GranuleId<br />and g.IsOrderOnly = 
null<br />and g.GranuleId = 
329676329676<br /><br />Verify that 
the DPL Ingest Service stores 
complete and correct PH linkage 
information in the science granule 
XML metadata file, including the UR 
of the PH granule. •
 Locate the xml file in the 
small file archive.   For example, 
/stornext/smallfiles/DEV04/metadata/
AE_RnGd.001/2007.03/AE_RnGd.00
1.329676.xml<br />• grep 
PhGranuleId [xml file] to verify that 
the xml  contains PH linkage 
information.<br />• ‘vi’ the xml 
file to verify the UR of the PH 
granule.<br /><br />[Regression] 
Verify that the PH granule has been 
assigned a unique granule id, and that 
this id is recorded in the AIM 
inventory database.  •
 select * from AmGranule<br 
/>• Where GranuleId = &lt;ph 
granuleid&gt;<br /><br 
/>[Regression; NCR 8044275] Verify 
that the science granule is stored 
correctly in the public Data Pool, and 
that the xml file for the science 
granule in the public Data Pool 
contains the PH linkage information.
 • Run script 
GetDlFiles.ksh for the mode and 
GranuleId of the science granule.<br 
/>• Verify that the granule and 
xml are in the path indicated.<br />•
 ‘grep’ the xml file for 
‘PhGranuleId’ and verify the 
GranuleId of the PH granule is 
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# Action Expected Result Notes 
returned.<br /> 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

26 DP_81_01_TP026 INGEST DAP (ECS-ECSTC-2437) 

DESCRIPTION: 
Ingest DAP 
 
PRECONDITIONS: 
 
 
 
Crit id Crit ccr no Test Data Description Data Type Requirements Metadata Requirements Volume Requirements Size Requirements Data Location 
350   DAP.001 DAP   1 DAP granule/ 

1PDR 
  /sotestdata/DROP_801/ 

DP_81_01/Criteria/350 
 
STEPS:   
# Action Expected Result Notes 
1 [Ingest DAP] Submit a PDR for a DAP granule. Wait until the ingest request 

has reached a terminal state. Copy the PDR in the test requirement 
into the AMSR_SIPS polling directory 

Verify that the ingest request is in a 
SUCCESSFUL state. From DPL 
Ingest GUI, Monitoring/Request 
Status, locate the RequestId and make 
sure the Status column is set to 
“Successful”.<br />Verify that the 
metadata for the DAP granule is stored 
in the AIM Inventory Catalog and that 
this metadata is complete and 
correct<br /><br />select 
g.ShortName, g.VersionId, 
convert(varchar(12), g.GranuleId) 
'g.GranuleId', g.IsOrderOnly,<br 
/>d.DAPPGEName, 
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# Action Expected Result Notes 
d.DAPPGEVersion, 
d.DAPSWVersion<br />from 
AmGranule g, AmDapPGEGroup 
d<br />where g.GranuleId = 
d.GranuleId<br />and g.ShortName = 
&quot;DAP&quot;<br />and 
VersionId = 1<br />and 
RegistrationTime &gt; todaytoday<br 
/><br />[Regression] Verify that the 
DAP granule is successfully stored in 
the correct archive file location(s), 
corresponding to the open volume 
group for the DAP ESDT. From DPL 
ingest GUI/VolumeGroup.  Identify 
the volume group for the DAP data 
type.  For example 
/stornext/snfs1/DEV02/DAP/ <br 
/>Cd to this directory and make sure 
the DAP data files stored there.<br 
/><br />[Regression] Verify that the 
DAP granule has been assigned a 
unique granule id, and that this id is 
recorded in the AIM inventory 
database<br /><br />Select 
ShortName, VersionId, GranuleId, 
RegistrationTime<br />From 
AmGranule<br />Where ShortName = 
“DAP”<br />And VersionId =  1<br 
/>And RegistrationTime = &lt;today 
date&gt;<br />Make sure the DAP 
granule has been assigned a unique 
granuleId<br /><br />Verify the files 
for the DAP granule are present in the 
“hidden” directory of the Data Pool 
and that the file information related to 
the online location is recorded in the 
Inventory Catalog. run the 
store procedure ProcGetGrFiles<br 
/>exec ProcGetGrFiles “DAP”, 
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# Action Expected Result Notes 
GranuleId<br />use the ls unix 
command to make sure the DAP 
granule is present in the “hidden” 
directory of the Data Pool.<br /> 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

27 DP_81_01_TP027 CROSS-DAAC INGEST (ECS-ECSTC-2438) 

DESCRIPTION: 
Cross-DAAC Ingest 
 
PRECONDITIONS: 
AST_POSF.001  
 
STEPS:   
# Action Expected Result Notes 
1 [Cross-DAAC Ingest]  Regression test Criterion 225 in Ticket 

DS_7E_01.Submit a request for XDAAC ingest of an AST_POSF granule, 
where the metadata file is in XML format. (Testing of production of the 
AST_POSF granule at the sending DAAC is not required.) All metadata for 
the granule(s) to be ingested must be valid for this test.<br />There must be 
an active subscription for insert events for this data type.<br />Wait for this 
PDR to be processed to a terminal state.<br />NOTE: AST_POSF is ingested 
at NSIDC via XDAAC Ingest from LPDAAC.<br /> 

• In the Spatial Subscription 
Server add or update a subscription for 
an insert event of the test granule’s 
ESDT. Include a valid email 
address.<br />• Submit the PDR to 
the DDIST provider<br /> 

 

2 deleted deleted  
3 {Regression] Verify that all granules in the request reach a SUCCESSFUL 

state. 
• From DPL Ingest GUI, 
Monitoring, Request Status, verify that 
the request and its granules become 
Successful. 

 

4 DELETED DELETED  
5 Verify that the science files for the granule are stored in the correct primary 

archive directory, corresponding to the open volume group for the ESDT. 
• Run GetTodaysGranules.ksh 
‹MODE›<br />• Note the test 
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# Action Expected Result Notes 
granule’s EcsGranID (GranuleId).<br 
/>• Run GetFileInfo.ksh 
‹MODE› ‹GranuleId›<br />•
 Verify the science archive 
file exists in the correct directory.<br 
/> 

6 Verify that the xml metadata file for the granule is stored in the correct 
directory in the xml archive, based upon the following metadata attributes for 
the granule: 1. ShortName  2. VersionID  3. the year and month of the time 
recorded for the RangeBeginningDate, or the CalendarDate, or the insertTime 
if RangeBeginningDate and CalendarDate are not available. 

• From the output of 
GetFileInfo.ksh,verify the existence of 
the XML file in the small file 
archive.<br />• Within the XML 
file, verify the ShortName, VersionID, 
and RangeBeginningDate match the 
path name components (e.g., for the 
path 
‘…/AST_POSF.001/2005.12.13/’: 
ShortName=AST_POSF; 
VersionID=1; 
RangeBeginningDate=2005-12-13)<br 
/> 

 

7 [Regression] Verify that there is only one occurrence of the file storage 
metadata (Data File Container) in the XML metadata file which is stored in 
the xml archive. 

• Within the XML file from 
step V5, verify that the tag 
&lt;DataFileContainer&gt; occurs 
exactly once. 

 

8 Verify that the NDPIU records the XML directory path and file name in the 
Inventory database. 

• Verified in step V5.  

9 Verify that the Data Pool Ingest service uses the NDPIU to record the granule 
in the inventory database, and that this occurs after the data files and XML 
metadata file are copied to the configured locations. 

• In the processing log, note 
the time when the test granule data file 
is copied (e.g., search for the regex 
“Target.*:‹EcsID›:”).<br />• In 
the NDPIU log, note the time when 
the XML file in the small file archive 
is validated (e.g., search for the regex 
“validate.*‹ESDT›.‹EcsID›.xml”).<br 
/>• select  ShortName, 
VersionId, GranuleId, 
convert(varchar(64),  
RegistrationTime, 16) 
RegistrationTime , 
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# Action Expected Result Notes 
convert(varchar(64), ArchiveTime, 
16) ArchiveTime<br />from 
AmGranule<br />where ShortName 
in(&quot;AST_POSF&quot;)<br 
/>and VersionId = 1<br />   use the 
stat command to list the xml file in 
step V-4<br />   to make sure 
ArchiveTime and the time on the file  
<br />   inserted. <br /> 

10 Verify that the NDPIU populates the Inventory database with all granule 
metadata in requirement S-DSS-04260, and that the metadata values in the 
inventory database are correct and match what should have been extracted 
from the input granule. 

• Verify that for each science 
file, the AIM db includes a value 
for:<br />o the unique Granule 
ID (AmGranule.GranuleId)<br />o the 
File Location for each of the granule's 
constituent files 
(DsStVolumeGroup.VolumeGroupPat
h, AmDataFile.internalFileName, 
DsMdXMLPath.path, 
AmMetadataFile.OnlineMetFileName
)<br />o the date and time of storage 
(AmGranule.ArchiveTime)<br />o all 
other metadata attributes from the 
input file that have an AIM db 
location<br />• NDPIU log insert 
verification done in step V7<br />•
 Run GetAimMetadata.ksh 
‹MODE› ‹EcsID›<br />• Verify the 
metadata from the Inventory database 
matches that of the source metadata 
file.<br />• Run GetFileInfo.ksh 
‹MODE› ‹EcsID›<br />• Verify the 
checksum type, origin, and value 
match that of the source metadata 
file.<br /> 

 

11 [Regression] Verify that all granules in the request have been assigned a 
unique granule id, and that this id is recorded in the AIM inventory database. 

• In the Inventory database, run 
the following query:<br />select 
count(*) from AmGranule where 
GranuleId=‹EcsID›<br />• Verify the 
result is 1.<br /> 
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# Action Expected Result Notes 
12 Verify that the name of the XML file in the XML metadata archive follows 

the naming convention in requirement temp-10033. 
• Run GetFileInfo.ksh 
‹MODE› ‹EcsID›<br />• Verify the 
XML file name matches the following 
pattern: 
ShortName.VersionID.GranuleId.xml 
(where VersionID is zero padded to 3 
characters), e.g, 
AST_POSF.001.‹EcsID›.xml<br /> 

 

13 Verify that the Data Pool Ingest service queues an event in the spatial 
subscription server database for this granule insert. 

• Run 
GetSubscriptionEvents.ksh ‹MODE› 
‹GranuleId›<br />• Verify the 
time and ESDT match the test 
granule.<br /> 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

28 DP_81_01_TP028 BAND EXTRACTION UTILITY (ECS-ECSTC-2439) 

DESCRIPTION: 
Band Extraction Utility 
 
PRECONDITIONS: 
 
 
MIL3DCFA.001 
 
STEPS:   
# Action Expected Result Notes 
1 [Band Extraction Utility] Identify a collection with at least 5 granules that is 

configured for HEG subsetting, with no public granules, and containing no 
“granule level” band information.  [NOTE: the Band Extraction Utility 
currently only supports band extaction for public granules.  Thus in this test 
the granules may have to be published before running the utility (steps 2 

Set the Collection to non-public in the 
DPL ingest GUI. Ensure that the <br 
/>PublishByDefaultFlag = “N” , <br 
/>GlobalFlag = “Y”,<br 
/>ConvertEnabledFlag =”N” for the 
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# Action Expected Result Notes 
&amp; 3 are reversed).  NCR 8050033 was written to address this issue.] MIL3DCFA.001 ESDT.<br /><br 

/>Ingest the PDRs in the test 
requirement.<br /><br />Get 
GranuleIds after ingest, and save them 
to a text file name granule_ids.txt. 

2 Prepare an input file specifying the ESDT and a full date range for the 
collection and use it with the EcDlBandSubsettingTransition.pl script to 
populate band information for each granule in the collection. 

Create a text file in the mode's utlities 
directory, according to 
EcDlBandSubsettingTransition.txt.tem
plate. For example,<br /><br 
/>SHORT_NAME=MIL3DCFA<br 
/>VERSION=1<br 
/>START_DATE=Jan 31 2012<br 
/>END_DATE=Feb 2 2012<br 
/>END_COLLECTION <br /><br 
/>START_DATE and END_DATE 
should bracket the date the granules 
were ingested (e.g., yesterday and 
tomorrow).<br /><br />Set the 
ConvertEnabledFlag to 'Y':<br 
/>update AmCollection set 
ConvertEnabledFlag='Y' where 
ShortName='MIL3DCFA' and 
VersionId=1<br /><br />Run the band 
subsetting utlity:<br 
/>EcDlBandSubsettingTransitionStart 
&lt;MODE&gt; inputfile 

 

3 Use the DPL publish utility to make all the granules public. EcDlPublishUtilityStart 
&lt;MODE&gt; –ecs –file 
granule_ids.txt<br /><br />Run 
EcDlPopulateStatTables.pl script to 
make sure that the granule is 
recognized by Web Access. 

 

4 Verify each granule now contains data in the band tables in the AIM 
Inventory Catalog. 

Select ShortName, VersionId, 
GranuleId, IsOrderOnly, PublishTime, 
LastUpdate<br />from AmGranule 
<br />where GranuleId in 
(&lt;granule_ids&gt;)<br /><br 
/>Verify IsOrderOnly is NULL for 
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# Action Expected Result Notes 
each granule.<br /><br />SELECT 
g.ShortName, g.VersionId, 
g.GranuleId, g.IsOrderOnly, 
r.objectId, o.objectName<br />FROM 
AmGranule g <br />LEFT JOIN 
DlGranuleHdfObjectsXref r<br 
/>JOIN DlHdfObjects o<br />ON 
g.GranuleId = r.granuleId<br />ON 
r.objectId = o.objectId<br />WHERE 
g.GranuleId in 
(&lt;granule_ids&gt;)<br />GROUP 
BY g.ShortName, g.VersionId, 
g.GranuleId, g.IsOrderOnly, 
r.granuleId, r.objectId, 
o.objectName<br /><br />Verify each 
granule has a row with 
IsOrderOnly=NULL and objectId and 
objectName have non-NULL values. 

5 Using the Data Pool Web Access utility, search for the granules are submit an 
subsetting “ftp pull” order for each. 

In DPL Web Access GUI, choose 
Data_Set, and click &quot;Start 
Search&quot;.<br />Click 
&quot;MIL3DCFA.1&quot;.<br 
/>Click &quot;Get the 
granules&quot;.<br />Click 
&quot;Add Granules in this page to 
Shopping Cart&quot;.<br />Click 
&quot;View Shopping Cart&quot;.<br 
/>Click the &quot;Display band 
subsetting options&quot; button for 
one of the granules.<br />Expand an 
option (e.g., 
*CloudTopHeightFraction_Std).<br 
/>Select a band (e.g., *Height=42).<br 
/>Check &quot;Apply common band 
selections...&quot;.<br />Click 
&quot;OK&quot;.<br />Click 
&quot;Select Media&quot;.<br 
/>Choose &quot;Download&quot; as 
the media type, and click 
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# Action Expected Result Notes 
&quot;OK&quot;.<br />Fill in the 
form with a reachable email address, 
and click &quot;Confirm Your 
Order&quot;.<br />Copy one of the 
Band Subsetting lines (they should all 
be the same), and save it to a file (e.g., 
band.txt).<br />Submit the order.<br 
/>Note the order ID. 

6 Verify the subsetted products are produced accurately and are available in the 
pull area. 

Check the email account for a 
message.<br />Look for the files under 
/datapool/&lt;MODE&gt;/user/FS1/Pu
llDir/<br />Verify files exist in the 
given ftp pull paths.<br /><br />After 
the granules are shipped, go to the pull 
directory to make sure the granules are 
available in pull area. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

29 DP_81_01_TP029 INGEST WITH BAND EXTRACTION (ECS-ECSTC-2440) 

DESCRIPTION: 
Ingest with Band extraction 
 
PRECONDITIONS: 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data Description Data Type 
Requirements Metadata Requirements Volume 

Requirements 
Size 
Requirements Data Location Readiness 

Status 

357   5 PDRs that are 
successful, in 
addition to low 

MOD29P1D  
 
[Published in 

Requires Real 
HDFEOS Data, 
belonging to a HEG-

2 gran/ PDR None /sotestdata/SynergyVI/DP_S6_01/Criteria/370/V086/ 370 
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Crit 
id 

Crit 
ccr 
no 

Test Data Description Data Type 
Requirements Metadata Requirements Volume 

Requirements 
Size 
Requirements Data Location Readiness 

Status 

flow DPL] able Collection 
 
STEPS:   
# Action Expected Result Notes 
1 [Ingest with Band extraction] Regression test Criteria 370 in Ticket 

DP_S6_01 <br />[Ingest to Archive and to public Data Pool]  Select one 
successful request from the filtered list where the collection in the request is 
configured to be inserted into the public Data Pool. THE GRANULES IN 
THE REQUEST MUST BE REAL HDFEOS DATA, BELONGING TO A 
HEG-ABLE COLLECTION. Ensure the following setup:<br />a. From 
DPL Ingest GUI, Configuration/Data Types, ensure the data type (C1) 
described in “Test Data Requirements” is configured for Data Pool 
publication<br />b. Ensure C1 is HEG-able, verifiable via the 
convertEnabledFlag to ‘Y’ in AmCollection (Aim database) or DataPool 
Maintenance GUI.<br />c. From DPL Ingest GUI, Monitoring/Historical 
Request Status, select a request (R4) of the C1 data type that has completed 
successfully. If there is currently no such request, submit a PDR for that data 
type that will be successfully ingested.<br /> 

Verify that all granules in the request 
have been successfully queued with 
the Data Pool Insert Service for 
insertion into the public Data Pool.
 <br />a. From the DPL 
database, query the 
DlInsertActionQueue for the ecs id 
from the successful request obtain 
from the previous step.<br />select * 
from DlInsertActionQueue<br 
/>where ShortName = 
&quot;MOD29P1D&quot;<br />and 
VersionId = 86<br />and 
enqueueTime &gt;&quot; Jul 8 2011 
2:33:08:286PM&quot;<br />b.
 Verify that an entry exists for 
that ecs id.<br />c. select  
ShortName, VersionId, GranuleId, 
IsOrderOnly, convert(varchar(64),  
RegistrationTime, 16) 
RegistrationTime , 
convert(varchar(64), ArchiveTime, 
16) ArchiveTime<br />  from 
AmGranule<br />  where ShortName 
in(&quot;MOD29P1D&quot;)<br />  
and VersionId = 5<br />     make sure 
the IsOrderOnly is null.<br /><br 
/>Verify that the queuing of the Data 
Pool insert and all information in S-
DPL-18375 are included in the 
application log for this request. a.
 Open 
EcDlInProcessingService.ALOG. <br 
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# Action Expected Result Notes 
/>b. Search for the request ID of 
S1 in this log file. <br />c.  Include the 
following information.:<br />a.
 Data provider,<br />b.  
Request identification<br />c.
 Granule identifications, 
including      <br />          Data Pool 
granule ID, when available,<br />d.  
Outcome.<br />For example, <br 
/>Ingest Granule ID 
=45000000316832<br />ECS granule 
ID: 329251<br />Data Provider: 
MODAPS_TERRA<br />Request ID: 
672094<br /><br />Verify, using the 
debug log or other method supplied in 
ITP, that the state of the request and 
the state(s) of all granules in the 
request were updated appropriately 
during processing of the request, and 
that each non-error state in S-DPL-
18200 (for the request) and S-DPL-
18210 (for granules) was logged in the 
correct order. a. Open 
EcDlInProcessingService.ALOG. <br 
/>b. Search for the request ID of 
R4 in the log file. <br />c. Verify that 
each state change is logged and all 
state changes are valid changes. <br 
/>a. ‘New’ when a request is queued 
or re-queued for ingest,<br />b. 
‘Active’ when a request is 
activated,<br />c.  ‘Successful’ when a 
request completes successfully<br 
/><br />Verify that start and 
completion of band extraction was 
logged for all granules, showing 
successful extraction for the granules 
with valid band information and a 
band extraction failure for the granule 
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# Action Expected Result Notes 
with invalid band information.
 Open the 
EcDlInProcessingService.ALOG.<br 
/>Check  Msg: Starting band 
extraction<br />Msg: Successfully 
compled ban extraction<br />For 
example,<br />PID : 21938 : Thread 
ID : 24964 : MsgLink :0 
meaningfulname 
:DpInGranuleScheduler::PerformBand
Extraction<br /> Msg: Starting band 
extraction for 
/datapool/DEV04/user/FS1//temp/inge
st/672096/45000000316825/MOD29P
1D.A2006179.h03v09.086.200618516
2653.hdf Ingest Granule ID = 
45000000316825, ECS Granule ID = 
329241, RequestID = 672096, Data 
Provider = MODAPS_TERRA  
Priority: 0 Time :  11/07/11 
10:28:47<br />PID : 21938 : Thread 
ID : 24964 : MsgLink :0 
meaningfulname 
:DpInGranuleScheduler::PerformBand
Extraction<br /> Msg: Successfully 
completed band extraction for 
/datapool/DEV04/user/FS1//temp/inge
st/672096/45000000316825/MOD29P
1D.A2006179.h03v09.086.200618516
2653.hdf Ingest Granule ID = 
45000000316825, ECS Granule ID = 
329241, RequestID = 672096, Data 
Provider = MODAPS_TERRA  
Priority: 0 Time :  11/07/11 
10:28:47<br /><br />For the granules 
with valid band information, verify 
that the band information was made 
available for insertion into the Data 
Pool inventory and is correct. (This 
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# Action Expected Result Notes 
can be verified, for example, by 
checking that the correct information 
is present in the Data Pool inventory 
or by completing a DPL publishing 
step and verifying that the granules 
can be ordered for HEG processing 
from the DPL Web GUI and the 
correct band subsetting options are 
offered.) ,<br />Bring up the DPL Web 
Access Gui, locate the granuleId from 
S-1, Click on Add Granule to the 
shopping cart button, Click on “View 
Shopping Cart” link. Click on the icon 
in the “Subsetting” column to make 
sure that the Web Access displays the 
correct sub-setting options for the 
granule.<br /><br />Verify that all 
granules in the request are copied to 
the ECS archive. a. Determine 
the volume group for the collection 
associated with R4 from the Aim 
database:<br />DsStVolumeGroup 
table, VersionedDataType field<br />     
For example,<br />     ls –lrt 
/stornext/snfs1/DEV04/MODIS<br 
/>b. From the PDR of R4, find all 
of the filenames associated with the 
request, and record them. <br />c.
 Log in to the archive host and 
perform an ‘ls’. <br />d. Verify that 
each of the files is present.   <br /><br 
/>Verify that throughput statistics for 
archiving operations are stored in the 
Data Pool database, per the time 
interval configured in criterion 150, 
and that all statistics required in S-
DPL-18850 are recorded (number of 
granules by archive, data volume by 
archive, number of granules per Data 
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# Action Expected Result Notes 
Pool file system, data volume per Data 
Pool file system). a. Log in to 
the Ingest database. <br />b.
 Verify that the field 
InDPLIngestGranule.TimeToArchive 
is filled in and that there is an entry in 
InGranuleFacts for each row in 
InDPLIngestGranule. <br />select * 
from InDPLIngestGranule<br />where 
RequestID = &lt;requestId&gt;<br 
/>select * from InGranuleFacts<br 
/>where RequestID = 
&lt;requestId&gt;<br />c. Verify that 
all the columns are not null<br />d.
 Verify that the database 
contains information about throughput 
statistics for archiving operations in 
the Data Pool database as required in 
S-DPL-18850 (a. by archive, b. by 
Data Pool file system).  <br />Use the 
query below to get the see the result of 
step d.<br />select i.RequestID, 
i.DataType, i.VersionID, 
i.ECSGranuleID,f.ArchiveID, 
FileSystemID from 
InDPLIngestGranule i, InGranuleFacts 
f<br />where i.RequestID = 
672096<br />and i.RequestID = 
f.RequestID<br />group by 
i.RequestID, i.DataType, i.VersionID, 
i.ECSGranuleID,f.ArchiveID, 
FileSystemID<br /> 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
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30 DP_81_01_TP030 RECOVERY FROM BAND EXTRACTION ERRORS (ECS-ECSTC-2441) 

DESCRIPTION: 
Recovery from Band extraction errors 
 
PRECONDITIONS: 
 
 
 
Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements Volume Requirements Size 

Requirements Data Location 

358     MOD29P1D.005   1 granule (1 valid version 
and one malformed version) 

  /sotestdata/DROP_801/DP_81_01/Criteria/358/ 

 
STEPS:   
# Action Expected Result Notes 
1 [Recovery from Band extraction errors]  Ingest a granule that belongs to a 

collection that is configured for HEG processing and that is configured for 
automatic publication. Make sure the ConvertEnabledFlag set to Y and 
the AllowPublishFlag is Y for the MOD29PID.005 ESDT AND 
PublishByDefaultflag=”Y” 

Verify the Band Backfill utility 
successfully populated the Band 
information in the AIM Inventory 
Catalog. Select ShortName, VersionId, 
GranuleId, IsOrderOnly, PublishTime, 
LastUpdate<br />from AmGranule 
<br />where GranuleId = 
&lt;granuleid&gt;<br />make sure 
IsOrderOnly is null<br /><br />select 
g.ShortName,  g.VersionId, 
convert(varchar(12),g.GranuleId) 
'g.granuleId' ,  
convert(varchar(12),r.objectId) 
'r.objectId', convert(varchar(40), 
o.objectName) 'o.objectName', <br /> 
convert(varchar(30), f.fieldName) 
'f.fieldName', convert(varchar(10), 
f.fieldId) 'f.fieldId'<br />from 
AmGranule g 
,DlGranuleHdfObjectsXref r , 
DlHdfObjects o, DlHdfFields f<br 
/>where g.granuleId = r.granuleId<br 
/>and   r.objectId = o.objectId
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# Action Expected Result Notes 
 <br />and r.fieldId = 
f.fieldId<br />and g.granuleId = 
58394<br />group by g.ShortName, 
g.VersionId, g.granuleId , r.granuleId, 
r.objectId, o.objectName, f.fieldName, 
f.fieldId<br /><br />to make sure there 
are rows return.<br /> 

2 After the granule is published remove the band information from the AIM 
Inventory Catalog (this can be done manually via SQL). Ingest the 
granule and create an inputfile which contains the GranuleId and name it 
granuleid<br /><br />Select ShortName, VersionId, GranuleId, IsOrderOnly, 
PublishTime, LastUpdate<br />from AmGranule <br />where GranuleId = 
&lt;granuleid&gt;<br />make sure IsOrderOnly is NULL<br />delete 
DlGranuleHdfObjectsXref<br />where GranuleId = &lt;granuleid&gt;<br 
/><br />also unpublish granule before run the DPL Band Backfill utility<br 
/>EcDlUnpublishStart.pl –mode &lt;MODE&gt; -file granuleid<br /> 

Verify that Web Access obtains and 
displays the correct sub-setting options 
for the granule Bring up the DPL 
Web Access Gui, locate the granuleId 
from S-2, Click on Add Granule to the 
shopping cart button, Click on “View 
Shopping Cart” link. Click on the icon 
in the “Subsetting” column to make 
sure that the Web Access displays the 
correct sub-setting options for the 
granule. 

 

3 Restore the deleted band information using the DPL Band Backfill utility.
 Using the DPL Band Backfill utility to publish the granule.<br 
/>EcDlBandBackfillUtilityStart  -mode &lt;MODE&gt;-file granuleid<br 
/>Run the EcDlPopulateStatTables.pl script to make sure that the granule will 
be recognized by Web Access<br /> 

Verify the HEG is able to subset the 
granule and that the FTP Pull order 
completes without errors. Submit the 
HEG order after choosing the 
subsetting option.<br />Make sure the 
order is shipped and the FTP pull 
order completes without errors<br /> 

 

4 Use Web Access to place a subset order (FTP Pull) for the granule. Bring 
up the DPL web access GUI to order granule in S1. 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

31 DP_81_01_TP031 INGEST MANAGING GRANULE STATES (ECS-ECSTC-2442) 

DESCRIPTION: 
Ingest managing granule states 
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PRECONDITIONS: 
 
 
 
 
 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements Volume Requirements Size 

Requirements Data Location Readiness 
Status 

365     MOD29P1D.005   1 granule   /sotestdata/DROP_801/DP_81_01/Criteria/365/365_A   
365     ACR3L2DM.001   1 granule   /sotestdata/DROP_801/DP_81_01/Criteria/365/365_B   
365     ACR3L2SC.001   1 granule   /sotestdata/DROP_801/DP_81_01/Criteria/365/365_C   
365     MOD29P1D.005   1 granule (renamed 

after PDR made) 
  /sotestdata/DROP_801/DP_81_01/Criteria/365/365_D   

365     MOD29P1D.005   1 granule (checksum 
changed) 

  /sotestdata/DROP_801/DP_81_01/Criteria/365/365_E   

365     AST_L1A.002   1 granule (Fake)   /sotestdata/DROP_801/DP_81_01/Criteria/365/365_F   
 
STEPS:   
# Action Expected Result Notes 
1 [Ingest managing granule states] Create PDRs with the following cases:<br 

/>a. One PDR with a Science granule that will ingest without errors and 
that belongs to a collection that is configured for automatic publication<br 
/>b. One PDR with a science granule that will ingest into a volume group 
that is unavailable (this could be artificially set by making the volume group 
directory unavailable).<br />c. One PDR with a Science granule that will 
ingest without errors and that belongs to a collection that is configured for 
automatic publication but that will fail during publishing (this could be 
artificially set by making the public directory unavailable)<br />d. One 
PDR referencing a granule that doesn’t exist<br />e. One PDR containing a 
granule with an invalid checksum<br />f. One PDR containing a granule 
that requires pre-processing that will fail during pre-processing. <br 
/>a.  one PDR with public Science granule.<br />b. Bring up DPL 
ingest Gui configure invalid volume group directory for this data type 

Using the Sybase audit information, 
verify that:<br />a. Case S1-a 
goes through the successful states<br 
/>b. case S1-b stops at 
ArchErr<br />c. case S1-c stops at 
PubErr<br />d. case S1-d stops at 
InitErr or XferErr<br />e. case S1-e 
stops at ChecsksumErr<br />f.
 case S1-f uses the 
“preprocessing states” and stops at 
PreprocErr, then moves to Cancelled 
after the operator cancels it.<br /> a.
 Bring up the DPL Ingest GUI 
to make sure the case S1-a PDR 
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# Action Expected Result Notes 
ACR3L2DM.001.<br />c. login into database to revoke the execute 
permission for ProcInsertActionQueue store procedure<br />REVOKE 
EXECUTE ON ProcInsertActionQueue to software <br />After ingesting 
granule, make sure to grant back execute permission for 
ProcInsertActionQueue <br />GRANT EXECUTE ON 
ProcInsertActionQueue to software <br />d. Ingest the PDR. in the test 
requirement.<br />e. Ingest the PDR. in the test requirement.<br />f.
 Ingest the PDR in the test requirement.<br /> 

ingested successfully.<br /><br />       
select i.RequestID, g.ShortName, <br 
/>       g.VersionId, 
convert(varchar(12),g.GranuleId) <br 
/>        'g.GranuleId',    g.IsOrderOnly,   
<br />       g.ArchiveTime, 
f.FileState<br />       from 
InDPLIngestFile f, 
InDPLIngestGranule i,   <br />       
EcInDb_&lt;MODE&gt;..AmGranule 
g<br />       where g.GranuleId = 
i.ECSGranuleID<br />       and 
i.RequestID = f.RequestID<br />       
and i.RequestID = 
&lt;requested&gt;.<br />       make 
sure the f.FileState  is 
“SUCCESSFUL”<br /><br />b.
 Bring up the DPL Ingest GUI 
to make sure the case S1-b PDR 
ingested failed.<br /><br />      select 
i.RequestID, g.ShortName, 
g.VersionId, <br />      
convert(varchar(12), g.GranuleId)   
<br />     'g.GranuleId', g.IsOrderOnly, 
g.ArchiveTime,   <br />     
f.FileState<br />     from 
InDPLIngestFile f, <br />     
InDPLIngestGranule i,  <br />     
EcInDb_MODE..AmGranule g<br />     
where g.GranuleId = 
i.ECSGranuleID<br />     and 
i.RequestID = f.RequestID<br />     
and i.RequestID = 
&lt;requested&gt;<br />     Make sure 
the granule status is “ArchErr”<br 
/><br />c. select g.ShortName, 
g.VersionId, convert(varchar(10), 
g.GranuleId) granuleId, g.IsOrderOnly  
'g.IsOrderOnly', g.PublishTime, 
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# Action Expected Result Notes 
i.status, i.statusDetail<br />       from 
AmGranule g,DlInsertActionQueue 
i<br />       where g.GranuleId = 
i.ecsId<br />       and g.GranuleId = 
&lt;GranuleId&gt; 67105<br />       
group by  g.ShortName, g.VersionId,     
<br />       g.GranuleId, g.IsOrderOnly 
, i.status,    <br />       i.statusDetail<br 
/>       make sure isOrderOnly is H<br 
/><br />d.  select i.RequestID, 
i.DataType, i.VersionID, 
convert(varchar(12),i.ECSGranuleID) 
'i.ECSGranuleID' , f.FileState 
'f.FileState'<br />from 
InDPLIngestFile f, 
InDPLIngestGranule i, 
EcInDb_DEV03..AmGranule g<br 
/>where  i.RequestID = 
f.RequestID<br />and i.RequestID = 
&lt;requestId&gt; 1679448<br 
/>group by i.RequestID, i.DataType, 
i.VersionID ,i.ECSGranuleID, 
f.FileState.<br /><br />e.  select 
i.RequestID, 
convert(varchar(12),i.DataType) 
'i.DataType',<br 
/>convert(varchar(12),i.VersionID) 
'i.VersionID', 
convert(varchar(12),i.ECSGranuleID)
<br /> 'i.ECSGranuleID' , f.FileState 
'f.FileState',<br /> i.GranuleStatus, 
convert(varchar(30),i.StatusDetail) 
'i.StatusDetail'<br /> from 
InDPLIngestFile f, 
InDPLIngestGranule i, 
EcInDb_&lt;MODE&gt;..AmGranule 
g<br /> where  i.RequestID = 
f.RequestID<br /> and i.RequestID = 
&lt;requestId&gt;<br /> group by 
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# Action Expected Result Notes 
i.RequestID, i.DataType, i.VersionID 
,i.ECSGranuleID,<br 
/>i.GranuleStatus, i.StatusDetail, 
f.FileState<br /><br />f. From  DPL 
Ingest GUI Monitoring/Request Status 
click on the requestId which was 
failed in PreprocErr to cancel.<br 
/>make sure the status changes to 
Cancelled.<br /> 

2 Set up auditing in Sybase to audit the Ingest login name. This set up 
step needs the DBA to set up the auditing and he or she will use a query to 
see what states the granule goes through. 

  

3 Process each of the above PDRs.  For case S1-f, cancel the PDR after if 
reaches the PreprocErr state. Place the above PDRs in polling 
directories.<br />From the DPL ingest Gui.  For case S1-f, cancel the PDR 
after it reaches the PreprocErr state.<br /> 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

32 DP_81_01_TP032 INGEST WITH GRANULE REPLACEMENT (ECS-ECSTC-2443) 

DESCRIPTION: 
Ingest with Granule Replacement_PVC 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 With the replacement configuration parameter turned on, ingest a science 

granule into the Public Data Pool for which a granule already exists with the 
same ShortName/VersionId/AcquisitionDate and the same Data Pool file 
name (derived from LocalGranuleID), and for which the collection is enabled 
for science and metadata inserts. The original science granule should have at 

set PublishByDefaultFlag and 
ReplacementOnFlag to Y.<br />ingest 
granules.<br />a. The orginal granules 
are in hidden.<br />b. The browse file 
and  and browse links associated with 
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# Action Expected Result Notes 
least one browse file associated with it which is not associated with any other 
granule in the Data Pool, and the replacement granule should have at least 
one browse file associated with it. Verify that: <br />a. The original granule 
and all associated science and metadata files are removed from the Data Pool 
database as meaning &quot;AIM database&quot; and Data Pool disk. <br 
/>b. The browse files and browse links associated with the original granule 
are removed from the Data Pool database as meaning &quot;AIM 
database&quot; and Data Pool disk, and the associated browse links and 
browse file entries are removed from the Data Pool database. <br />c. The 
science, metadata, and browse files associated with the new granule are 
inserted successfully into the Public Data Pool database and Data Pool disk. 
<br />d. The Data Pool Insert Utility log contains all required information 
about the replacement. 

the original granule are hidden.<br 
/>c. The science, metadata, and 
browse files associated with the new 
granule are inserted successfully into 
the Public Data Pool database and 
Data Pool disk.<br />d. Check the 
Data Pool Insert Utility log contains 
all required information about the 
replacement. 

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

  362 S1 
MYD29P1D.005  
 
Browse.001  

      /sotestdata/DROP_801/DP_81_01/Criteria/368   

 
EXPECTED RESULTS: 
 

33 DP_81_01_TP033 DPL INSERT CREATE DIRECTORIES AS NEEDED (ECS-ECSTC-2444) 

DESCRIPTION: 
Criterion 370: DPL Insert create directories as needed 
 
PRECONDITIONS: 
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370     MOD29P1N.005 
 
Browse.001 

  1        granule 
 
1 Browse 

  /sotestdata/DROP_801/DP_81_01/Criteria/370/370_1 

 
STEPS:   
# Action Expected Result Notes 
1 [DPL Insert create directories as needed]<br />Ingest a granule into a 

collection that is currently configured as hidden in the Data Pool; the granule 
acquisition time should be outside the existing directories in the hidden and 
public Data Pool. The Data Pool should also not contain a Public Browse 
directory for the current day. 

In the DPL Ingest GUI, ensure the 
Data Type MOD29P1N.005 is set to 
not be Public by Default.<br />(In the 
AIM database, 
AmCollection.PublishByDefault = 
“N” for datatype MOD29P1N.005.) 

 

2 Using the DPL publish utility, publish the science granule and browse. Ingest a granule.<br />Record the 
science and browse GranuleIds.<br 
/>Sc granuleId<br />browseId
 <br /><br />Go to the hidden 
directories.<br />Verify the science 
granule exists in a new directory.<br 
/>Verify a browse directory with the 
current date was created (the browse 
granule is stored somewhere else).<br 
/><br />Ensure the AllowPublishFlag 
= “Y” for datatype MOD29P1N.005 in 
AmCollection. 

 

3 Verify that all granules both the Science and Browse files are published 
without errors in the Data Pool and that the public directory in the Data Pool 
for the Browse was created and that it corresponds to the insert time of the 
Browse granule. 

Run publish utility to publish the 
granule:<br /><br 
/>EcDlPublishUtilityStart 
&lt;MODE&gt; -file 
.../granule_ids.txt<br /><br />select 
g.ShortName, g.VersionId, 
g.GranuleId, g.IsOrderOnly 
'g.isOrderOnly', b.BrowseId, 
b.IsOrderOnly 'b.IsOrderOnly'<br 
/>from AmGranule g, AmBrowse b, 
AmBrowseGranuleXref x<br />where 
g.GranuleId = x.GranuleId<br />and 
x.BrowseId = b.BrowseId<br />and 
b.BrowseId = &lt;browseId&gt;<br 
/>To verify g.IsOrderOnly and 
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# Action Expected Result Notes 
b.IsOrderOnly are not in “H” 

4 Verify the Browse Image file is correctly recorded in the AIM Inventory 
Catalog and that the association to the science granule is still present. 

select g.ShortName, g.VersionId, 
g.GranuleId, g.IsOrderOnly 
'g.IsOrderOnly',<br />b.BrowseId, 
b.IsOrderOnly 'b.IsOrderOnly', 
i.OnlineFileName,<br 
/>i.OnlineDirectoryPath<br />from 
AmGranule g, AmBrowse b, 
AmBrowseGranuleXref x, 
AmBrowseOnlineFile i<br />where 
g.GranuleId = x.GranuleId<br />and 
x.BrowseId = b.BrowseId<br />and 
x.BrowseId = i.BrowseId<br />and 
b.BrowseId = &lt;browseId&gt; 

 

5 Verify a directory was created in both the hidden and public Data Pool for the 
science granule ingested and that the directory names correspond to the 
acquisition time of the Science granule. 

select ShortName, VersionId, 
g.GranuleId, BeginningDateTime, 
EndingDateTime, insertTime <br 
/>from AmGranule<br />where 
granuleId = &lt;sc granuleId in 
S2&gt;<br /><br />for example,<br 
/><br />ShortName VersionID 
GranuleId       BeginningDateTime         
EndingDateTime                   
insertTime                       <br />--------- 
--------- ---------- --------------------------
------ -------------------------------- -------
------------------------- <br />AST_L1B    
3 298990     Oct  8 2007  
7:06:42:330PM       Oct  8 2007  
7:06:42:330PM       Mar 23 2011  
9:18:22:100AM       <br /><br />Go to 
datapool fs directory<br 
/>/datapool/OPS/user/FS2/.orderdata/
ASTTIwhZqYIp/AST_L1B.003IZArs
Mbi<br />Ls –lrt <br />drwxr-x--x 2 
cmshared cmshared 2067 Mar 23 
09:50 2007.10.08<br />To verify a 
directory was created in the hidden 
Data Pool for the science granule 
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# Action Expected Result Notes 
ingested in S2 and that the directory 
name corresponds to the insert time of 
the hidden Science granule.<br /> 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

34 DP_81_01_TP034 INGEST ADDING CHECKSUMS FOR ALL FILES (ECS-ECSTC-2445) 

DESCRIPTION: 
Ingest adding checksums for all files 
 
PRECONDITIONS: 
 
 
 
Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements Data Location Readiness 

Status 
373     AE_RnGd.002 

 
Browse.001 
 
PH.001 
 
QA.001 

  1 granule 
 
1 browse 
 
1 ph 
 
1  qa 
 
  
 
  
 
  

  /sotestdata/DROP_801/DP_81_01/Criteria/373 
 
Associated QA/PH 

  

 



 

127 
 

STEPS:   
# Action Expected Result Notes 
1 Ingest the PDR in test requirement select i.RequestID, g.ShortName, 

g.VersionId, <br />  
convert(varchar(12),g.GranuleId) 
'g.GranuleId',   <br />  
f.ChecksumOrigin, 
d.ChecksumOriginId,  <br />  
convert(varchar(12), 
f.ChecksumType) <br />  
'ChecksumType', d.ChecksumTypeId, 
<br />  convert(varchar(15), 
d.Checksum) <br />  'd.Checksum', 
d.UserDataFile<br />   from 
InDPLIngestFile f, 
InDPLIngestGranule i,    <br />   
EcInDb_&lt;MODE&gt;....AmGranul
e g, <br />   
EcInDb_&lt;MODE&gt;....AmDataFil
e d,      <br />   
EcInDb_&lt;MODE&gt;....DsMdChec
ksumOrigins o, <br />   
EcInDb_&lt;MODE&gt;....DsMdChec
ksumTypes t<br />   where 
g.GranuleId = i.ECSGranuleID<br />   
and i.RequestID = f.RequestID<br />   
and i.DataType = f.DataType<br />   
and g.ShortName = i.DataType<br />   
and g.GranuleId = d.GranuleId<br />   
and f.ChecksumOrigin = 
o.ChecksumOrigin<br />   and 
f.ChecksumType = 
t.ChecksumType<br />   and 
i.RequestID = &lt;requestId&gt;<br />   
order by i.RequestID, g.ShortName, 
<br />   g.VersionId, g.GranuleId, 
g.IsOrderOnly, <br />   
g.ArchiveTime, f.ChecksumOrigin,  
<br />   f.ChecksumType,f.FileState, 
<br />  
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# Action Expected Result Notes 
d.ChecksumOriginId,d.ChecksumTyp
eId<br /><br />From the DPL ingest 
GUI/Configuration/ECS Service.   
Record the Checksum Types.<br 
/><br />select i.RequestID, 
g.ShortName, g.VersionId,   <br />  
convert(varchar(12),g.GranuleId) 
'g.GranuleId',<br />   g.IsOrderOnly, 
g.ArchiveTime, <br />  
f.ChecksumOrigin, 
d.ChecksumOriginId,  <br />  
f.ChecksumType, <br />  
d.ChecksumTypeId, f.FileState,   <br 
/>  d.OnlineChecksumLastVerified<br 
/>  from InDPLIngestFile f, 
InDPLIngestGranule i,  <br />  
EcInDb_&lt;MODE&gt;..AmGranule 
g, <br />  
EcInDb_.&lt;MODE&gt;...AmDataFil
e d,<br />  
EcInDb_&lt;MODE&gt;....DsMdChec
ksumOrigins o, <br />  
EcInDb_&lt;MODE&gt;....DsMdChec
ksumTypes t<br />   where 
g.GranuleId = i.ECSGranuleID<br />   
and i.RequestID = f.RequestID<br />   
and i.DataType = f.DataType<br />   
and g.ShortName = i.DataType<br />   
and g.GranuleId = d.GranuleId<br />   
and f.ChecksumOrigin = 
o.ChecksumOrigin<br />   and 
f.ChecksumType = 
t.ChecksumType<br />eg<br />   and 
i.RequestID in ( 1679452)<br />   
order by i.RequestID, g.ShortName,  
<br />  g.VersionId, g.GranuleId, 
g.IsOrderOnly,   <br />  
g.ArchiveTime, f.ChecksumOrigin, 
<br />  f.ChecksumType,f.FileState, 
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# Action Expected Result Notes 
<br />  
d.ChecksumOriginId,d.ChecksumTyp
eId<br /> 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

35 DP_81_01_TP035 INSERTING NON-ECS GRANULES INTO THE DATA POOL (ECS-ECSTC-2446) 

DESCRIPTION: 
Inserting non-ECS granules into the Data Pool 
 
PRECONDITIONS: 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements Data Location 

375       
 
IXBMIGEO.002 
 
  
 
  
 
IXBMI2AE.002 

  1 granule + 1 
masquerading 
 
9 granules + 1 
masquerading 

  Pre-condition: insert 2 granules before the 
test./sotestdata/DROP_801/DP_81_01/Criteria/375/375_pre_test 
 
/sotestdata/DROP_801/DP_81_01/Criteria/375/ 

 
STEPS:   
# Action Expected Result Notes 
1 [Inserting non-ECS granules into the Data Pool]  Create an input file 

containing at least 10 non-ECS granules and use the DPL Batch Insert utility 
to process the file.  The non-ECS granules should contain unique values for 
the LocalGranuleID metadata attribute.  At least 2 granules should contain 

Verify the non-ECS granules are 
assigned a granule ID from the AIM 
inventory catalog and that the catalog 
entries reflect the fact that they belog 
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# Action Expected Result Notes 
LocalGranuleID values that are already present in the DPL (one within the 
same collection as the collection specified in the input file and the other one 
belonging to a different collection). Pre-test: insert 2 nonecs granules<br 
/>EcDlPublishUtilityStart &lt;MODE&gt;   -nonecs 
/sotestdata/DROP_801/DP_81_01/Criteria/375/375_pre_test/<br /> Then <br 
/> Publish the 10 non-ECS granules.<br /> EcDPublishUtilityStart.pl 
&lt;MODE&gt;  -nonecs    -file<br /> Filename<br /><br /><br /> 

to a non-ECS collection. Use the sql 
statement below to verify<br />select 
g.ShortName, g.VersionId, 
convert(varchar(10), g.GranuleId) 
granuleId, LocalGranuleID <br 
/>where GranuleId = &lt;granuleId in 
S-1&gt;<br />make sure the 
LocalGranuleID for each granule 
matches with LocalGranuleID in test 
Data PDRs above.<br /><br />Verify 
the Data Pool metadata supporting 
Web Access (warehouse metadata) is 
updated to include the non-ECS 
granules Bring up the Data Pool Web 
Access to search for the granules in S-
1.<br />Verify that the 
LocalGranuleId metadata attributes 
are correctly recorded in the AIM 
Inventory Catalog. select 
ShortName, VersionId, 
convert(varchar(10), GranuleId) 
GranuleId, LocalGranuleID, EcsFlag 
from AmGranule<br />where 
GranuleId = &lt;GranuleId in S-
1&gt;<br /><br />Verify the granules 
with duplicate LocalGranuleID values 
are not inserted into the Data Pool and 
that appropriate errors are logged so 
that the reason for the failure is 
identified. Open the DAP log 
(located in the DAP sub directory of 
the 
/usr/ecs/&lt;mode&gt;/CUSTOM/logs
) to verify the granules with duplicate 
LocalGranuleID values are not 
inserted into the Data Pool and that 
appropriate errors are logged so that 
the reason for the failure is 
identified.<br /><br /> 
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TEST DATA: 
 
EXPECTED RESULTS: 
 

36 DP_81_01_TP036 BROWSE NOT CONSIDERED PART OF ONLINE ARCHIVE (ECS-ECSTC-2447) 

DESCRIPTION: 
Browse not considered part of Online Archive 
 
PRECONDITIONS: 
A spatial subscription is set up for collection AST_L1B based on the coordinates in the README file under the directory 
/sotestdata/DROP_722/DP_7F_01/Criteria/030 
 
Verify that the ESDTs in the mode are configured according to the Test Data Requirements InsertEnabledFlag (IEF) and the PublishByDefaultFlag 
 
select ShortName, VersionId, PublishByDefaultFlag, insertEnabledFlag 
 
from AmCollection 
 
where (ShortName = "MOD29P1D" and VersionId = 5) 
 
or   (ShortName = "AST_L1B" and VersionId = 3) 
 
or   (ShortName = "DAP" and VersionId = 1) 
 
or   (ShortName = "AE_Land"   and VersionId = 2) 
 
Similiarly, verify that the ESDTs are configured according to the test data requirements assuring that the hidden retention time is at least one hour on the Data 
Types page of the Ingest Gui On the Configuration Parameters page of the Data Pool Maintenance (DPM) GUI, set the 
DeleteCompletedActionsAfter parameter to about 3 days (72 hours). This extends that time actions are left in the 
DlInsertActionQueue 
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  Crit step # APF Public ESDT Browse HEG DFA Notes EDF Directory   
A 380 S1 2 Y Y MOD29P1D N/R n/a n/a   /sotestdata/DROP_722/DP_7F_01/Criteria/030 
B 380 S1 2 Y N AST_L1B N/R n/a n/a Published via a qualifying 

subscription (get qualification from 
SO) 

  

C 380 S2 2 Y N AST_L1B Y n/a n/a     
D 380 S3 2 N N DAP n/a n/a n/a     
E 380 S3 2 Y Y AE_Land N/R n/a n/a Each w/ associated PH & QA   
 
STEPS:   
# Action Expected Result Notes 
1 [Browse not considered part of Online Archive]  Regression test Criteria 30 

in Ticket DP_7F_01. Ingest at least two granules from at least one collection 
configured to be published on ingest; as well as at least two granules from at 
least one collection not configured to be published in ingest that will be 
published via subscription as well as at least two granules that will not 
become public.  Create a spatial subscription that will match the two row B 
granules. <br />Ingest the 16 granules above.  Collect the GranuleIds and 
BrowseIds:<br />MOD29P1D:  ________  ________<br />AE_Land: 
_______  PH: _______  QA: _______<br />AE_Land: _______  PH: 
_______  QA: _______<br />DAP:  _______  _______<br />AST_L1B: 
_______  (subscription)<br />AST_L1B: _______  (subscription)<br 
/>AST_L1B: _______  Browse: _______<br />AST_L1B: _______  Browse: 
_______<br />Use the following query on the DataPool database to record 
the ids:<br />select * from DlInsertActionQueue where enqueueTime 
between &quot;&lt;start time&gt;&quot; and &quot;&lt;end 
time&gt;&quot;<br />select * from AmGranule where insertTime between 
&quot;&lt;starttime&gt;&quot; and &quot;endtime&gt;&quot;<br />The 
start and end time should encompass the ingest period.<br /> 

Verify that the browse granules that 
are not public are cleaned up from the 
Data Pool. Verify that the two 
browse granules from step S2 are 
removed from the DPL db &amp; 
hidden datapool.<br />Verify that they 
are not in the select g.ShortName, 
g.VersionId, convert(varchar(10), 
g.GranuleId) granuleId, 
g.IsOrderOnly,<br 
/>g.PublishTime,<br 
/>convert(varchar(10), b.BrowseId) 
BrowseId,b.IsOrderOnly, 
convert(varchar(15), d.Checksum) 
Checksum<br />from AmGranule g, 
AmBrowse b, AmBrowseGranuleXref 
x, AmBrowseDataFile d<br />where 
g.GranuleId = x.GranuleId<br />and 
x.BrowseId = b.BrowseId<br />and 
b.BrowseId = d.BrowseId<br />and 
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# Action Expected Result Notes 
g.ShortName = 
&quot;AST_L1B&quot;<br />and 
VersionId = 3<br />and 
g.RegistrationTime  &gt;&quot;Jul 26 
2011&quot;<br />group by 
g.ShortName, g.VersionId, 
g.GranuleId, g.IsOrderOnly, 
g.PublishTime,<br />b.BrowseId, 
d.Checksum, b.IsOrderOnly<br /><br 
/>open the 
EcDlNewInsertUtilityDPAD.log to 
search for 
AST_L1B_00309222007052932_200
70927093450_22927.hdf.browse.hdf 
to make sure there is a message 
removeFilesFromDisk: removed: 
/datapool/DEV04/user/FS1/.orderdata/
BRWSJZkDStep/Browse.001gklcDmt
O/2011.07.26/AST_L1B_0030922200
7052932_20070927093450_22927.hdf
.browse.hdf<br />use the ls unix 
command to make sure the file has 
been removed from hidden directory. 
Change directory to the public or 
hidden area of the collection directory 
tree in the Data Pool<br /> 

2 Ingest browse granules that are not made public, i.e., are not related to any of 
the published granules. Use the 2 AST_L1B granules w/browse in S1 
above.<br /><br /> 

Verify that the science granules that 
are not published as well as the 
science granules that are published 
were not cleaned up from the Data 
Pool. Verify that none of the 
science granules (public or non-
public) are cleaned up.  (Neither from 
the AIM db nor the public/hidden 
datapool file system). Verify that the 
MOD29P1D and AE_Land granules 
remain in the public/hidden datapool 
file system and that the science 
granules are returned when invoking 
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# Action Expected Result Notes 
the AmGranule table or use the 
ProcGetGrFiles to get publish or 
unpublish granules.  For example, <br 
/>Exec ProcGetGrFiles “ShortName”, 
GranuleId<br /><br /> 

3 Ingest QA, PH, DAP granules. Use the DAP &amp; AE_Land granules 
in S1 above. 

Verify that the science granules that 
are not published as well as the 
science granules that are published 
will not be cleaned up from the Data 
Pool by Ingest (i.e., there is no Ingest 
cleanup action queued for them).
 Use the DPL GranuleID to 
check table InDPLCleanupAction to 
verify these granules do NOT have a 
cleanup action queued. 

 

4 Wait until all Data Pool actions (such as registration, publication, cleanup) 
have reached a completion state. Look for completion of the 
BrowsePublish event in DlInsertActionQueue for the two row C granules.<br 
/>See results of the query in S 1.<br /> 

Verify that the QA, PH, DAP granules 
were not cleaned up from the Data 
Pool. Verify that the DAP, PH 
&amp; QA granules are not cleaned 
up from AIM db or datapool file 
system.<br /><br /><br />Verify that 
the QA, PH, DAP granules will not be 
cleaned up from the Data Pool by 
Ingest (i.e., there is no Ingest cleanup 
action queued for them). Use the 
DPL GranuleID to check table 
InDPLCleanupAction to verify these 
granules do NOT have a cleanup 
action queued.  Use the 
ProcGetGrFiles to get publish or 
unpublish granules.  For example, <br 
/>Exec ProcGetGrFiles “ShortName”, 
GranuleId<br />Use the ls unix 
command to verify the result.<br 
/><br /> 
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TEST DATA: 
 
EXPECTED RESULTS: 
 

37 DP_81_01_TP037 DPL ACCESS STATISTICS (ECS-ECSTC-2448) 

DESCRIPTION: 
DPL Access Statistics 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 [DPL Access Statistics] Regression test Criterion 10 in ticket DP_SY_08.  

Correct NCR reference DP-ACS-220 to S-DPL-32220.  <br />Prepare a set of 
log files in advance for the Data Pool Web Access Service log and Data Pool 
FTP Server. These log files should represent accesses to granules, browse 
granules and metadata files, whose size, insert date, and subscriptionID 
causing insert, etc. are known. The log should represent accesses to several 
10's (70-80) of granules/files spanning several 10's (30-40) of insert 
subscriptions, but not all of the subscriptions. The log files should represent 
accesses covering a period of at least three 24-hour periods, including one 24-
hour periods to be reported on, the 24-hour periods before, and a 24-hour 
after the reporting period.  Place these files in the directories and with the 
filenames for which DPASU has been configured. Configure the automatic 
log processing component of the DPASU so that it will automatically 
processes the reporting period and add one day of summary information to 
the DPAL. After the logs are processed, using the DPASU reporting 
capability, request a report covering the one day period, selecting that all 
subscriptions be included and that report summary information be included as 
well as the access method specific information.  Confirm that:<br />
 Requirements:<br />1. Location of the perl scripts:<br />a)
 EcDlRollUpWUFTP.pl<br />b) EcDlRollUpWebLog.pl<br />2.
  DlGranuleAccess Table.<br />*DPASU – Data Pool Access 
Statitics Utility<br />*DPAL- Data Pool Access Log<br />Create Logs:<br 
/>-Over a period of 72 hrs make 1 FTP request every hour through the Web 
Access and the FTP servers. Make a note of the times during which the 
requests are processed – This step may best be accomplished by using a cron 

a. The log files are processed at 
the appropriate time. Verify that 
the logs for EcDlRollUpWUFTP.pl   
and EcDlRollUpWebLog.pl show that 
they were run at times consistent with 
the cron.<br /><br /><br />a.
 The report contains a report 
summary segment, which contains the 
information indicated in requirement 
DP-ACS-450<br /> 1.
 Ensure that 
EcInDb_&lt;MODE&gt;..DlGranuleA
ccess contain columns with  the 
following information: <br />a)
 Granule ID <br />b)
 File Type (METADATA, 
BROWSE, SCIENCE)  Access size 
(bytes)  <br />c) Date &amp; time of 
access  <br />d) Access Type (FTP, 
http)  <br />e) TransferTime<br 
/>f) Ip<br />g)
 DomainName<br />h)
 Age of granule at access (i.e., 
number of days that the granule had 
been in  the Data Pool at the time of 
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# Action Expected Result Notes 
job.<br /><br /> access)<br /><br />a. The 

information contained in the report 
summary is accurate.<br />
 Ensure that the 
EcInDb_&lt;mode&gt;..DlGranuleAcc
ess table matches the count of 
subscriptions for the time spanning the 
test.<br /><br />a. The 
information contained in the 
subscription summary items is 
accurate.<br />The start and stop times 
of the report are correct and the report 
contents reflect that period Check the 
EcInDB_&lt;mode&gt;..DlAccessRoll
up table to verify that the start and end 
date times are correct and match up 
with the source logs.<br /> 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

38 DP_81_01_TP038 DPL GROUP AND DISPLAY NAMES (ECS-ECSTC-2449) 

DESCRIPTION: 
DPL Group and Display names 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 [DPL Group and Display names] Using the DPL maintenance GUI add a new 

group to the DPL using a group name that is 12 characters long.  Do not 
specify a display name. Bring up the DPL maintenance GUI/Collection 
Groups.  Click on Add Collection Group link and add a new group to the 
DPL using a group name that is 12 characters long. 

Verify the 12 character group name is 
accepted and stored in the AIM 
Inventory Catalog. Select 
groupId, displayName, 
CollGrpDescription <br />select 
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# Action Expected Result Notes 
groupId, displayName, 
CollGrpDescription<br />from 
DlCollectionGroup<br />where 
groupId = 
&quot;MYTESTTWELVE&quot;<br 
/>groupId      displayName  
CollGrpDescription<br />------------ --
---------- ------------------------------------
-----------------<br 
/>MYTESTTWELVE Testing for 
using a group name that is 12 
characters.<br /><br /> 

2 Repeat S1 attempt to enter more than 12 characters Bring up the DPL 
maintenance GUI/Collection Groups.  Click on Add Collection Group link 
and add a new group to the DPL using a group name that is 14 characters 
long.  For example, MYTESTTHIRTEEN. 

Verify the Display name is set the 
group name and is also 12 characters 
long. See V1.<br />Verify that the 
GUI will not allow more than 12 
characters Make sure the 
GROUP ID text box allows for typing 
up to 12 character.  For example, 
MYTESTTHIRTE. 

 

3 Bring up the DPL maintenance GUI/Collection Groups.  Click on Add 
Collection Group link and add a new group to the DPL using a group name 
that is 12 characters long. 

Select groupId, displayName, 
CollGrpDescription <br />select 
groupId, displayName, 
CollGrpDescription<br />from 
DlCollectionGroup<br />where 
groupId = 
&quot;MYTESTTWELVE&quot;<br 
/>groupId      displayName  
CollGrpDescription<br />------------ --
---------- ------------------------------------
-----------------<br 
/>MYTESTTWELVE Testing for 
using a group name that is 12 
characters.<br /> 

 

4 Bring up the DPL maintenance GUI/Collection Groups.  Click on Add 
Collection Group link and add a new group to the DPL using a group name 
that is 14 characters long.  For example, MYTESTTHIRTEEN. 

Verify the 12 character group name is 
accepted and stored in the AIM 
Inventory Catalog.<br />Verify the 
Display name is set the group name 
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# Action Expected Result Notes 
and is also 12 characters long.<br 
/><br />Make sure the GROUP ID 
text box allows for typing up to 12 
character.  For example, 
MYTESTTHIRTE. 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

39 DP_81_01_TP039 CREATE A THEME IN DPL (ECS-ECSTC-2450) 

DESCRIPTION: 
Create a theme in DPL 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 [Create a theme in DPL] Use the DPL Maintenance GUI to create a theme.  

Specify a name and description; the theme should be set to allow inserts, and 
to be visible via the Web. Bring up the DPL maintenance GUI/Themes.  
Click Add NewTheme link. <br />Enter a new theme in Theme Name text 
box<br />Enter a description in the Description text box<br />Check the Web 
Visible check box<br />Check the Insert Enabled check box<br />Click the 
“Apply Change” button.<br /><br /> 

Verify the Theme is stored in the DPL 
Inventory Metadata and that each of 
the above attributes is correctly 
recorded. Select * from 
DlTheme<br />Where name = 
&lt;theme name in S1&gt;<br />Make 
sure the name, themeDescription 
match with the names in S1.<br 
/>Make sure the insertEnabledFlag is 
“Y” and the webVisibleFlag is “Y<br 
/> 

 

 
 
TEST DATA: 
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EXPECTED RESULTS: 
 

40 DP_81_01_TP040 DPL MOVE COLLECTION / DPL CLEANUP (ECS-ECSTC-2451) 

DESCRIPTION: 
DPL Move Collection / DPL Cleanup 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 DPL Move Collection / DPL Cleanup] Use the DataPool Move collection 

utility to move a collection from one file system to another. Ensure that the 
collection has enough granules for the move to take at least 10 minutes.   
When completed run the DataPool CleanupFilesOnDisk utility to remove 
links that are no longer in use (specify a maxFileAge that will allow the links 
to be removed).<br /> 1. The procedure requires cmshared 
priviledges.<br />2. Establish a view consistent with the version under 
test <br />3. Ensure that the QA Update Utility is not running.<br />4.
 Verify that the mode has 1000’s of granules of one particular 
type.<br />5. Navigate to /urs/ecs/&lt;mode&gt;/CUSTOM/utilities<br 
/>6. Run the EcDlMoveCollection.pl script making note of the start and 
end times<br />7. Run the EcDlCleanUpFilesOnDisk.pl script in the 
/urs/ecs/&lt;mode&gt;/CUSTOM/utilities/ folder.<br /><br /> 

Verify that that all granules were 
copied to the new collection location, 
including those that were inserted into 
the collection during the test, and the 
source directories were all removed.
 Use 
EcInDb_&lt;MODE&gt;..AmDataFile 
table to verify that the granules are 
relocated to the new files system. 
Confirm that:<br />The granules 
associated with collection are moved 
to 
/stornext/&lt;FileSystem&gt;/&lt;instr
ument &gt;<br />Run ls with wc to 
count the number of files in the 
/stornext/&lt;FileSystem&gt;/&lt;instr
ument&gt; folder.<br /><br />Verify 
the collection level attribute indicating 
the collection was moved is set and 
that no granule level attributes were 
affected (the time of the Granule 
LastUpdate is prior to the move).
 Use 
EcInDb_&lt;MODE&gt;..AmCollecti
on table to verify that the collections 
are relocated to the new files system. 
Confirm that:<br />1. The 
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# Action Expected Result Notes 
number of files in consistent<br />2.
 That the file system was 
changed correctly<br />3. Verify that 
the LastCollectionMoveTime is 
consistent with the time notes made in 
6. Above.<br /><br />Verify that links 
used to temporarily support the move 
of granules from one file system to 
another are removed by the DataPool 
CleanupFilesOnDisk after the 
collection move is completed.
 Run the ls command with the 
–il switch in the new location and 
ensure that each file does not have 
more than one hard link. 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

41 DP_81_01_TP041 MISR BROWSE ASSOCIATIONS IN DATA POOL (ECS-ECSTC-2452) 

DESCRIPTION: 
MISR Browse associations in Data Pool 
 
PRECONDITIONS: 
 
 
 
Crit 
id 

Crit 
ccr no 

Test Data 
Description Data Type Requirements Metadata 

Requirements Volume Requirements Size 
Requirements Data Location 

525     Reuse DP_7F_01 
criterion 30 data 

  Reuse DP_7F_01 
criterion 30 data 

  /sotestdata/SynergyVI/DP_72_05/Criteria/  
 
020, 040, and 060  
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STEPS:   
# Action Expected Result Notes 
1 Note: Provided test data has following attributes:<br />1. MI1B2E: 

cameraId=AF, ProductVersion=19<br />2. MI1B2E: cameraId=AN, 
ProductVersion=19<br />3. MISBR: cameraId=AN, 
ProductVersion=19<br /><br />Temporal coverage is:<br />1. MI1B2E: 
2003-08-16 <br />14:53:43.029400Z -&gt; 15:43:10.029400Z<br />2.
 MI1B2E: 2003-08-16 <br />14:54:30.032760Z -&gt; 
15:43:57.032760Z<br />3. MISBR: 2003-08-16 <br />14:54:30.032760Z -
&gt; 15:43:57.032760Z<br /> 

[The verification clauses are identical 
to the ones in Criteria 10] Verify that 
the MISBR granule is also present in 
the public DPL as a browse granule.
 Verify that the MISBR 
granule is copied into  
./BRWS/Browse.001/2003.08.16. 

 

2 • Set MISR_SPECIAL_PROCESSING = Y.<br />• Submit the 
PDRs for the two MI1B2E granules.<br />• After Ingest is successful, verify 
in the DPM GUI- ListInsertQueue that the status is “COMPLETE.”  <br />•
 Use query below to get Granule IDs of both the ‘AF’ and ‘AN’ 
granules.<br />select ShortName, VersionId, GranuleId, RegistrationTime,  
SizeMBECSDataGranule, LocalGranuleID<br />from AmGranule<br 
/>where ShortName = &quot;MI1B2E&quot;<br />and RegistrationTime 
&gt; &quot;July 1 2011&quot;<br />exec ProcGetGrFiles 
&quot;MI1B2E&quot;, &lt;GranuleId&gt;<br />use the ls command to make 
sure the files in the public directory.  For example,<br />ll 
/datapool/DEV04/user/FS2/MSRT/MI1B2E.002/2003.08.16/MISR_AM1_G
RP_ELLIPSOID_GM_P007_O019474_AN_F02_0019.hdf<br />•
 Verify that all of the granules are present in the 
./MSRT/MI1B2E.002/2003.08.16 directory.<br /> 

• Use query below to verify 
that the browse file is linked to the 
‘AN’ science file from step 9.  (The 
cameraId is part of the filename).<br 
/>select g.ShortName, g.VersionId, 
convert(varchar(10), g.GranuleId) 
granuleId,<br />g.PublishTime, 
g.LocalGranuleID,<br 
/>convert(varchar(10), b.BrowseId) 
BrowseId , o.OnlineFileName<br 
/>from AmGranule g, AmBrowse b, 
AmBrowseGranuleXref x, 
AmBrowseOnlineFile o<br />where 
g.GranuleId = x.GranuleId<br />and 
x.BrowseId = b.BrowseId<br />and 
x.BrowseId = o.BrowseId<br />and 
g.GranuleId = &lt;granuleId&gt;<br 
/>group by g.ShortName, g.VersionId, 
g.GranuleId, g.IsOrderOnly, 
g.PublishTime,<br />b.BrowseId, 
o.OnlineFileName<br /> 

 

3 Select a MISBR granule from the test data set that can be associated to the 
granules in Clause 1 (cameraIds match, its temporal coverage intersects those 
of the MISR Level 1 granules and it must have the same 
SP_AM_MISR_ProductVersion product specific attribute value). Ensure that 
the MISBR ESDT is configured for public DPL ingest and the 
spatialSearchType is ‘orbit’. Submit the PDR for the MISBR granule. 

• Verify that there is a linkage 
browse file in 
./MSRT/MI1B2E.002/2003.08.16 that 
‘points to’ the MISBR file in the 
Browse.001 directory.<br />• If 
required, run 
EcDlPopulateStatTables.pl<br />•
 Using WebAccess, verify that 
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# Action Expected Result Notes 
the Browse icon is displayed with the 
2003.08.16  entry for the MI1B2E 
granule and that the browse file can be 
displayed when the icon is clicked.<br 
/> 

4 Ingest the MISBR granule into the public DPL. Verify that the granule was 
successfully published. • After Ingest is successful, verify in the 
DPM GUI- ListInsertQueue that the status is “COMPLETE.”  <br />• Exec 
ProcGetGrFiles &quot;MISBR&quot;, &lt;GranuleId&gt; Verify that the 
granule is present in the ./MSRT/MISBR.005/2003.08.16 directory. <br /> 

  

5 This criterion will test the association of an MISR Level 1 science granule 
being published after its associated MISBR has been published as a science 
granule. The MISR Level 1 science granule must have a cameraId. <br 
/>Select two MISBR granules from the test data set. One granule should have 
a cameraId that does not match the cameraId of the MISR Level 1 granule 
below, and the other should have a cameraId that matches the cameraId of the 
MISR Level 1 granule below. Ensure that all the chosen ESDTs are 
configured for public DPL ingest and the spatialSearchType is ‘orbit’. <br 
/>Select one MISR Level 1 science granule that has a cameraId that is NOT 
‘AN’ and the temporal coverage intersecting the ones of the two MISBR 
granules that were selected. <br />All granules must have the same 
SP_AM_MISR_ProductVersion product specific attribute value. Note: 
Provided test data has following attributes:<br />1. MISBR: cameraId=CA, 
ProductVersion=19<br />2. MISBR: cameraId=CF, 
ProductVersion=19<br />3. MI1B2E: cameraId=CA, 
ProductVersion=19<br /><br />Temporal coverage is:<br />1. MISBR: 2003-
08-14 <br />15:09:07.581120Z -&gt; 15:58:34.581120Z<br />2.
 MISBR: 2003-08-14 <br />15:04:10.550320Z -&gt; 
15:53:37.550320Z<br />3. MI1B2E: 2003-08-14 <br />15:09:07.581120Z -
&gt; 15:58:34.581120Z<br /><br /> 

Verify that only the MISBR granule 
browse representation with a cameraId 
that matches the one of the MISR 
Level 1 science granule has been 
published into DPL as a browse.
 Verify that a copy of ‘CA’ 
MISBR granule is added to the 
./BRWS/Browse.001/2003.08.14 
directory. 

 

6 Ingest the MISBR granules into the public DPL. Verify that the granules were 
successfully published and only their science representation exists in DPL. In 
order to accomplish this no other MISR Level 1 or Level 2 science granules 
that are associated with this MISBR must exist in the public DPL. •
 Submit the PDRs for the two MISBR granules.<br />• After 
Ingest is successful, verify in the DPM GUI- ListInsertQueue that the status is 
“COMPLETE.”  <br />• Use query below to granule IDs .<br />select 
ShortName, VersionId, GranuleId, RegistrationTime,  

• Use Query below to verify 
that the ‘CA’ MISBR file is linked to 
the granule ID of the science file from 
step 3.<br />select g.ShortName, 
g.VersionId, convert(varchar(10), 
g.GranuleId) granuleId,<br 
/>g.PublishTime, 
g.LocalGranuleID,<br 
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# Action Expected Result Notes 
SizeMBECSDataGranule, LocalGranuleID<br />from AmGranule<br 
/>where ShortName = &quot;MISBR&quot;<br />and RegistrationTime &gt; 
&quot;July 1 2011&quot;<br />exec ProcGetGrFiles &quot;MISBR&quot;, 
&lt;GranuleId&gt;<br />use the ls command to make sure the files in the 
public directory.  <br />• Verify all of the granules are present in the 
./MSRT/MISBR.005/2003.08.14 directory. <br />•  Verify a copy does 
NOT exist in the ./BRWS/Browse.001/2003.08.14 directory. <br /> 

/>convert(varchar(10), b.BrowseId) 
BrowseId , o.OnlineFileName<br 
/>from AmGranule g, AmBrowse b, 
AmBrowseGranuleXref x, 
AmBrowseOnlineFile o<br />where 
g.GranuleId = x.GranuleId<br />and 
x.BrowseId = b.BrowseId<br />and 
x.BrowseId = o.BrowseId<br />and 
g.GranuleId = &lt;granuleId&gt;<br 
/>group by g.ShortName, g.VersionId, 
g.GranuleId, g.IsOrderOnly, 
g.PublishTime,<br />b.BrowseId, 
o.OnlineFileName<br /><br />Verify 
that this MISBR file is NOT linked to 
any other granuleId. <br /> 

7 Ingest the MISR Level 1 science granule into the public DPL. Verify that the 
granule was successfully published. • Submit the PDR for the MI1B2E 
granule.  <br />• After Ingest is successful, verify in the DPM GUI- 
ListInsertQueue that the status is “COMPLETE.”  <br />• Use Query 
below to get the Granule ID.<br />select ShortName, VersionId, GranuleId, 
IsOrderOnly, RegistrationTime,  SizeMBECSDataGranule, 
LocalGranuleID<br />from AmGranule<br />where ShortName = 
&quot;MI1B2E&quot;<br />and RegistrationTime &gt; &quot;July 1 
2011&quot;<br />exec ProcGetGrFiles &quot;MI1B2E&quot;, 
&lt;GranuleId&gt;<br />make sure IsOrderOnly is null.<br />Verify that the 
granule is present in the ./MSRT/MI1B2E.002/2003.08.14 directory.<br /> 

• Verify that there is a linkage 
browse file in 
./MSRT/MI1B2E.002/2003.08.14 that 
‘points to’ the MISBR file in the 
Browse.001 directory.<br />• If 
required, run 
EcDlPopulateStatTables.pl<br 
/>Using WebAccess, verify that the 
Browse icon is displayed with the 
2003.08.14 entry for the MI1B2E 
granule and that the browse file can be 
displayed when the icon is clicked.<br 
/> 

 

8 This criterion will test the association of the MISBR science granule being 
published with the MISR Level 2 science granules that are already in the 
public DPL. The MISBR that is associated to the science granule must have a 
camera ID of ‘AN’. <br />Select a granule from a MISR Level 2 ESDT from 
the test data set. The granule will have no cameraId. Ensure that the chosen 
ESDT is configured for public DPL ingest and the spatialSearchType is 
‘orbit’. <br />Select two MISBR granules from the test data set, one that has 
a cameraId of ‘AN’ and the other with a cameraId that is not ‘AN’. Both 
granules’ temporal coverages must intersect that of the MISR Level 2 granule 
and they must not associate with any other MISR science granules that are 
already in the public DPL. Ensure that the MISBR ESDT is configured for 

Verify that the MISBR granule with a 
cameraId of ‘AN’ is also present in the 
public DPL as a browse granule and it 
is associated with the MISR Level 2 
science granule in the DPL database.
 • Verify that the ‘AN’ 
MISBR is copied to the 
./BRWS/Browse.001/2003.06.23 
directory. <br />Use Query below to 
verify that the ‘AN’ MISBR file HAS 
a browseId and IS linked to the 
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# Action Expected Result Notes 
public DPL ingest, and the spatialSearchType is ‘orbit’. Note: 
Provided test data has following attributes:<br />1. MISBR: 
cameraId=AF<br />2. MISBR: cameraId=AN<br />3. MIL2ASAE: 
no cameraId<br /><br />Temporal coverage is:<br />1. MISBR: 2003-
06-23 <br />15:28:57.918400Z -&gt; 16:18:24.918400Z<br />2.
 MISBR: 2003-06-23 <br />15:29:45.084760Z -&gt; 
16:19:12.084760Z<br />3. MIL2ASAE: 2003-06-23 <br />15:26:15.000000Z 
-&gt; 16:23:01.000000Z<br /> <br /><br /> 

science granule from step 2.<br 
/>select g.ShortName, g.VersionId, 
convert(varchar(10), g.GranuleId) 
granuleId,<br />g.PublishTime, 
g.LocalGranuleID,<br 
/>convert(varchar(10), b.BrowseId) 
BrowseId , o.OnlineFileName<br 
/>from AmGranule g, AmBrowse b, 
AmBrowseGranuleXref x, 
AmBrowseOnlineFile o<br />where 
g.GranuleId = x.GranuleId<br />and 
x.BrowseId = b.BrowseId<br />and 
x.BrowseId = o.BrowseId<br />and 
g.GranuleId = &lt;granuleId&gt;<br 
/>group by g.ShortName, g.VersionId, 
g.GranuleId, g.IsOrderOnly, 
g.PublishTime,<br />b.BrowseId, 
o.OnlineFileName<br /><br /> 

9 Ingest the MISR Level 2 granule into the public DPL. Verify that the granule 
was successfully published. • Submit the PDR for the 
MIL2ASAE granule.  <br />• After Ingest is successful, verify in the 
DPM GUI- ListInsertQueue that the status is “COMPLETE.”<br />• Use 
Query below to get the Granule ID.<br />select ShortName, VersionId, 
GranuleId, IsOrderOnly, RegistrationTime,  SizeMBECSDataGranule, 
LocalGranuleID<br />from AmGranule<br />where ShortName = &quot; 
MIL2ASAE &quot;<br />and RegistrationTime &gt; &quot;July 1 
2011&quot;<br />make sure IsOrderOnly is null.<br /><br />exec 
ProcGetGrFiles &quot; MIL2ASAE &quot;, &lt;GranuleId&gt;<br />•
 Verify that the granule is present in the 
./MSRT/MIL2ASAE.002/2003.06.23 directory.<br /> 

• Verify that the ‘AF’ MISBR 
is NOT copied to the 
./BRWS/Browse.001/2003.06.23 
directory.  <br />•Use Query below, to 
verify that the ‘AF’ MISBR granule 
has neither a browseID nor linkage to 
a science granule.<br />select 
g.ShortName, g.VersionId, 
convert(varchar(10), g.GranuleId) 
granuleId,<br />g.PublishTime, 
g.LocalGranuleID,<br 
/>convert(varchar(10), b.BrowseId) 
BrowseId , o.OnlineFileName<br 
/>from AmGranule g, AmBrowse b, 
AmBrowseGranuleXref x, 
AmBrowseOnlineFile o<br />where 
g.GranuleId = x.GranuleId<br />and 
x.BrowseId = b.BrowseId<br />and 
x.BrowseId = o.BrowseId<br />and 
g.GranuleId = &lt;granuleId&gt;<br 
/>group by g.ShortName, g.VersionId, 
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# Action Expected Result Notes 
g.GranuleId, g.IsOrderOnly, 
g.PublishTime,<br />b.BrowseId, 
o.OnlineFileName<br /> 

10 Ingest the MISBR granules into the public DPL. Verify that the granules were 
successfully published. • Submit the PDRs for the MISBR 
granules.  <br />• After Ingest is successful, verify in the DPM GUI- 
ListInsertQueue that the status is “COMPLETE.”<br />• Use Query 
below to get the Granule ID.<br />select ShortName, VersionId, GranuleId, 
IsOrderOnly, RegistrationTime,  SizeMBECSDataGranule, 
LocalGranuleID<br />from AmGranule<br />where ShortName = 
&quot;MISBR&quot;<br />and RegistrationTime &gt; &quot;July 1 
2011&quot;<br />make sure IsOrderOnly is null.<br /><br />exec 
ProcGetGrFiles &quot;MISBR&quot;, &lt;GranuleId&gt;<br />• .  <br 
/>Verify that all of the granules are present in the 
./MSRT/MISBR.005/2003.06.23 directory.  <br /> 

Verify that the public DPL directory 
where the Level 2 granule identified in 
Setup Clause 1 of this criterion resides 
contains a link to the browse image 
that resides in the public browse 
directory where the MISBR granule 
has been published as a browse. •
 Verify that there is a linkage 
browse file in 
./MSRT/MIL2ASAE.002/2003.06.23 
that ‘points to’ the ‘AN’ MISBR file 
in the Browse.001 directory.<br />• If 
required, run 
EcDlPopulateStatTables.pl<br 
/>Using WebAccess, verify that the 
Browse icon is displayed with the 
2003.06.23 entry for the MIL2ASAE 
entry and that the browse file can be 
displayed when the icon is clicked.<br 
/> 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

42 DP_81_01_TP042 DPCV VERIFY CHECKSUM (ECS-ECSTC-2453) 

DESCRIPTION: 
DPCV verify checksum 
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PRECONDITIONS: 
 
 
 
Crit 
id 

Crit 
ccr no Test Data Description Data Type 

Requirements Metadata Requirements Volume 
Requirements Size Requirements Data Location 

530   Reuse CK_7F_01 
criterion 30 data 

  Reuse CK_7F_01 
criterion 510 data 

    sotestdata/SynergyVI/CK_7E_01/Criteria/510 

 
STEPS:   
# Action Expected Result Notes 
1 1. Using DPL Ingest GUI, configure the selected ESDT for DPL 

ingest.<br />2. Ingest only 28 granules from the selected ESDT located at  
/sotestdata/SynergyVI/CK_7E_01/510<br />3. Obtain their granuleIds:   
SELECT granuleId from EcInDb_&lt;mode&gt;..AmGranule where 
ShortName = &lt;ESDT.shortname&gt; and VersionId 
=&lt;ESDT.versionid&gt;           ORDER BY granuleId  INC<br />4.
 Obtain the current LastChecksumTime for these granuleIds:                 
SELECT LastChecksumTime FROM EcInDb_&lt;mode&gt;..AmDataFile 
where granuleId IN (&lt;g1&gt;,&lt;g2&gt;,…,&lt;g28&gt;)           <br />5.
 Wait 2 to 3 minutes<br />6. Ingest the remaining 2 granules 
g29 and g30 from the select ESDT at 
/sotestdata/SynergyVI/CK_7E_01/510<br />7. The date range can be 
selected such that insertBeginTime and insertEndTime represent the earliest 
and latest insertTimes from the 28 granules ingested in step 2 above:              
earliestInsertTime �                                 SELECT min(ArchiveTime) from 
AmGranule where GranuleId IN (&lt;g1&gt;,&lt;g2&gt;,…,&lt;g28&gt;)         
and                                            LatestInsertTime  �                                          
SELECT max(insertTime) from AmGranule where GranuleId IN 
(&lt;g1&gt;,&lt;g2&gt;,…,&lt;g28&gt;)   <br />8. for granules g27 and 
g28, alter the checksum values:                       UPDATE 
EcInDb_&lt;mode&gt;..AmDataFile           SET origChksum = 
&lt;someInteger&gt;, compChksum = &lt;someInteger&gt;, uncomChksum 
= &lt;someInteger&gt;              WHERE GranuleId IN 
(&lt;g27&gt;,&lt;g28&gt;) <br /> 

1. Verify that EcDlDPCVStart 
returns without errors in the stdout.<br 
/>2. Tail the log to ensure that 
EcDlDPCVStart has finshed writing 
the logfile. <br /> 

 

2 1. login to f4doml01       as cmshared<br />2. run the following 
command line:  /usr/ecs/&lt;MODE&gt;/CUSTOM/utilities/EcDlDPCVStart 
&lt;MODE&gt; –verifyOnly                     –esdts 
&lt;ShortName.VersionId&gt;                                  –insertBeginTime 

1. Run the following SQL:            
SELECT GranuleId FROM 
EcInDb_&lt;mode&gt;..AmDataFile      
WHERE ChecksumStatus IN ( 
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# Action Expected Result Notes 
&lt;earliestInsertTime&gt;              –insertEndTime &lt; LatestInsertTime 
&gt;<br /> 

‘S’,’F’)                 and ShortName = 
&lt;Shortname&gt;                and 
VersionId = &lt;VersionId&gt; <br 
/>2. Verify that the above query 
should return ONLY the 28 granuleIds 
obtained in Criterion 510, S -1: 3<br 
/><br />1. Run the following 
SQL:                     SELECT GranuleId 
FROM 
EcInDb_&lt;mode&gt;..AmDataFile      
WHERE ChecksumStatus = ‘S’              
and ShortName = &lt;Shortname&gt; 
and VersionId = &lt;VersionId&gt;<br 
/>2. Verify that the above query 
returns only 26 granules.<br />3.
 For all 28 (26 + 2) 
granuleIds, verify that 
LastChecksumTime is updated from 
the value obtained in Criterion 510 , S-
1: 4. <br />4. Verify that the 
following query returns “DPCV” as a 
result:                          SELECT 
origChksum                               FROM 
EcInDb_&lt;mode&gt;..AmDataFile      
WHERE GranuleId IN 
(&lt;g1&gt;,&lt;g2&gt;,..&lt;g26&gt;)  
<br /><br />1. For granules g27 
and g28, verify that the following 
query returns ‘F’:                 SELECT 
ChecksumStatus                   FROM 
EcInDb_&lt;mode&gt;AmDataFile        
WHERE GranuleId IN 
(&lt;g27&gt;,&lt;g28&gt;)<br />1.
 View the log file 
/usr/ecs/&lt;MODE&gt;/CUSTOM/lo
gs/ EcDlDPCVStart.log<br />2. for 
granule g26 and g27, verify that the 
following information has been 
logged: <br />a. Granule ID<br />b.
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# Action Expected Result Notes 
 ESDT ShortName and 
Version ID<br />c. Granule 
insert time<br />d. Complete 
file name and path<br />e. Checksum 
type<br />f. Computed 
Checksum<br />g. Checksum 
value in database<br />h. Last time 
checksum was verified<br />3.
 The DPCV log shall include 
the following statistical summary 
information for each disk storage 
type:<br />a. Start and end time of 
run<br />b. Run input 
parameters<br />c. Number of 
files checked, organized by ESDT.<br 
/>d. Number of files that failed 
checksum verification, organized by 
ESDT<br />e. Percentage of files 
that failed checksum verification 
organized by ESDT <br />f.
 Total number of files 
checked<br />g. Total number of 
files that failed checksum 
verification<br />h. Percentage 
of files that failed checksum 
verification.   <br /> 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

43 DP_81_01_TP043 DPL CHANGE COLLECTION GROUP (ECS-ECSTC-2454) 

DESCRIPTION: 
DPL Change Collection Group 
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PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Ingest any valid PDR at least 10. <br />Bring up the DPL maintenance 

GUI/Collection Group. Click on the Group ID link and Collection Name link 
sush as MOD29P1D.005.  Click on Modify Collection link to change the 
InsertEnableFlag to “N”.<br />EcDlRemap.pl &lt;MODE&gt; -esdt 
&lt;ShortName&gt; <br />   -version &lt;Version&gt; -oldgrp &lt;Any 
groupName&gt;  -newgrp &lt;destination group&gt;<br /> 

Open the EcDlRemap.log to verify 
that the utility accepts the required 
command parameters in S1 and that 
the correct information is written to 
the utility log file.<br /><br />Verify 
that the utility accepts the required 
command line parameters and that the 
correct information is written to the 
utility log file.<br />a)   select 
groupESDTValue <br />      from 
DlDimensionGroupESDT <br />      
where groupESDTKey = (<br />             
select groupKey <br />               from 
DlDimensionGroupESDT <br />            
where groupESDTValue =    <br />        
&quot;shortname.versionId&quot;)<br 
/><br />    on the Datapool database 
returns the   <br />    Destination 
group specified on the command   <br 
/>    line.<br /><br />b) select 
ShortName, VersionId, GroupId <br 
/>    from AmCollection<br />    
where ShortName = &lt;ShortName in 
S1&gt;<br />    and VersionId = 
&lt;VersionId in S1&gt;<br /><br 
/><br />Verify that:<br />a. the 
DlDimensionGroupESDT table has 
been updated correctly to reflect the 
new collection-to-group mapping<br 
/>b.  the DlCollection table has 
been updated correctly to reflect the 
new collection-to-group mapping<br 
/><br />a) select 
convert(varchar(50), 
FS.absoluteFileSystemPath+ 
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# Action Expected Result Notes 
C.GroupId )          <br />        from   
DlFileSystems FS, AmCollection C,   
<br />        DlCollectionGroup CG<br 
/>        where     
C.GroupId=CG.groupId<br />        and  
C.FileSystemLabel = <br />        
FS.fileSystemLabel<br />        and 
C.ShortName = 
&lt;ShortName&gt;<br />        and 
C.VersionId = &lt;VersionId&gt;<br 
/>b)  go to the parent group 
directory in step a<br />to make sure 
the collection can be accessible from 
the new parent group directory 
(condition a).<br /><br />c)
 select convert(varchar(100), 
<br />FS.absoluteFileSystemPath+  
&quot;.orderdata/&quot;+CG.orderOn
lyGrpDirName)                    <br 
/>from   DlFileSystems FS, 
AmCollection C , DlCollectionGroup 
CG<br />        where     
C.GroupId=CG.groupId<br />and  
C.FileSystemLabel = 
FS.fileSystemLabel<br />and 
C.ShortName = 
&lt;ShortName&gt;<br />   and 
C.VersionId = &lt;VersionId&gt;<br 
/><br />d) make sure the Most 
Recent Data Pool Inserts file(s) in 
collection level directory is (are) 
accessible via the &lt;new parent 
group directory&gt;/&lt;collection 
directory&gt; path (condition d). <br 
/>e) bring up the DPL WebAccess 
Gui, search for granules in the 
collection can be accessed by this GUI 
and for distribution by OMS  for 
requests submitted prior to the 
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# Action Expected Result Notes 
remaping.<br />f) Ingest some 
granules while the remapping is 
running.<br /><br /><br />Verify 
that:<br />a. the new parent 
group directory is created on the Data 
Pool file system<br />b. the 
collection directory is accessible from 
the new parent group directory 
(condition a)<br />c. the hidden 
(.orderdata) directory contains the 
collection directories for the hidden 
granules and “hidden on order” 
granules (conditions b and c).<br />d.
 the Most Recent Data Pool 
Inserts file(s) in the collection level 
directory is (are) accessible via the 
&lt;new parent group 
directory&gt;/&lt;collection 
directory&gt; path (condition d).<br 
/>e. granules in the collection can 
be accessed by DPL Web Access after 
the remapping completes, and for 
distribution by OMS for requests 
submitted prior to the remapping<br 
/>f. Inserts into the collection are 
not allowed while the remapping is 
taking place.<br /> 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

44 DP_81_01_TP044 COLLECTION TO GROUP REMAPPING ERRORS (ECS-ECSTC-2455) 

DESCRIPTION: 
Collection to group remapping errors 
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PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 [Collection to group remapping errors]Invoke the Collection-to-Group 

Remapping utility, specifying invalid collection and group names on the 
command line. EcDlRemap.pl &lt;MODE&gt; -esdt &lt;Fake 
ShortName&gt; <br />   -version &lt;Version&gt; -oldgrp &lt;Fake 
groupName&gt;  -newgrp &lt;destination group&gt;<br />Collection and 
version: FakeShortName.100 are not valid<br /> 

Verify that the utility exits and returns 
the appropriate error messages both on 
the command line and in its log.
 Open the EcDlRemap.log to 
make sure there are error 
messages.<br />Executing SQL: exec 
ProcIsCollValid FakeShortName, 100 
.<br />Collection and version: 
FakeShortName.100 are not valid.<br 
/> 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

45 DP_81_01_TP045 DENSITY MAP POPULATION / TILING (ECS-ECSTC-2456) 

DESCRIPTION: 
Density Map population / tiling 
 
PRECONDITIONS: 
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Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements Volume Requirements Size 

Requirements Data Location 

545     MOP01ES.004   1 granule   /sotestdata/DROP_801/DP_81_01/Criteria/545/545_A 
545     TL3O3D.003   1 granule   /sotestdata/DROP_801/DP_81_01/Criteria/545/545_B 
545     MOD07_L2.005   1 granule with fudged 

coordiaties 
  /sotestdata/DROP_801/DP_81_01/Criteria/545/545_C 

545     AE_Land.002   1 granule using track 0   /sotestdata/DROP_801/DP_81_01/Criteria/545/545_D 
545     AE_Land.002   1 granule   /sotestdata/DROP_801/DP_81_01/Criteria/545/545_E 
545     MOD14.005   1 granule with fudged 

coordiaties 
  /sotestdata/DROP_801/DP_81_01/Criteria/545/545_F 

545     MYD14.005   1 granule   /sotestdata/DROP_801/DP_81_01/Criteria/545/545_G 
 
STEPS:   
# Action Expected Result Notes 
1 a. ingest all PDRs in test requirement.<br />b.  B<br />c. Set 

GlobalFlag to “N”<br /> 
a. select ShortName, VersionId, 
GranuleId, IsOrderOnly, 
Publishtime<br />      from 
AmGranule<br />      where GranuleId 
in (granuleId)<br />      make sure 
IsOrderOnly is null<br /><br />     
select g.ShortName, g.VersionId,   <br 
/>     g.GranuleId, o.PathNo, 
o.StartBlock,  <br />     o.EndBlock,  
o.platInstrCode, o.misrCameraId<br 
/>     from AmGranule g,    <br />     
DataPool_MODE..DlOrbitCalculatedS
patial o <br />     where g.GranuleId = 
o.granuleId<br />     and g.GranuleId 
in (GranuleId)<br />     group by 
g.ShortName, g.VersionId,    <br />     
g.GranuleId, o.PathNo, o.StartBlock, 
<br />     o.EndBlock, o.platInstrCode, 
o.misrCameraId<br /><br />     make 
sure there are no rows returned<br 
/><br />     select g.ShortName, 
g.VersionId,   <br />     g.GranuleId, 
t.tiles, t.insertTime<br />     from 
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# Action Expected Result Notes 
AmGranule g, 
DataPool_MODE..DlGranuleTiles 
t<br />     where g.GranuleId = 
t.granuleId<br />    and g.GranuleId = 
&lt;GranuleId in step d&gt;<br />    
group by g.ShortName, g.VersionId,   
<br />    g.GranuleId, t.tiles<br />   <br 
/>     make sure there are no rows 
return<br /><br />b. select 
g.ShortName, g.VersionId, 
g.GranuleId, o.PathNo, o.StartBlock, 
o.EndBlock, o.platInstrCode, 
o.misrCameraId<br />       from 
AmGranule g,   <br />       
DataPool_MODE..DlOrbitCalculatedS
patial o         <br />       where 
g.granuleId = o.granuleId<br />       
and g.GranuleId in (GranuleId)<br />     
group by g.ShortName, g.VersionId,   
<br />       g.granuleId, o.PathNo, 
o.StartBlock,   <br />       o.EndBlock, 
o.platInstrCode,     <br />       
o.misrCameraId<br /><br />      make 
sure there are no rows returned<br 
/><br />      select g.ShortName, 
g.VersionId,    <br />      g.granuleId, 
t.tiles, t.insertTime<br />      from 
AmGranule g, DlGranuleTiles t<br />    
where GgranuleId = t.granuleId<br />    
and g.GranuleId = &lt;GranuleId in 
step d&gt;<br />     group by 
g.ShortName, g.VersionId,    <br />     
g.granuleId, t.tiles<br /><br />     
make sure there are no rows return<br 
/><br />c. select g.ShortName, 
g.VersionId, 
convert(varchar(10),g.GranuleId) 
'g.granuleId', g.IsOrderOnly,  t.tiles<br 
/>      from AmGranule g,    <br />      
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# Action Expected Result Notes 
DataPool_MODE..DlGranuleTiles 
t<br />      where g.GranuleId = 
t.granuleId<br />     and g.GranuleId = 
&lt;granuleId&gt;<br />     make sure 
there is no row returns.<br /><br />     
select g.ShortName, g.VersionId,    
<br />     
convert(varchar(10),GranuleId) ,  <br 
/>     g.IsOrderOnly, PublishTime<br 
/>     from AmGranule <br />     where 
GranuleId =&lt;granuleid&gt;<br 
/><br />     make sure IsOrderOnly is 
“H”.<br /><br />d. select 
g.ShortName, g.VersionId, 
g.granuleId, o.PathNo, o.StartBlock, 
o.EndBlock, o.platInstrCode, 
o.misrCameraId<br />       from 
AmGranule g,     <br />       
DlOrbitCalculatedSpatial o         <br 
/>       where g.granuleId = 
o.granuleId<br />       and g.GranuleId 
in (GranuleId)<br />       group by 
g.ShortName, g.VersionId,   <br />       
g.granuleId, o.PathNo, o.StartBlock,  
<br />       o.EndBlock, 
o.platInstrCode,    <br />       
o.misrCameraId<br /><br />       make 
sure there are rows returned<br /><br 
/>       select g.ShortName, 
g.VersionId,    <br />       g.granuleId, 
t.tiles, t.insertTime<br />       from 
AmGranule g, DlGranuleTiles t<br />    
where GgranuleId = t.granuleId<br />    
and g.GranuleId = &lt;GranuleId in 
step d&gt;<br />       group by 
g.ShortName, g.VersionId,     <br />       
g.granuleId, t.tiles<br /><br />       
make sure there are no rows return<br 
/><br />e. select g.ShortName, 
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# Action Expected Result Notes 
g.VersionId, g.granuleId, 
g.IsOrderOnly, g.Publishtime, t.tiles, 
t.insertTime<br />      from 
AmGranule g, DlGranuleTiles t<br />    
where g.GranuleId = t.granuleId<br />   
and g.GranuleId = &lt;GranuleId in 
step d&gt;<br />      group by 
g.ShortName, g.VersionId,   <br />      
g.granuleId, t.tiles<br /><br />      
make sure there are rows return and 
<br />      IsOrderOnly is null and 
PublishTime is not <br />      null.<br 
/><br />f. to do later<br /> 

2 a. ingest all PDRs in test requirement.<br />b.  B<br />c. Set 
GlobalFlag to “N”<br /> 

a. select ShortName, VersionId, 
GranuleId, IsOrderOnly, 
Publishtime<br />      from 
AmGranule<br />      where GranuleId 
in (granuleId)<br />      make sure 
IsOrderOnly is null<br /><br />     
select g.ShortName, g.VersionId,   <br 
/>     g.GranuleId, o.PathNo, 
o.StartBlock,  <br />     o.EndBlock,  
o.platInstrCode, o.misrCameraId<br 
/>     from AmGranule g,    <br />     
DataPool_MODE..DlOrbitCalculatedS
patial o <br />     where g.GranuleId = 
o.granuleId<br />     and g.GranuleId 
in (GranuleId)<br />     group by 
g.ShortName, g.VersionId,    <br />     
g.GranuleId, o.PathNo, o.StartBlock, 
<br />     o.EndBlock, o.platInstrCode, 
o.misrCameraId<br /><br />     make 
sure there are no rows returned<br 
/><br />     select g.ShortName, 
g.VersionId,   <br />     g.GranuleId, 
t.tiles, t.insertTime<br />     from 
AmGranule g, 
DataPool_MODE..DlGranuleTiles 
t<br />     where g.GranuleId = 
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# Action Expected Result Notes 
t.granuleId<br />    and g.GranuleId = 
&lt;GranuleId in step d&gt;<br />    
group by g.ShortName, g.VersionId,   
<br />    g.GranuleId, t.tiles<br />   <br 
/>     make sure there are no rows 
return<br /><br />b. select 
g.ShortName, g.VersionId, 
g.GranuleId, o.PathNo, o.StartBlock, 
o.EndBlock, o.platInstrCode, 
o.misrCameraId<br />       from 
AmGranule g,   <br />       
DataPool_MODE..DlOrbitCalculatedS
patial o         <br />       where 
g.granuleId = o.granuleId<br />       
and g.GranuleId in (GranuleId)<br />     
group by g.ShortName, g.VersionId,   
<br />       g.granuleId, o.PathNo, 
o.StartBlock,   <br />       o.EndBlock, 
o.platInstrCode,     <br />       
o.misrCameraId<br /><br />      make 
sure there are no rows returned<br 
/><br />      select g.ShortName, 
g.VersionId,    <br />      g.granuleId, 
t.tiles, t.insertTime<br />      from 
AmGranule g, DlGranuleTiles t<br />    
where GgranuleId = t.granuleId<br />    
and g.GranuleId = &lt;GranuleId in 
step d&gt;<br />     group by 
g.ShortName, g.VersionId,    <br />     
g.granuleId, t.tiles<br /><br />     
make sure there are no rows return<br 
/><br />c. select g.ShortName, 
g.VersionId, 
convert(varchar(10),g.GranuleId) 
'g.granuleId', g.IsOrderOnly,  t.tiles<br 
/>      from AmGranule g,    <br />      
DataPool_MODE..DlGranuleTiles 
t<br />      where g.GranuleId = 
t.granuleId<br />     and g.GranuleId = 
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# Action Expected Result Notes 
&lt;granuleId&gt;<br />     make sure 
there is no row returns.<br /><br />     
select g.ShortName, g.VersionId,    
<br />     
convert(varchar(10),GranuleId) ,  <br 
/>     g.IsOrderOnly, PublishTime<br 
/>     from AmGranule <br />     where 
GranuleId =&lt;granuleid&gt;<br 
/><br />     make sure IsOrderOnly is 
“H”.<br /><br />d. select 
g.ShortName, g.VersionId, 
g.granuleId, o.PathNo, o.StartBlock, 
o.EndBlock, o.platInstrCode, 
o.misrCameraId<br />       from 
AmGranule g,     <br />       
DlOrbitCalculatedSpatial o         <br 
/>       where g.granuleId = 
o.granuleId<br />       and g.GranuleId 
in (GranuleId)<br />       group by 
g.ShortName, g.VersionId,   <br />       
g.granuleId, o.PathNo, o.StartBlock,  
<br />       o.EndBlock, 
o.platInstrCode,    <br />       
o.misrCameraId<br /><br />       make 
sure there are rows returned<br /><br 
/>       select g.ShortName, 
g.VersionId,    <br />       g.granuleId, 
t.tiles, t.insertTime<br />       from 
AmGranule g, DlGranuleTiles t<br />    
where GgranuleId = t.granuleId<br />    
and g.GranuleId = &lt;GranuleId in 
step d&gt;<br />       group by 
g.ShortName, g.VersionId,     <br />       
g.granuleId, t.tiles<br /><br />       
make sure there are no rows return<br 
/><br />e. select g.ShortName, 
g.VersionId, g.granuleId, 
g.IsOrderOnly, g.Publishtime, t.tiles, 
t.insertTime<br />      from 
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# Action Expected Result Notes 
AmGranule g, DlGranuleTiles t<br />    
where g.GranuleId = t.granuleId<br />   
and g.GranuleId = &lt;GranuleId in 
step d&gt;<br />      group by 
g.ShortName, g.VersionId,   <br />      
g.granuleId, t.tiles<br /><br />      
make sure there are rows return and 
<br />      IsOrderOnly is null and 
PublishTime is not <br />      null.<br 
/><br />f. to do later<br /><br 
/>Verify that DlGranuleTiles contains 
the list of tiles for each granule and 
correctly records the tiling levels used.
 To check tiling level using 
sql command below.<br />select 
ShortName, VersionId, 
convert(varchar(12), t.granuleId) 
't.granuleId', t.gridLevel, 
t.insertTime<br />from AmCollection 
c, DataPool_DEV02..DlGranuleTiles  
t<br />where ShortName = 
&lt;ShortName&gt;<br />and 
VersionId = &lt;VersionId&gt;<br 
/>and c.GridLevel = t.gridLevel<br 
/>and t.granuleId 
=&lt;granuleId&gt;<br /> 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

46 DP_81_01_TP046 CHANGING CLOUD COVER IN DPL (ECS-ECSTC-2457) 

DESCRIPTION: 
Changing Cloud Cover in DPL 
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PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Using Wisqlite/Aqua Data Studio check that 

EcInDb_&lt;MODE&gt;..AmGranules has at least 20000 granules whose 
CloudSource attribute in the EcInDb_&lt;MODE&gt;..AmCollection table is 
NOT NULL. Run 550sq0<br />Ensure that the collections cloud cover is 
configured correctly in the DPL Maintenance GUI. Refer to <br 
/>File:///home/public/EDF_Documents/esdtConfig/esdt_configuration_2009_
07_21.htm<br />Run 550Sq1 and save results (resultset1)<br />Manually 
alter the CC values for the collection(making them incorrect) for example 
by<br /> UPDATE Datapool_&lt;MODE&gt;..DlGrCloudCover    Set 
CC.cloudCover = Gr.VersionId <br />                      From <br />                        
EcInDb_&lt;MODE&gt;..AmGranule Gr                          inner join 
Datapool_&lt;MODE&gt;..DlGrCloudCover CC  on 
Gr.GranuleId=CC.granuleId                                          inner join 
EcInDb_&lt;MODE&gt;..AmCollection Col             on Gr.CollectionId= 
Col.CollectionId<br />Where <br />                                                                     
(Col.CollectionId= &lt;id for the collection&gt;)<br />NOTE: The sql 
command here has multiple table (and )couplings so as to ensure that only the 
right tables and expected collections are affected.<br />Run 550sq1 and save 
results(resultset2)<br /> 

Run 550sq1 and save the result 
(resultset_end)<br />Compare 
resultset2 to resultset_end there should 
be an obvious change in the 
cloudCover column but no changes in 
any other columns.<br />Compare 
resultset1 to resulset_end. They should 
be equal (this assumes that the initial 
state for the mode was correct). 
Resolve discrepancies by checking the 
metadata data files for the respective 
granules.<br /><br />Perform all the 
step again replacing step s2 iii with 
<br /> ./EcDlCloudCoverUtilityStart 
&lt;MODE&gt; -operation correct –
Collection 
&lt;ShortName.VersionId&gt; -
recovery no<br /> 

 

2 ii. a.)Record the time (with upto seconds accuracy)  b.) Use the save 
results item of Aqua Data studio to save granule-&gt;Collection-&gt;Cloud 
cover states prior to run (Run 550sq1 and save results)<br /><br />iii.
 ./EcDlCloudCoverTransitionStartl EcDlCloudCoverUtilityStart 
&lt;MODE&gt; -operation repopulate –Collection 
&lt;ShortName.VersionId&gt; -recovery no<br /><br />iv. Record the 
end of the transition 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
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47 DP_81_01_TP047 ACVU (ECS-ECSTC-2458) 

DESCRIPTION: 
ACVU 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 1 The possible combinations for OnlineChecksumStatus and 

ChecsumLastVerified are: (‘N’, NULL), (‘N’, NOT NULL), (‘P’, NOT 
NULL), and (‘F’, NOT NULL).<br />2. Obtain at least 2 granules whose 
checksum status and checksum verification time equal (‘N’, NULL) <br 
/>SET ROWCOUNT 2<br />SELECT GranuleId from AmDataFile <br 
/>Where OnlineChecksumStatus = ‘N’ and OnlineChecksumLastVerified = 
NULL<br /><br />3. Obtain at least 2 granules whose checksum status 
and checksum verification time equal equal (‘N’, NOT NULL) <br />SET 
ROWCOUNT 2<br />SELECT GranuleId from AmDataFile <br />Where 
OnlineChecksumStatus = ‘N’ and ChecksumLastVerified = NOT NULL<br 
/>4. Obtain at least 2 granules whose checksum status and checksum 
verification time equal equal (‘F’, NOT NULL) <br />SET ROWCOUNT 
2<br />SELECT GranuleId from AmDataFile <br />Where 
OnlineChecksumStatus = ‘P’ and ChecksumLastVerified &lt;&gt; NULL<br 
/>5. Obtain at least 2 granules whose checksum status and checksum 
verification time equal equal (‘P’, NULL) <br />SET ROWCOUNT 2<br 
/>SELECT GranuleId from AmDataFile <br />Where OnlineChecksumStatus 
= ‘F’ and ChecksumLastVerified &lt;&gt; NULL<br />6. For all the 
GranuleIds above with a NON NULL verification time, ensure that the 
verification time is at least a day old than the test date.  <br />Update 
AmDataFile<br />Set ChecksumLastVerified = dateadd(dd, -1, getdate()) <br 
/>7. Where GranuleId in (g3, g4,…g8) <br />8.  Log in to x4oml01 as 
cmshared  <br /><br />9. Save Save all the GranuleIds above in a text file 
/usr/ecs/&lt;MODE&gt;/CUSTOM/utilities/C670/dbids<br />10.
 Record the system time (@testTime)<br />11. Execute the 
following command line: 
usr/ecs/&lt;MODE&gt;/CUSTOM/utilities/EcDsACVU.pl &lt;MODE&gt; -
days 1 –file C670dbids<br /> 

SELECT GranuleId , 
ChecksumLastVerified from 
AmDataFile where 
ChecksumLastVerified &gt; 
@testTime<br />Verify that ONLY 
GranuleIds g3 through g6 had their 
checksum time updated.<br /><br 
/>SELECT GranuleId , 
ChecksumLastVerified from 
AmDataFile where GranuleId in (g1, 
g2)<br />Verify that both 
ChecksumLastVerified remain 
NULL.<br /> 
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TEST DATA: 
 
EXPECTED RESULTS: 
 

48 DP_81_01_TP048 ACVU FAILS VERIFICATION OF GRANULE (ECS-ECSTC-2459) 

DESCRIPTION: 
ACVU fails verification of granule 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 [Run ACVU against the archive providing tape ids with examination of 

log]<br />Select two on-line and one off-line tape ids to verify the checksums 
of the granules on the tapes.   1. Log in to x4spl01 as 
cmshared<br />2. Execute the following command line: 
/usr/ecs/&lt;MODE&gt;/CUSTOM/utilities/ EcMgInitialize.pl      -m 
&lt;MODE&gt; -report<br />3. A list of tape Ids for this &lt;MODE&gt; 
is displayed on stdout.<br />Or use grep command to search<br />grep 
&quot;Identified media&quot; EcMgInitialize.log<br />4. To determine 
which tapeIds are offline(unavailable) or online(available):<br />a. log in 
to x4hel01 as cmshared<br />b. Execute the following command line: 
/home/labuser/joel/scripts/qsclient_test.pl &lt;MODE&gt; &lt;tapeId&gt;   
where tapeId is any Ids in the list obtained in step 2 above.<br />c. repeat 
step b for all tapeIds<br />5. Let IdOn1, IdOn2, IdOff denote 2 online 
tapeIds and 1 offline tapeId.<br /> 

Verify that fifty percent of the ECS ids 
extracted from the listing that were not 
modified have an updated last 
checksum verification timestamp in 
the AIM database. 1.
 Get the total number of files 
in listings obtained in S-610-2:   Let 
that number be Ft. The number of 
unmodified files is therefore Ft  -  
(6)X3 .<br />2. Get the number of 
files that had their LastChecksumTime 
updated in this &lt;MODE&gt;:              
DECLARE @checksummed INT           
SET @checksummed = (SELECT 
count(1) FROM 
EcInDb_&lt;MODE&gt;..AmDataFile  
WHERE LastChecksumTime &gt; 
@testTime)<br />3. Verify that 
@checksummed = (Ft  -  (6)X3 ) / 
2<br /> 

 

2 Perform a listing of each tape and extract the file names. For each 
tapeId , perform the following:<br />1. run the script:    
/home/djaffe/ncr8047712/tapeList.pl &lt;tapeId&gt; <br />2. the listing of 
files for this tapeId is in the current directory ($pwd) and named 
&lt;tapeId&gt;_files.  <br /><br /> 

1. Get the number of files with a 
ChecksumStatus value of ‘F’:        
DECLARE @failed INT                         
SET @failed = (SELECT count(1) 
FROM 
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# Action Expected Result Notes 
EcInDb_&lt;MODE&gt;..AmDataFile  
WHERE ChecksumStatus = ‘F’ AND 
InternalFileName IN ( list of 
&lt;f1&gt;, &lt;f2&gt; for tapeIds   
IdOn1, IdOn2 and IdOff  , see S-610-3 
))<br />2. Verify that @failed 
is approximately equal to 6/2.<br /> 

3 Modify the database checksum values for two files from each media id found 
in step S-610-2.  For two other files from each media id set the last 
verification time to null. Finally for two files from each media id not yet 
modified, update the checksum status to “Failed”. For tapeIds IdOn1, 
IdOn2 and IdOff, do the following:<br />1. From the listing obtained in S-
610-2, choose 2 files f1, and f2   then run the following SQL:                             
UPDATE EcInDb_&lt;MODE&gt;..AmDataFile            SET Checksum = 
&lt;someInteger&gt;            WHERE InternalFileName  IN  ( &lt;f1&gt;, 
&lt;f2&gt;)<br />2. Choose 2 other files f3, and f4, then run the 
following SQL:                                UPDATE 
EcInDb_&lt;MODE&gt;..AmDataFile            SET LastChecksumTime = 
NULL             WHERE InternalFileName  IN  ( &lt;f3&gt;, &lt;f4&gt;)<br 
/>3. Choose 2 other files f5, and f6, then run the following SQL:                 
UPDATE EcInDb_&lt;MODE&gt;..AmDataFile            SET 
ChecksumStatus = ‘F’                      WHERE  InternalFileName  IN  ( 
&lt;f5&gt;, &lt;f6&gt;)<br /> 

1. SELECT count(1) FROM 
EcInDb_&lt;MODE&gt;..AmDataFile  
WHERE LastChecksumTime IS NOT 
NULL AND ChechsumStatus IS 
NULL                   AND ( list of 
&lt;f3&gt;, &lt;f4&gt; for tapeIds   
IdOn1, IdOn2 and IdOff  , see S-610-3 
)<br />2. Verify that that the value 
returned by the query above is 
approximately equal to 6/2.<br /> 

 

4 Run ACVU providing the media ids used in step S-610-1 and a 100% 
checksum percentage. 1. Record the system time                    
(DECLARE @testTime DATETIME                             SET @ testTime = 
select getdate())<br />2. Log in to x4om01 as cmshared<br />3.
 execute the following command line: 
/usr/ecs/&lt;MODE&gt;/CUSTOM/utilities/EcDsACVU.pl &lt;MODE&gt; – 
verifyOnly –mediaIds &lt;IdOn1&gt; &lt; IdOn2&gt; &lt; IdOff&gt; -
percentage 50<br /> 

1. SELECT count(1) FROM 
EcInDb_&lt;MODE&gt;..AmDataFile  
WHERE InternalFileName IN ( list of 
&lt;f5&gt;, &lt;f6&gt; for tapeIds   
IdOn1, IdOn2 and IdOff )  AND 
ChechsumStatus = ‘S’ AND 
LastChecksumTime &gt; 
@testTime<br />2. Verify that 
the value returned by the above query 
is approximately equal to 6/2. <br /> 

 

5 Kill the ACVU process before completion and restart it with same 
parameters. 1. In the terminal windows where the ACVU was 
invoked, type CTRL – C to kill the ACVU process.<br />2. restart the 
ACVU by executing : 
/usr/ecs/&lt;MODE&gt;/CUSTOM/utilities/EcDsACVU.pl &lt;MODE&gt; – 

1. The files that failed 
checksum are given by the query:           
SELECT internalFileName  FROM 
EcInDb_&lt;MODE&gt;..AmDataFile  
WHERE ChecksumStatus = ‘F’ AND 
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# Action Expected Result Notes 
verifyOnly –mediaIds &lt;IdOn1&gt; &lt; IdOn2&gt; &lt; IdOff&gt; -
percentage 50<br /> 

InternalFileName IN ( list of 
&lt;f1&gt;, &lt;f2&gt; for tapeIds   
IdOn1, IdOn2 and IdOff  , see S-610-3 
)<br />2. view the log 
/usr/ecs/&lt;MODE&gt;/CUSTOM/lo
gs/EcDsACVU.log <br />3.
 verify that the follwing 
information are logged: <br />a.
 Media ID<br />b. Granule 
ID<br />c. ESDT ShortName 
and Version ID<br />d. Granule 
insert time<br />e. Complete 
file name and path<br />f. Checksum 
type<br />g. Computed 
Checksum<br />h. Checksum 
value in database<br />i. Last time 
checksum was verified<br /><br 
/>Verify that the ACVU logs the 
following statistical summary 
information:<br />1. Start and 
end time of run<br />2. Run input 
parameters<br />3. Number of 
files checked, organized by ESDT <br 
/>4. Number of files that failed 
checksum verification, organized by 
ESDT<br />5. Percentage of files 
that failed checksum verification 
organized by ESDT <br />6.
 Total number of files checked 
across all ESDTs<br />7. Total 
number of files that failed checksum 
verification across all ESDTs<br />8.
 Percentage of files that failed 
checksum <br />Verify the process 
termination and the recovery from 
checkpoint are noted in the ACVU 
log. 
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TEST DATA: 
 
EXPECTED RESULTS: 
 

49 DP_81_01_TP049 PHYSICAL DELETE OF LOGICALLY DELETED AND DFA GRANULES; LAG 
TIME > 0 (ECS-ECSTC-2460) 

DESCRIPTION: 
Physical delete of logically deleted and DFA granules; lag time > 0 
 
1. [Physical delete of logically deleted and DFA granules; lag time > 0]  
 
Note: this criteria was derived from Criterion 1160 in Ticket DS_7E_01 
 
Determine a “lag time” to be used for the test (for example, you may decide to only delete granules marked for deletion more than 3 days ago). 
 
Ensure the follow granule cases are present in the Inventory Catalog: 
 
1.     At least 2 multi-file granules marked for deletion before the current day minus the lag time, these granules should have no associations to Browse, QA, or PH 
 
2.     At least 2 single-file granules marked for deletion before the current day minus the lag time  
 
3.     At least 2 multi-file granules marked as DFA before the current day minus the lag time  
 
4.     At least 2 single-file granules marked as DFA before the current day minus the lag time and which contain associations to Browse, QA, and PH granules. 
 
5.     At least 2 granules with an associated browse that was also marked for deletion before the current day minus the lag time 
 
6.     At least 2 granules with associated QA and PH that were all marked for deletion before the current day minus the lag time 
 
7.     At least 2 granules marked for deletion before the current day minus the lag time and which are the last 2 remaining granules within a Data Pool directory 
 
8.     At least 2 granules marked for deletion after the current day minus the lag time, these granules should have no associations to Browse, QA, or PH 
 
9.     At least 2 granules marked for deletion after the current day minus the lag time, these granules should have associations to Browse, QA, or PH that were also 
marked for deletion after the current day minus the lag time. 
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10.  At least 2 granules marked as DFA after the current day minus the lag time. 
 
(NOTE: Granules should have been marked for deletion or DFA by running the granule deletion service (EcDsBulkDelete)).  
 
Run the DPL unpublish utility to make sure deletion events are processed in the Data Pool. 
 
  Then use the EcDsDeletionCleanup utility to remove the granules marked for deletion, specifying the lag time determined above (lag 
time must be greater than 0). 
 
2. Specify a valid log file name when prompted by the utility to do so. 
 
  
 
PRECONDITIONS: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements Data Location Readiness 

Status 
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Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements Data Location Readiness 

Status 

600     GLA04.031   2 granules   /sotestdata/DROP_801/DP_81_01/Criteria/600/600_1   
600     MOD14.005   2 granules   /sotestdata/DROP_801/DP_81_01/Criteria/600/600_2   
600     GLA04.031   2 granules   /sotestdata/DROP_801/DP_81_01/Criteria/600/600_3   
600     AE_Land.002 

 
Browse.001 
 
PH.001 
 
QA.001 

  2 granules   /sotestdata/DROP_801/DP_81_01/Criteria/600/600_4   
2 browse 
2 PH 
2 Qa 

600     MOD14.005 
Browse.001 
 
  

  2 granules   /sotestdata/DROP_801/DP_81_01/Criteria/600/600_5   
2 Browse 

600     AE_Land.002 
PH.001 
 
QA.001 

  2 granules   /sotestdata/DROP_801/DP_81_01/Criteria/600/600_6   
1 PH 
1 qa 

600     ACR3L2SC.001   2 granules   /sotestdata/DROP_801/DP_81_01/Criteria/600/600_7   
600     MYD14.005   2 granules   /sotestdata/DROP_801/DP_81_01/Criteria/600/600_8   
600     AE_Land.002  

 
Browse.001 
 
PH.001 
 
QA.001 

  2 granules   /sotestdata/DROP_801/DP_81_01/Criteria/600/600_9   
2 Browse 
2 ph 
2 qa 

600     MOD14.005   2 granules   /sotestdata/DROP_801/DP_81_01/Criteria/600/600_10   
 
STEPS:   
# Action Expected Result Notes 
1 *1    1) Ingest the PDRs listed in the test data requirements above, then use 

the query below to find a multiple file granules.<br />       SELECT 
&quot;SC:&quot;+    <br />       convert(varchar(8),g.ShortName) + 
&quot;.0&quot; + <br />       convert(char(2), g.VersionId)  + &quot;:&quot; 
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# Action Expected Result Notes 
+  <br />       convert(varchar(10),f.GranuleId)<br />       FROM AmGranule 
g, (SELECT <br />       GranuleId FROM AmDataFile GROUP    <br />       
BY GranuleId HAVING count(*) &gt; 1 ) f<br />       WHERE  g.GranuleId 
= f.GranuleId<br />       AND g.ShortName = &lt;shortname&gt;<br />       
AND g.VersionId = &lt;versionId&gt;<br />       AND g.VersionID &gt; 
10<br />       -------------------------------<br />       SC:GLA04.031:254665<br 
/>       SC:GLA04.031:255146<br />       Save the result in file  <br />       
/usr/ecs/&lt;MODE&gt;/CUSTOM/utilities/<br />       
Crit600/SC_PHY_before_date.geoid<br /><br />2) Ingest PDRs, and use 
the sql command<br />       SELECT &quot;SC:&quot;+    <br />       
convert(varchar(8),g.ShortName) + &quot;.0&quot; + <br />       
convert(char(2), g.VersionId)  + &quot;:&quot; +  <br />       
convert(varchar(10),f.GranuleId)<br />       FROM AmGranule<br />       
Where  ShortName = &lt;shortname&gt;<br />       And VersionId = 
&lt;versioned&gt;<br />      --------------------------------<br />      
SC:MOD14.005:255147<br />      SC:MOD14.005:255148<br />      Edit the 
SC_PHY_before_date.geoid in <br />      step 1  to add 2 single-file granules 
above <br />      and save the file.<br /><br />3)  Ingest PDRs and use 
query in step 1 to get 2 multi-file granules<br />       ------------------------------
-<br />       SC:GLA04.031:254669<br />       SC:GLA04.031:255150<br />      
Save the result in file  <br />      
/home/yourUserName/Crit600/600_03.geoid<br />    <br />      Open the new 
/usr/ecs/&lt;MODE&gt;/CUSTOM/<br />      
utilities/SC_DFA_before_date.geoid <br />      and manually add the 2 multi-
file granules in   <br />      step 3 to this file and save.<br /><br /><br />4)
 Ingest PDRs and use query to get granules<br />SELECT 
&quot;SC:&quot;+<br />       convert(varchar(8),g.ShortName) + 
&quot;.00&quot; + convert(char(1),  g.VersionId)  + &quot;:&quot; +<br /> 
convert(varchar(10),g.GranuleId) 'GEOID' ,<br />convert(varchar(10), 
b.BrowseId) BrowseId<br />from AmGranule g, AmBrowse b, 
AmBrowseGranuleXref x<br />where g.GranuleId = x.GranuleId<br />and 
x.BrowseId = b.BrowseId<br />and g.ShortName = 
&quot;AE_Land&quot;<br />and g.VersionId = 2<br />and 
g.RegistrationTime  &gt;&quot;todaydate&quot;<br /><br />GEOID                 
BrowseId   <br />---------------------------------------- ---------------- <br 
/>SC:AE_Land.002:3002000044 3002000046 <br 
/>SC:AE_Land.002:3002000043 3002000049<br /><br />SELECT 
&quot;SC:&quot;+<br />       convert(varchar(8),g.ShortName) + 
&quot;.00&quot; +<br />       convert(char(1), g.VersionId)  + &quot;:&quot; 
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# Action Expected Result Notes 
+<br />       convert(varchar(10),g.GranuleId)<br />     FROM AmGranule 
g<br />where RegistrationTime  &gt; todaydate<br />GEOID  <br /> ---------
------------------------------<br />SC:AE_Land.002:3002000044  <br 
/>SC:AE_Land.002:3002000043  <br />SC:PH.001:3002000045       <br 
/>SC:QA.001:3002000047       <br />SC:QA.001:3002000048       <br 
/>SC:PH.001:3002000050<br />Edit the SC_DFA_before_date.geoid file to 
add the granules above and save the file.<br />5) Ingest PDRs and using 
query below to get granules<br /><br />SELECT &quot;SC:&quot;+<br />       
convert(varchar(8),g.ShortName) + &quot;.00&quot; + convert(char(1),  
g.VersionId)  + &quot;:&quot; +<br /> convert(varchar(10),g.GranuleId) 
'GEOID' ,<br />convert(varchar(10), b.BrowseId) BrowseId<br />from 
AmGranule g, AmBrowse b, AmBrowseGranuleXref x<br />where 
g.GranuleId = x.GranuleId<br />and x.BrowseId = b.BrowseId<br />and 
g.ShortName = &quot;MOD14&quot;<br />and g.VersionId = 5<br />and 
g.RegistrationTime  &gt;&quot;todaydate&quot;<br />GEOID                           
BrowseId   <br />--------------------------------------   ---------------- <br 
/>SC:MOD14.005:3002000044  3002000046 <br 
/>SC:MOD14.005:3002000043  3002000049<br />      Edit the 
SC_PHY_before_date.geoid in <br />      step 1 an 2 to add 2 single-file 
granules   <br />      above and save the file.<br /><br /><br />6) Ingest 
PDRs and using query below to get granules. <br />SELECT 
&quot;SC:&quot;+<br />       convert(varchar(8),g.ShortName) + 
&quot;.00&quot; +<br />       convert(char(1), g.VersionId)  + &quot;:&quot; 
+<br />       convert(varchar(10),g.GranuleId)<br />     FROM AmGranule 
g<br />where RegistrationTime  &gt; todaydate<br />GEOID  <br /> ---------
------------------------------<br />SC:AE_Land.002:3002000044  <br 
/>SC:AE_Land.002:3002000043  <br />SC:PH.001:3002000045       <br 
/>SC:QA.001:3002000047       <br />SC:QA.001:3002000048       <br 
/>SC:PH.001:3002000050<br />     Edit the SC_PHY_before_date.geoid in 
<br />      step 1 , 2 and 5 to add 2 single-file granules   <br />      above and 
save the file.<br /><br />7) Ingest PDRs and using query below to 
get granules<br />SELECT &quot;SC:&quot;+<br />       
convert(varchar(8),g.ShortName) +    <br />       &quot;.00&quot; +  
convert(char(1), g.VersionId)  +   <br />       &quot;:&quot; +    
convert(varchar(10),g.GranuleId)<br />     FROM AmGranule g<br />   
where RegistrationTime  &gt; todaydate<br />       Edit the 
SC_PHY_before_date.geoid add  <br />       2 single-file granules above and 
save the   <br />       file.<br /><br />8) Ingest PDRs and using the query 
below to get granules.<br />SELECT &quot;SC:&quot;+<br />       
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# Action Expected Result Notes 
convert(varchar(8),g.ShortName) + &quot;.00&quot; +<br />       
convert(char(1), g.VersionId)  + &quot;:&quot; +<br />       
convert(varchar(10),g.GranuleId)<br />     FROM AmGranule g<br />where 
RegistrationTime  &gt; todaydate<br />       Edit the 
/usr/ecs/&lt;MODE&gt;/CUSTOM/<br />       utilities/ 
SC_PHY_after_date.geoid    <br />       add  2 single-file granules above and 
save <br />       the file.<br /><br />9) Ingest Ingest PDRs and using 
the query below to get granules.<br />SELECT &quot;SC:&quot;+<br />       
convert(varchar(8),g.ShortName) + &quot;.00&quot; +<br />       
convert(char(1), g.VersionId)  + &quot;:&quot; +<br />       
convert(varchar(10),g.GranuleId)<br />     FROM AmGranule g<br />where 
RegistrationTime  &gt; todaydate<br /><br />select SC and BR granules<br 
/>SELECT &quot;SC:&quot;+<br />       convert(varchar(8),g.ShortName) + 
&quot;.00&quot; + convert(char(1),  g.VersionId)  + &quot;:&quot; +<br /> 
convert(varchar(10),g.GranuleId) 'GEOID' ,<br />convert(varchar(10), 
b.BrowseId) BrowseId<br />from AmGranule g, AmBrowse b, 
AmBrowseGranuleXref x<br />where g.GranuleId = x.GranuleId<br />and 
x.BrowseId = b.BrowseId<br />and g.ShortName = 
&quot;AE_Land&quot;<br />and g.VersionId = 2<br />and 
g.RegistrationTime  &gt;&quot;todaydate&quot;<br />       Edit the 
/usr/ecs/&lt;MODE&gt;/CUSTOM/<br />       
utilities/SC_PHY_after_date.geoid <br />       add  2 single-file granules 
above and save <br />       the file.<br />10) Ingest Ingest PDRs and using 
the query below to get granules.<br />SELECT &quot;SC:&quot;+<br />       
convert(varchar(8),g.ShortName) + &quot;.00&quot; +<br />       
convert(char(1), g.VersionId)  + &quot;:&quot; +<br />       
convert(varchar(10),g.GranuleId)<br />     FROM AmGranule g<br />where 
RegistrationTime  &gt; todaydate<br />       Edit the 
/usr/ecs/&lt;MODE&gt;/CUSTOM/<br />       
utilities/SC_DFA_after_date.geoid <br />       add  2 single-file granules 
above and save <br />       the file.<br /><br /><br />-----------------<br />•
 For future verification, use following query to get a Volume Group 
list of the targets granules:<br />SELECT DISTICT  v.VolumeGroupPath<br 
/>FROM DsStVolumeGroup v<br />WHERE v.VersionedDataType = <br 
/>(SELECT convert(varchar(8),  d.ShortName)<br />             + 
&quot;.0&quot; + convert(char(2), d.VersionID)<br />  FROM 
DsMdDeletedGranules d<br />  WHERE d.GranuleID IN 
(&lt;GranuleId1&gt;, &lt;GranuleId2&gt; …))<br />GROUP BY 
v.VolumeGroupId<br />With the GranuleIds taken from file 
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# Action Expected Result Notes 
SC_PHY_before_date.geoid.                      <br />Save query  results in 
/usr/ecs/&lt;MODE&gt;/CUSTOM/utilities/phy.VG<br />SELECT DISTICT  
v.VolumeGroupPath<br />FROM DsStVolumeGroup v<br />WHERE 
v.VersionedDataType = <br />(SELECT convert(varchar(8),  
d.ShortName)<br />             + &quot;.0&quot; + convert(char(2), 
d.VersionID)<br />  FROM DsMdDeletedGranules d<br />  WHERE 
d.GranuleID IN (&lt;GranuleId1&gt;, &lt;GranuleId2&gt; …))<br />GROUP 
BY v.VolumeGroupId<br />With the GranuleIds taken from file 
SC_DFA_before_date.geoid.                     <br />Save query results in 
/usr/ecs/&lt;MODE&gt;/CUSTOM/utilities/dfa.VG<br /><br /><br /><br 
/>Using the EcDs BulkDelete.pl to<br /> -physical and DFA delete<br /> 
SC_PHY_before_date.geoid and <br />SC_DFA_before_date.geoid<br /><br 
/> granuleId DFA delEff<br />1) GLA04.31  
    Y<br />      Y<br />2) MOD14. 5 
     Y<br />      Y<br />3) GLA04. 31
   Y <br />   Y <br />4) AE_Land.2<br 
/>Browse<br />Qa<br />Ph<br /><br />AE_Land.2<br />Browse<br 
/>Qa<br />Ph   Y <br />  Y <br /> 
 Y <br /> <br /> Y <br />  Y <br 
/>  Y <br />  Y <br />5) MOD14.5<br 
/><br />Browse <br />   Y<br />     Y<br />6) 
AE_Land.2<br />Qa<br /><br />Ph <br />    Y<br /> 
    Y<br />     Y<br />7) 
ACRIM.2<br />     Y<br />    Y<br 
/>8) MYD14.5    Y<br />   <br />9) 
AE_Land.2<br />Browse<br />Qa<br />Ph <br /><br />AE_Land.2<br /><br 
/>Browse<br />Qa<br /><br />Ph <br />   <br />  Y<br /> 
    Y<br />     Y<br /> <br 
/><br />  <br />  Y<br />     Y<br /> 
    Y<br />     Y<br />10) MOD14.5
   Y<br />   Y<br />  
 <br />Run the EcDlUnpublishStart.pl utility<br />Run the 
EcDsDeletionCleanup.pl script.<br />EcDsDeletionCleanup.pl<br />Enter 
Sybase SQL Server Name: f4dbl03_srvr<br />Enter AIM’s database name: 
EcInDb_&lt;MODE&gt;<br />Enter Sybase User Name 
&lt;password&gt;<br />…….<br />Enter Log File name [Enter for default]: 
hit enter key for default log.<br /><br /> 

2 *2     /usr/ecs/&lt;MODE&gt;/CUSTOM/logs/EcDsDeletionCleanup.log   
3 +1     Check that number of granules for each data type in files<br   
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# Action Expected Result Notes 
/>SC_PHY_before_date.geoid <br />SC_DFA_before_date.geoid<br 
/>Assoc_PHY_before_date.geoid are displayed<br /><br />Check the 
EcDsDeleteCleanup.pl utility prompts for the operator to confirm to delete 
granules “Do you CONFIRM to delete the listed granules? [y/n]”<br /> 

4 +2 After the physical deletion successfully completed, check the 
DsMdDeletedGranules table with flowing queries below.<br />•
 Verify that granules have been removed from 
DsMdDeletedGranules if they were marked earlier than &lt;current day – lag-
1&gt; using:<br /><br />           SELECT count(*)<br />           FROM 
DsMdDeletedGranules<br />          WHERE transactionTime &lt;= <br />         
&lt;mm/dd-lag-1/yyyy hh:mm:ss&gt;<br />         The query should return 0, 
meaning that   <br />       the targets in SC_PHY_before_date.geoid <br />       
and SC_DFA_before_date.geoid have <br />       been physically deleted.<br 
/><br /><br />• Verify that logically deleted granules after &lt;current day 
– lag-1&gt; all remain at the state of deletion or DFAed:<br /><br />SELECT  
&quot;SC:&quot;+ convert(varchar(8),ShortName)<br />        + 
&quot;.0&quot; + convert(char(2), VersionID)<br />        + &quot;:&quot; + 
convert(varchar(10),GranuleID)<br />FROM DsMdDeletedGranules<br 
/>WHERE transactionTime &gt; &lt;today – lag-1&gt;<br /><br />         The 
query resuts should include all targets   <br />          in 
SC_PHY_after_date.geoid<br /> 

  

5 +3   After the deletion completed successfully, verify that for each science 
granule that was marked for deletion in SC_PHY_before_date.geoid (whose 
deleteEffectiveDate is less than today-lag-1) were physically deleted.<br 
/>Note: Queries below are expected to return 0 row(s).   GranuleIds and 2 
multifile GranuleIds are all taken from SC_PHY_before_date.geoid<br />•
 Verify that inventory entries are removed from the AIM db<br 
/>(DsMdStagingTable,DsMdUndeletedGranules,DsMdDeletedGranules,DsSt
PendingDelete,DsMdPendingDeleteXMLFile) using queries:<br /><br />1) 
SELECT count(*)<br />        FROM  DsMdStagingTable a, <br />        
AmGranule b<br />        WHERE  a.GranuleId = b.GranuleId<br />        
AND b.GranuleId  IN   <br />        (SC_PHY_before_date.geoid)<br />    2)   
SELECT count(*)<br />FROM  DsMdUndeletedGranules <br />WHERE 
GranuleID IN (SC_PHY_before_date.geoid)<br />    3)   SELECT 
count(*)<br />FROM  DsMdDeletedGranules<br />WHERE GranuleID IN 
(SC_PHY_before_date.geoid)<br />    4)   SELECT count(*)<br />FROM  
DsMdPendingDeleteXMLFile <br />WHERE GranuleID IN 
(SC_PHY_before_date.geoid)<br />• Verify that XML database 
entries have been cleaned up using query:<br />SELECT count(*)<br 
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# Action Expected Result Notes 
/>FROM AmMetadataFile<br />WHERE GranuleId IN 
(SC_PHY_before_date.geoid)<br />• Verifiy the SC database entries 
has been cleaned up as well:<br />SELECT count(*)<br />FROM 
AmDataFile<br />WHERE GranuleId IN (&lt;GranuleId1&gt;, 
&lt;GranuleId2&gt;, …,&lt;GranuleIdn&gt;)<br />• Verify that all science 
data files are removed from the science file archive:<br />-- Open log file 
Cleanup.log<br />-- Check the filesand paths deleted <br />   -- Use unix 
command ls and try to list the files<br />   -- Expect a “No such file or 
directory” error<br /><br /><br /> 

6 +4   • Identiy the Associated Browse, PH or QA granules marked for 
deletion before the current day minus the lag time in step 4, 5, and 6 in 
S1.<br />• Query below are expected to return 0 row(s).<br />•
 Verify that inventory entries are removed from the AIM db 
(DsMdStagingTable,DsMdUndeletedGranules,DsMdDeletedGranules,DsStP
endingDelete,DsMdPendingDeleteXMLFile) using queries:<br />    1)   
SELECT count(*)<br />FROM  DsMdStagingTable a, <br />AmGranule 
b<br />WHERE  a.GranuleId = b.GranuleId <br />          AND b.GranuleId  
IN<br />          (step 4, 5, and 6 in S1)<br /><br />     2) SELECT count(*)<br 
/>FROM  DsMdUndeletedGranules <br />          WHERE GranuleID IN     
<br />          (step 4, 5, and 6 in S1)<br /><br />     3) SELECT count(*)<br 
/>FROM  DsMdDeletedGranules<br />          WHERE GranuleID IN   <br />   
(step 4, 5, and 6 in S1)<br />    <br />      4)SELECT count(*)<br />FROM  
DsMdPendingDeleteXMLFile <br />WHERE GranuleID IN 
(&lt;GranuleId1&gt;, &lt;GranuleId2&gt;, …,&lt;GranuleIdn&gt;)<br /><br 
/>• Verify that XML database entries have been cleaned up using 
query:<br />SELECT count(*)<br />FROM AmMetadataFile<br />WHERE 
GranuleId IN (&lt;GranuleId1&gt;, &lt;GranuleId2&gt;, 
…,&lt;GranuleIdn&gt;)<br />• Verifiy the database file entries has been 
cleaned up as well:<br />SELECT count(*)<br />FROM AmDataFile<br 
/>WHERE GranuleId IN (&lt;GranuleId1&gt;, &lt;GranuleId2&gt;, 
…,&lt;GranuleIdn&gt;)<br /><br />SELECT count(*)<br />FROM 
AmBrowseDataFile<br />WHERE GranuleId IN (&lt;GranuleId1&gt;, 
&lt;GranuleId2&gt;, …,&lt;GranuleIdn&gt;)<br /><br />SELECT count(*) 
FROM AmDataFile<br />WHERE GranuleId IN (&lt;GranuleId1&gt;, 
&lt;GranuleId2&gt;, …,&lt;GranuleIdn&gt;)<br /><br />SELECT 
count(*)<br />FROM AmDataFile<br />WHERE GranuleId IN 
(&lt;GranuleId1&gt;, &lt;GranuleId2&gt;, …,&lt;GranuleIdn&gt;)<br />•
 Verify that all data files are removed from the science file 
archive:<br />-- Open log file Cleanup.log<br />-- Check the filesand paths 
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# Action Expected Result Notes 
deleted <br />   -- Use unix command ls and try to list the files<br />   -- 
Expect a “No such file or directory” error<br /><br /><br /><br />     go to 
the Archive and DataPool directories <br />     make sure all files are 
removed<br /> 

7 +5    After the deletion completes successfully, verify that granules in 
SC_DFA_before_date.geoid were deleted from archive ONLY. <br />Note 0:  
Queries below must return non-zero count that is greater or equal to the 
number of granules in SC_DFA_before_date.geoid<br />Note1: GranuleIds 
are all taken from file<br /> SC_DFA_before_date.geoid<br />Note2:  At 
least 2 multifile geoids are in SC_DFA_before_date.geoid<br />•
 Verify that inventory entries are NOT removed from the AIM 
db:<br /> 1)            SELECT count(*)<br />FROM  AmGranule<br 
/>WHERE GranuleId IN (&lt;GranuleId1&gt;, &lt;GranuleId2&gt;, 
…,&lt;Grami;ed&gt;)<br />• Verify that XML database entries have 
NOT been cleaned up using query:<br />SELECT count(*)<br />FROM 
DsMdXMLFile<br />WHERE GranuleId IN (&lt;GranuleId1&gt;, 
&lt;GranuleId2&gt;, …,&lt;GranuleIdn&gt;)<br />• Verifiy the science data 
files entries have been cleaned:<br />SELECT count(*)<br />FROM 
AmDataFile<br />WHERE GranuleId IN (&lt;GranuleId1&gt;, 
&lt;GranuleId2&gt;, …,&lt;GranuleIdn&gt;)<br />• Verify that all science 
data files are removed from the science file archive:<br />-- Open log file 
Cleanup.log<br />-- Check the filesand paths deleted <br />   -- Use unix 
command ls and try to list the files<br />   -- Expect a “No such file or 
directory” error<br /> 

  

8 +6 Get the GranuleIds in step 4 for each Browse, PH, or QA granule 
associated with a science that was marked as DFA are not removed from 
database.<br />select g.ShortName, g.VersionId, convert(varchar(10), 
g.GranuleId) granuleId, g.IsOrderOnly,<br />convert(varchar(10), 
b.BrowseId) BrowseId<br />from AmGranule g, AmBrowseDataFile b, 
AmBrowseGranuleXref x<br />where g.GranuleId = x.GranuleId<br />and 
x.BrowseId = b.BrowseId<br />and b.BrowseId = &lt;browseId&gt;<br 
/><br />QA<br />select g.ShortName, g.VersionId, convert(varchar(10), 
g.GranuleId) granuleId, g.IsOrderOnly 'g.IsOrderOnly',<br 
/>convert(varchar(10), f.GranuleId) 'f.GranuleId', convert(varchar(30), 
f.DirectoryPath) DirectoryPath,<br />f.OnlineFileName<br />from 
AmGranule g,   AmQaGranuleXref  x, AmDataFile f<br />where g.GranuleId 
= x.ScienceId<br />and x.QaId = f.GranuleId<br />and f.GranuleId = 
&lt;granuleid&gt;<br />PH<br />select g.ShortName, g.VersionId, 
convert(varchar(10), g.GranuleId) granuleId, g.IsOrderOnly 
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# Action Expected Result Notes 
'g.IsOrderOnly',<br />convert(varchar(10), f.GranuleId) 'f.GranuleId', 
convert(varchar(30), f.DirectoryPath) DirectoryPath,<br 
/>f.OnlineFileName<br />from AmGranule g,   AmPhGranuleXref  x, 
AmDataFile f<br />where g.GranuleId = x.ScienceId<br />and x.PhId = 
f.GranuleId<br />and f.GranuleId = &lt;granuleid&gt;<br />Then use the 
Unix ls command to verify that the data files are not removed from the file 
system.<br /> 

9 +7   Go to the log directory and open the EcDsDeletionCleanup.log to verify 
that all files removed are taken from a correct VolumeGroupPath by 
comparing the volume group path use in the DPL GUI/VolumeGroup 

  

10 +8   Verify EcDsDeleteionCleanup.pl utilitiy prompted the operator to 
specify a log file.<br />Enter Log File name [Enter for default]: 
/home/hdinh/AIM/EcDsDeletionCleanup.log<br /> 

  

11 +9   Verify the start time and end time for the process have been logged.<br 
/>Verify UNIX ID for the process has been logged<br />For each deleted 
granule, verify if its granule ID, ShortName and VersionId  have been 
logged<br /> 

  

12 +10   Verify the start time and end time for the process have been logged.<br 
/>Verify UNIX ID for the process has been logged<br />For each non-
granule, verify if its granule ID, (Browse, QA, PH)  have been logged<br 
/>Index VersionedDataType   VolumeGroupId   VolumeGroupPath         
filecount<br />  0:    Browse.001      1051        
/stornext/snfs1/DEV01/Browse/       1<br />  1:    MOD29P1D.005        1191     
/stornext/snfs1/DEV01/MODIS/        1<br /> 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
1. Verify that the granule deletion utility displays the number of granules to be physically deleted, and prompts the operator to confirm the physical deletion. 
 
2. Verify that the utility processes the lag time correctly, i.e. that it physically deletes the granules that were marked for deletion before the current day minus the 
lag time days, and does not physically delete granules that were marked for deletion within the lag time days. 
 
3. Verify that for each science granule that was marked for deletion before the current day minus the lag time, all inventory entries for that granule are removed 
from the AIM db, the XML file for the granule is removed from the XML archive, all data files for the granule are removed from the science file archive, 
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including all data files for multi-file granules, all data files and metadata files are removed from the Data Pool, and for directories that became empty as a result 
of the granule deletions were removed. 
 
4. Verify, for each Browse, PH, or QA granule marked for deletion before the current day minus the lag time, that all inventory entries for that granule are 
removed from the AIM db, all data files for the granule are removed from the science file archive, and that all data files and metadata files are removed from the 
Data Pool. 
 
5. Verify that for each science granule that was marked as DFA before the current day  minus the lag time, all data files for the granule are removed from the 
science file archive, including all data files for multifile granules, all data files and metadata files are removed from the Data Pool, but the inventory entries for 
the granule in the AIM database and the XML file for the granule are not removed. 
 
6. Verify, for each Browse, PH, or QA granule associated with a science granule that was marked as DFA before the current day minus the lag time, that the data 
files for the granule are not removed from the science file archive, and the inventory entries for that granule are not removed from the AIM db. 
 
7.  Verify that the utility uses the appropriate volume group history set when removing files from the science file archive. 
 
8.  Verify that the utility prompts the operator to specify a log file name. 
 
9.  Verify that the utility logs, in the specified log file, all information required in requirement S-DSS-03670 for all science granules that are physically deleted 
 
10.Verify that the utility logs, in the specified log file, all information required in requirement S-DSS-03680 for all non-science granules that are physically 
deleted. 
 
  
 

50 DP_81_01_TP050 GRANULE DELETION / DPL MOVE COLLECTION DEPENDENCIES (ECS-
ECSTC-2461) 

DESCRIPTION: 
Granule Deletion / DPL Move Collection dependencies 
 
  
 
1. [Granule Deletion / DPL Move Collection dependencies]  Run the AIM GranuleDeletion utility to mark at least 1 granule as deleted.   
 
2. Make sure the DPL Move Collection utility and the AIM Granule Deletion Utility are deployed to different hosts. 
 
3. Lock a table used by the DPL Move Collection utility, Start the DPL Move Collection utility and verify that the utility is running, attempt to run the Granule 
Deletion Utility used for physically deleting granules (EcDsDeletionCleanup).   
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PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 *1 The EcDlMoveCollection.pl should be in f4dpl01 box  and the 

EcDsBulkDelete is f4oml01 box 
  

2 *2  Delete 1 granule logical delete.   
3 *3   Run EcDlMoveCollection.pl &lt;MODE&gt; –shortname [shortname] -

versionid [version] -sourcefs FSold -targetfs FSnew -verbose. (FSold is the 
fileSystemLabel in AmCollection.)<br />Run the EcDsDeletionCleanup.pl 
script.<br /> 

  

4 +1    Ps –ef | grep EcDlMoveCollection   
5 +2  Verify the GranuleDeletion (EcDsDeletionCleanup) utility failed with an 

appropriate message.  Or open the EcDsDeletionCleanup.log to see the error 
messege. 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
1. Verify the DPL Move Collection utility is still running 
 
2. Verify that the GranuleDeletion (EcDsDeletionCleanup) utility failed with an appropriate message 
 
  
 

51 DP_81_01_TP051 GRANULE DELETION SKIPPING PUBLIC / ON ORDER GRANULES (ECS-
ECSTC-2462) 

DESCRIPTION: 
Granule Deletion skipping public / on order granules 
 
1. [Granule Deletion skipping public / on order granules].  Ensure the following granule cases are present in the Inventory Catalog: 
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a. Logically delete at least 2 granules that are members of the public Data Pool. 
 

b. Logically delete at least 2 granules that are included in a OMS “pull” order in which the expiration time has not expired and that are members of the 
hidden Data Pool. 
 

c. Logically delete at least 1 granule that is included in an active OMS request and that is a member of the hidden Data Pool (it may be necessary to pause 
this request so that it doesn’t complete prior to the end of the test). 
 

d. Logically delete at least 2 granules that are not part of a current OMS order, not part of a non-expired pull order, and not in the public Data Pool. Make 
sure the DPL un-publish utility is not running so the public granules remain public. 
 

2. Run the Granule Deletion utility to physically delete granules (using a lag time that will cause the utility to try to delete all the granules that were logically 
deleted in step 1). 
 
  
 
PRECONDITIONS: 
 
 
 
 
 
620 S-1.a   MOD14.005   2 granules   /sotestdata/DROP_801/DP_81_01/Criteria/620/620_A 
620 S-1.b   MOD14.005   2 granules   /sotestdata/DROP_801/DP_81_01/Criteria/620/620_B 
620 S-1.c   MOD14.005   1 granule   /sotestdata/DROP_801/DP_81_01/Criteria/620/620_C 
620 S-1.d   MOD14.005   2 granules   /sotestdata/DROP_801/DP_81_01/Criteria/620/620_D 
 
STEPS:   
# Action Expected Result Notes 
1 * 1  Ingest all PDRs in the test requirement above.<br />Run 

EcDsBulkDelete script in S1.<br /><br /><br />a. Use BulkDelete 
logically delete 2 granules in step a.<br />b. Logically delete 2 granules in 
step b and submit one Pull order.<br /> Select * from 
DlGranuleExpirationPriority<br />             Where granuleId in(&lt;granuleId 
in b&gt;)<br />             To make sure granules in hidden and <br />             
granules in hidden.<br />c. Run unpublish utility 1 granule in step c 
and submit one ftppush request.  Using the OMS Gui to suspend this 
request.<br />d. Run unpublish utility granules in step d. Logically delete 2 
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# Action Expected Result Notes 
granules in step d.<br />Run unpublish utility 2 granules<br 
/>EcDlUnpublishStart.pl -mode &lt;MODE&gt; <br />-file 
&lt;inputfile&gt;<br />             Select * from DlGranuleExpirationPriority<br 
/>             Where granuleId in(&lt;granuleId in d&gt;)<br />            <br /><br 
/><br />S1 granuleId delEff DFA Public Order<br />a
   Y  N  Y N<br />  Y N
  Y N<br />b  Y N N Y<br 
/>  Y N N Y<br />c  Y
 N N Y<br />  Y N N Y<br 
/>d  Y  N N<br />  Y 
 N N<br />EcDlUnpublishStop.pl -mode &lt;MODE&gt;<br 
/> 

2 *2 Run EcDsDeletionClean.pl   
3 +1 Verify that the granules in case a, b, and c were not deleted and that 

granules in case d are deleted.<br />select ShortName, VersionId, 
convert(varchar(10), GranuleId) GranuleId, IsOrderOnly, PublishTime <br 
/>from AmGranule<br />where GranuleId in (GranuleId in case a, b, and 
c)<br />make sure there are rows return but not for the granule in case d.<br 
/> 

  

4 +2 Make sure the Granule Deletion utility logged appropriate message 
message for each granule skipped a, b, and c. 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
1. Verify that the granules in cases a, b, and c were not deleted and that granules in case d are deleted. 
 
2. Verify the Granule Deletion utility logged an appropriate message for each granule skipped. 
 

52 DP_81_01_TP052 GRANULE DELETION SUBSEQUENT PROCESSING OF SKIPPED PUBLIC / ON 
ORDER GRANULES (ECS-ECSTC-2463) 

DESCRIPTION: 
Granule Deletion subsequent processing of skipped public / on order granules 
 
Reuse test data from 620 
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1.[Granule Deletion subsequent processing of skipped public / on order granules].  Using the granules set up in criterion 620, run the DPL un-publish utility 
to un-publish the granules in condition a, assure that OMS has finished with the granules in conditions b and c and has cleaned up all files, links, and directories 
associated with the orders.      
 
2. Run the Granule Deletion utility to physically delete the granules (using a lag time that will cause the utility to try to delete all the granules that were logically 
deleted) 
 
  
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 *1  ssh to f4dpl01   <br />cd  to /usr/ecs/&lt;mode&gt;/CUSTOM/utilities<br 

/>Using the DPL un-publish utility to un-publish <br />    granules in 
criterion 620 S-1a condition a. <br />    Run the EcDlUnpublishStart.pl -
mode <br />    &lt;MODE&gt;  -m  inputfile<br />    Using the OMS GUI to 
make sure the request is shipped in condition b and c.<br /> 

  

2 * 2 Run EcDsDeletionClean.pl script to physical delete the granules (using a 
lag time that will cause the utility to try to delete all the granules that were 
logically deleted) 

  

3 + 1 Select ShortName, VersionId, GranuleId, IsOrderOnly from 
AmGranules<br />Where GranuleId in &lt;granuleId&gt;<br />Go to 
Archive directory Cd /stornext/snfs1/&lt;MODE&gt;/ to make sure granules 
file are not exist there.<br /> 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
1. Verify the granules in conditions a, c, and c are physically deleted and that all files are removed from the archive and Data Pool as per criterion 600. 
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53 DP_81_01_TP053 PERFORMANCE TEST AIM GRANULE DELETION (ECS-ECSTC-2464) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

54 DP_81_01_TP054 MOST RECENT INSERT CLEANUP (ECS-ECSTC-2465) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

55 DP_81_01_TP055 DPL CLEANUP WITH INPUT FILE (ECS-ECSTC-2466) 

DESCRIPTION: 
DPL Cleanup with input file 
 
PRECONDITIONS: 
ingest granules 
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STEPS:   
# Action Expected Result Notes 
1 [DPL Cleanup with input file ] <br />Create 2 input files for the Data Pool 

Cleanup utility containing granules that correspond to the following 
conditions:<br />a. At least 2 hidden ECS sciences granule in a directory 
which contains no other granules<br />b. At least 2 public ECS science 
granules that are the last remaining granules in their directories<br />c. At 
least 2 public ECS granules that are in directories containing other 
granules<br />d. At least 2 public ECS granules containing browse links in 
the Data Pool<br />And one file containing:<br />e. <br />f. At least 2 non-
ECS granules that are the last 2 granules within a directory<br />g. At least 2 
non-ECS granules that are not the last 2 granules within a directory.<br />h. 
At least 2 ECS granules that are part of a current order.<br />One file should 
contain the ECS granule cases and the other should contain the non-ECS 
granule cases.  Run a Data Pool cleanup utility to process each input file. 

a)  The science are stored its own 
directory     <br />     corresponding to 
the RangeBeginningDate <br />      
column in AmGranule table<br />      
use the Unpublish utility to unpublish   
<br />     granules a.<br />b)   The 
science files of step b and c should be 
<br />      stored in same directory 
corresponding to the   <br />       
RangeBeginningDate column in 
AmGranule <br />       table<br /><br 
/>c)    ingest granules.<br /><br />d)    
Ingest granules then use the sql <br />    
select g.ShortName, g.VersionId,   <br 
/>convert(varchar(10), g.GranuleId) 
granuleId, g.IsOrderOnly,<br />       
convert(varchar(10), b.BrowseId) 
BrowseId<br />       from AmGranule 
g, AmBrowseDataFile b,     <br />       
AmBrowseGranuleXref x<br />       
where g.GranuleId = x.GranuleId<br 
/>       and x.BrowseId = 
b.BrowseId<br />       and g.GranuleId 
in (granuleid in step d)<br /><br />e) 
Ingest granules and order those 
granules.<br /><br />Run a Data Pool 
cleanup utility to process each input 
file<br />Create an input file calls 
inputfile from GranuleId in table 
above.<br />EcDlCleanupGranules.pl 
&lt;MODE&gt; -file inputfile<br /> 

 

2 Verify that all granule files and browse links, except those that were on order 
(S1-e), were removed from the Data Pool disks. 

Go to the public directory to make 
sure the granule files and browse links 
were removed except those that were 
on order (S1-e).<br 
/>/datapool/&lt;MODE&gt;/user/FileS
ystemLabel/GroupId/SubTye/RangeB
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# Action Expected Result Notes 
eginingDate/<br 
/>/datapool/DEV02/user/FS2/MOLT/
MOD14.005/2011.01.01/ 

3 Verify that the directories related to the removed ECS granules were not 
removed from the Data Pool 

Make sure that directories related to 
the removed ECS granules were not 
removed from the Data Pool.   See V-
1 directory. 

 

4 Verify the AIM Inventory Catalog entries for all of the removed ECS 
granules now indicate the granules are in the “hidden” Data Pool and that the 
“Warehouse metadata” for the public granules was removed.  <br />(Note: 
these ECS granules now become “phantoms”) 

Select ShortName, VersionId, 
convert(varchar(10), GranuleId) 
granuleId, IsOrderOnly, PublishTime, 
IsOrderOnly<br />      from 
AmGranule <br />      where 
GranuleId in (GranuleIds in step b,c, 
<br />      d, e, g, and h)<br />      make 
sure IsOrderOnly is “H”<br />     go to 
the public  directory to make sure 
there   <br />     are no files, these files 
should be in hidden   <br />     
directories. 

 

5 Verify that the files that were removed were logged and that the granules that 
were skipped because they are on order (S-1e) was logged.  For granules that 
were skipped the total number of granules as well as their total size should be 
logged. 

Open the EcDlCleanupGranules.log to 
make sure that the files that were 
removed were logged and that the 
granules that were skipped because 
they are on order (S-1e) was logged. 

 

6 Verify that the total number of files that were cleaned up is logged and is 
correct. 

Verify the 2 non-ECS granules (S1-f) 
were removed along with the 
directory. 

 

7 Verify the 2 non-ECS granules (S1-g) were removed but the directory is still 
present and contains the non-ECS granule(s) that were present prior to 
running the cleanup utility and were not part of the cleanup request. 

Verify the 2 step on-ECS granules 
(S1-g) were removed but the directory 
is still present and contains the non-
ECS granule(s) that were present prior 
to running the cleanup utility and were 
not part of the clean up request. 

 

 
 
TEST DATA: 
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EXPECTED RESULTS: 
 

56 DP_81_01_TP056 DPL CLEANUP ON NON-ECS GRANULES (ECS-ECSTC-2467) 

DESCRIPTION: 
DPL Cleanup on non-ECS granules 
 
PRECONDITIONS: 
Ingest non-ecs granules. 
 
STEPS:   
# Action Expected Result Notes 
1 [DPL Cleanup on non-ECS granules]  Ensure that the Data Pool contains the 

following granule conditions:       <br />a. At least 2 non-ECS granules 
whose expiration time is  prior to 8 hours ago from the previous day<br />b.
 At least 2 non-ECS granules whose expiration dates are in the 
future.<br />c. At least 2 non-ECS granules whose expiration time is 
between midnight of the previous day minus 8 hours and midnight of the 
previous day.<br />Run a Data Pool cleanup utility with options to remove 
expired granules with an offset of 8 hours.<br /> 

Ingest the pdrs in the test requirement 
above.<br 
/>EcDlBatchInsertPublishUtilityStart.
pl &lt;MODE&gt; -nonecs -file 
filename<br />Note: expirationDate is 
Apr 6 2011   <br />      
1:15:44:683PM&quot;<br /><br />a)  
Select * from 
DlGranuleExpirationPriority<br />     
Where granuleId in(&lt;granuleId in 
a&gt;<br />     EcDlUpdateGranule.pl 
DEV02  &lt;MODE&gt;  -grnid 
3002000306 GranuleId -exp 
&quot;2011/05/16&quot; -ret 225<br 
/>Or use sql command to update<br />   
update 
DlGranuleExpirationPriority<br />      
set expirationDate = “Apr 5 2011   <br 
/>      3:00:44:683PM &quot;<br /><br 
/>b)  update 
DlGranuleExpirationPriority<br />      
set expirationDate = “Apr 6 2011   <br 
/>      20:00:44:683PM &quot;<br />      
Select * from 
DlGranuleExpirationPriority<br />         
Where granuleId in(&lt;granuleId in 
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# Action Expected Result Notes 
b&gt;)  <br /> <br />Make sure the 
expiration dates are in the future.<br 
/> c)   update 
DlGranuleExpirationPriority<br />      
set expirationDate = “Apr 5 2011   <br 
/>      20:00:44:683PM &quot;<br 
/><br />EcDlCleanupGranules.pl  
&lt;mode &gt;  -offset 8<br /> 

2 Verify that all expired non-ECS granules that qualify to be removed (S1-a) 
were deleted from the Data Pool disks and that the DataPool metadata 
(including the WebAccess Warehouse table entries) and AIM Inventory 
Catalog entries were removed. 

Select * from AmGranule<br />Where 
GranuleId = &lt;GranuleId in S1-
a&gt;<br />Make sure zero rows 
return.<br /><br />select 
g.ShortName, g.VersionId, 
g.granuleId<br />from 
DlGranulesAmGranule g, 
DlFactDayNight fn, 
DlFactGroupESDT fa<br />where 
g.granuleId = fn.granuleId<br />and 
g.granuleId = fa.granuleId<br />and 
g.granuleId = &lt; GranuleId in S1-a 
&gt;<br />group by g.ShortName, 
g.VersionId, g.granuleId<br />make 
sure zero rows return<br /> 

 

3 Verify that the non-ECS granules that did not qualify for deletion (S1-a, S1-c) 
where not removed from the Data Pool disks or AIM Inventory Catalog. 

Select * from AmGranule<br />Where 
GranuleId = &lt;GranuleId in S1-
a&gt;<br />Make sure zero rows 
return.<br /><br />select 
g.ShortName, g.VersionId, 
g.granuleId<br />from AmGranule g, 
DlFactDayNight fn, 
DlFactGroupESDT fa<br />where 
g.GranuleId = fn.granuleId<br />and 
g.GranuleId = fa.granuleId<br />and 
g.GranuleId = &lt; GranuleId in S1-a 
&gt;<br />group by g.ShortName, 
g.VersionId, g.granuleId<br />make 
there are rows return<br /> 

 

4 Verify that the non-ECS granules that did not qualify for deletion (S1-a, S1-c) Select * from AmGranule<br />Where  
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# Action Expected Result Notes 
where not removed from the Data Pool disks or AIM Inventory Catalog. GranuleId = &lt;GranuleId in S1-

a&gt;<br />Make sure zero rows 
return.<br /><br />select 
g.ShortName, g.VersionId, 
g.granuleId<br />from AmGranule g, 
DlFactDayNight fn, 
DlFactGroupESDT fa<br />where 
g.GranuleId = fn.granuleId<br />and 
g.GranuleId = fa.granuleId<br />and 
g.GranuleId = &lt; GranuleId in S1-a 
&gt;<br />group by g.ShortName, 
g.VersionId, g.granuleId<br />make 
there are rows return<br /> 

5 Verify that the files that were removed were logged. Open the EcDlCleanupGranule.log to 
verify that the files that were removed 
were logged. 

 

6 Verify that the total number of files that were cleaned up is logged and is 
correct. 

Open the EcDlCleanupGranule.log to 
verify that the total number of files 
that were cleaned up is logged and is 
correct in S1-a. 

 

7 Verify that the total amount of disk space that was cleaned up is logged and is 
correct. 

Open the EcDlCleanupGranule.log to 
verify that the total amount of disk 
space that was cleaned up is logged 
and is correct.  E.g <br />Deleted 6 
file occupying 12820346 bytes.<br /> 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

57 DP_81_01_TP057 REMOVING GRANULES FROM A THEME (ECS-ECSTC-2468) 

DESCRIPTION: 
Removing granules from a theme 
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PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 [Removing granules from a theme] Ensure the Data Pool contains a theme 

that is associated with the  following granule conditions:<br />a. At least 2 
public ECS science granules<br />b. At least 2 non-ECS granules<br />Run 
the Data Pool Cleanup utility and specify the above theme. 

1. Ingest granules with them by using 
the Publish utility<br />       
EcDlPublishUtilityStart 
&lt;MODE&gt; -ecs -file <br />       
ecsid -theme myThem<br /><br />       
select g.ShortName, g.VersionId,   <br 
/>       
convert(varchar(12),g.granuleId) <br 
/>       'g.granuleId',  t.name<br />       
from AmGranule g, DlThemes t,   <br 
/>       DlGranuleThemeXref x<br />      
where g.granuleId = 
&lt;granuleId&gt;<br />       and 
g.granuleId = x.granuleId<br />       
and x.themeId = t.themeId<br /><br />   
make sure there are some rows 
return<br />       use the Batch insert 
utitility to insert granules <br />       in 
step b with theme<br 
/>EcDlPublishUtilityStart.pl 
&lt;MODE&gt; -nonecs -file filename 
-theme &lt;themename&gt;<br /><br 
/>EcDlCleanupGranules.pl 
&lt;MODE&gt; -themexref  myTheme 

 

2 [Removing granules from a theme] Ensure the Data Pool contains a theme 
that is associated with the  following granule conditions:<br />a. At least 2 
public ECS science granules<br />b. At least 2 non-ECS granules<br />Run 
the Data Pool Cleanup utility and specify the above theme. 

1. Ingest granules with them by using 
the Publish utility<br />       
EcDlPublishUtilityStart 
&lt;MODE&gt; -ecs -file <br />       
ecsid -theme myThem<br /><br />       
select g.ShortName, g.VersionId,   <br 
/>       
convert(varchar(12),g.granuleId) <br 
/>       'g.granuleId',  t.name<br />       
from AmGranule g, DlThemes t,   <br 
/>       DlGranuleThemeXref x<br />      
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# Action Expected Result Notes 
where g.granuleId = 
&lt;granuleId&gt;<br />       and 
g.granuleId = x.granuleId<br />       
and x.themeId = t.themeId<br /><br />   
make sure there are some rows 
return<br />       use the Batch insert 
utitility to insert granules <br />       in 
step b with theme<br 
/>EcDlPublishUtilityStart.pl 
&lt;MODE&gt; -nonecs -file filename 
-theme &lt;themename&gt;<br /><br 
/>EcDlCleanupGranules.pl 
&lt;MODE&gt; -themexref  myTheme 

3 Verify that the theme no longer has associations to any granules. re-run the query above in V-1<br />to 
make sure there is no row return. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

58 DP_81_01_TP058 REMOVING EXPIRED GRANULES FROM A THEME (ECS-ECSTC-2469) 

DESCRIPTION: 
Removing expired granules from a theme 
 
PRECONDITIONS: 
ingest non-ecs granules 
 
STEPS:   
# Action Expected Result Notes 
1 [Removing expired granules from a theme] Ensure the Data Pool contains a 

theme that is associated with the  following granule conditions:<br />a. At 
least 2 non-ECS science granules that are expired<br />b. At least 2 non-ECS 
granules that are not expired<br />c. As least 2 non-ECS granules that are 
expired but that are not associated with the given theme.<br />Run the Data 

EcDlBatchInsert.pl &lt;MODE&gt;  -
nonecs –file &lt;in step a&gt; -theme 
&lt;themname&gt;<br />Select * from 
DlGranuleExpirationPriority<br />     
Where granuleId in(&lt;granuleId in 
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# Action Expected Result Notes 
Pool Cleanup utility and specify the above theme and the –expired option. a&gt;<br />     <br 

/>EcDlBatchInsert.pl &lt;MODE&gt;  
-nonecs –file &lt;in step b&gt; -theme 
&lt;themname&gt;<br /><br 
/>EcDlBatchInsert.pl &lt;MODE&gt;  
-nonecs –file &lt;in step c&gt; -theme 
&lt;themname&gt;<br />      update 
DlGranuleExpirationPriority<br />      
set expirationDate = &lt;current 
date&gt;<br />      where granuleId in 
&lt;granuleIds in S-1a and <br />      
S-1c&gt;<br />     Or using the DPL 
update utility <br />       
EcDlUpdateGranule.pl 
&lt;MODE&gt; -exp   <br />       
&lt;date&gt; 

2 Verify that the files, Data Pool metadata for supporting Web Access, and the 
AIM Inventory Catalog entries for expired non-ECS granules associated with 
the theme (S-1a) are removed and that the files, Data Pool metadata for 
supporting Web Access, and the AIM Inventory Catalog entries for the other 
granules (S-1b, S-1c) were not removed. 

EcDlCleanupGranules.pl 
&lt;MODE&gt; -themexref  myThem 
–expired<br /><br />select 
g.ShortName, g.VersionId, 
convert(varchar(12),g.granuleId) 
'g.granuleId',  t.name<br />from 
AmGranule g, DlThemes t, 
DlGranuleThemeXref x<br />where 
g.granuleId = &lt;granuleIds&gt;<br 
/>and g.granuleId = x.granuleId<br 
/>and x.themeId = t.themeId<br 
/>make sure granules in S-1a  are 
removed and S-1b, S-1c were not 
removed. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
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59 DP_81_01_TP059 DATAPOOL TEMPORARY FILE CLEANUP (ECS-ECSTC-2470) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

60 DP_81_01_TP060 QA UPDATE (ECS-ECSTC-2471) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

61 DP_81_01_TP061 QA UPDATE RACE CONDITION WITH PUBLISHING (ECS-ECSTC-2472) 

DESCRIPTION: 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

62 DP_81_01_TP062 QA UPDATE FAILURE TO UPDATE XML (ECS-ECSTC-2473) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

63 DP_81_01_TP063 AIM EVENT RETENTION (ECS-ECSTC-2474) 

DESCRIPTION: 
AIM Event retention  
 
  
 
 
 
MYD14.005 None 10 granules 

 
  

None   

MOD14.005 None 2 granules, 2 browses None /sotestdata/SynergyVI/BE_7B_01/Criteria/150/01_B 
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AE_Land.002 

 
2 granules, 1 browse, 1 linkage 

  
 
  
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 [Verify Event History Cleanup] Configure the length of time for retaining 

event history information in AIM and for retaining audit trail information in 
the BMGT to be short enough to make this test feasible. 

1) Jump to Step S-2  first.<br 
/><br />2) Setup a cron job to 
perform event history cleanup every 
hour:    a. get the current time.           
cd to 
x4oml01:/usr/ecs/&lt;MODE&gt;/CU
STOM/utilities;   execute &gt;crontab 
–e ;  enter the following lines :                
&lt;min-2&gt;   *   *    *    *    c  
setview current_test                                 
&lt;min-1&gt;  *    *    *     * 
/ecs/formal/DSS/AIM/scripts/ 
EcDsAmCleanEventHistory.pl  
&lt;MODE&gt;  -hours  1   <br /><br 
/>3) Save the crontab file<br /> 

 

2 Cause a number of events reflecting logical and physical science and browse 
granule deletions; science granule QA updates; and Data Pool URL removals 
through replacements, as well as Data Pool URL changes through relinking 
or moving a collection.<br />[NOTE: It is acceptable and maybe convenient 
to have all these events occur within a single BMGT export time interval.]<br 
/> 

1) Ensure BMGT is NOT 
running in Automatic MODE or 
through the cron.<br />2) Set the 
bmgt automatic cycle length to 2 
hours.<br />3) Ingest the granules 
in 
/sotestdata/DROP_721/BE_7E_01/Cri
teria/150<br />4) Collect their dbIDs 
in a granuleFile.<br />5) Logically 
and physically delete only the ones 
that have a browse:  (there are 2 such 
granules among those ingested)<br 
/>6) Perform QA update on 3 
granules<br />7) Turn on the 
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# Action Expected Result Notes 
GRANULE_REPLACEMENT option 
in 
/usr/ecs/&lt;MODE&gt;/CUSTOM/cf
g/EcDlInsertUtility.properties<br />8)
 Re-ingest 5 of the ingested in 
15)<br />9) Move a collection 
from FS1 to FS2<br />10) Ensure that 
the previous events are reflected in DB 
tables 
DsMdGrEventHistory,DsMdGrParam
UpdHistory.<br /> 

3 Verify the presence of these events before the retention time expires. select * from 
DsMdGrEventHistory<br />where 
eventTime &gt;&quot;today 
date&quot;<br /> select * from 
DsMdGrParamUpdHistory 

 

4 Wait for the configured amount of time so the AIM events expire. Ensure that 
the AIM capabilities that cleanup these events have an opportunity to operate. 
For example, if it is necessary for an AIM server to be up, ensure that server 
is in fact up and running. Verify that the AIM event information was cleaned 
up. 

select * from 
DsMdGrEventHistory<br />make sure 
the EcDsAmCleanEventHistory.pl 
script to clean up the events in the 
DsMdGrEventHistory table 

 

5 Wait for the configured amount of time for retaining BMGT audit trail 
information. Ensure that the BMGT and DPL capabilities that are needed to 
remove the DPL events have an opportunity to operate. Verify that the DPL 
event information was cleaned up. 

done in step 4.<br />Bob has written 
the ncr 7048627 Update ticket 
BE_7E_01 criteria 150 to specify 
functional retentention times. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

64 DP_81_01_TP064 BMGT PROCESSING OF URL CHANGES (ECS-ECSTC-2475) 

DESCRIPTION: 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

65 DP_81_01_TP065 BMGT REGRESSION TEST (ECS-ECSTC-2476) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

66 DP_81_01_TP066 AIM EVENT IDENTIFICATION FOR BMGT LONG FORM VERIFICATION 
(ECS-ECSTC-2477) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 

 
 
TEST DATA: 
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EXPECTED RESULTS: 
 

67 DP_81_01_TP067 BMGT MANUAL EXPORT REGRESSION TESTING (ECS-ECSTC-2478) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

68 DP_81_02_TP010 SDPS WEB API DESCRIPTION (ECS-ECSTC-2479) 

DESCRIPTION: 
Test Case ID - 110 
 
  
 
Configure the DAAC operational information. 
 
Submit a request to retrieve the SDPS Web API Description via the SDPS External Web API from a host within the firewall and (if possible) from a host outside 
the test environment firewall. 
 
  
 
  
 
PRECONDITIONS: 
Collections need to be configured such that there all collections with the following characteristics: 
 
a.)  No public granules, but at least one hidden granule 
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b.)  At least one public and one hidden granule, collection tagged as public 
 
c.)  At least one public and one hidden granule, collection tagged as hidden 
 
  
 
STEPS:   
# Action Expected Result Notes 
1 For this test 3 scenarios have to be met before the test is executed. Use DPL 

Ingest to ingest the granules, and mark them as public/hidden 
Once the DPL tool has been run it will 
be used to ingest granules for certain 
collections 

 

2 Using the DPL Ingest Gui, go to Configuration/DataType and set 
PublishByDefaultFlag is on. 

This should enable to publicly publish 
in the DPL database, i.e. set the right 
flag 

 

3 Login to Aim database and perform the following updates to enable 
publishing and band extraction <br /> update AmCollection            <br />set 
PublishByDefaultFlag = “Y”, <br />ConvertEnabledFlagConvertEnabledFlag 
= “Y”<br />      HiddenRetTime = 24, PublicRetTime = 24    (DPL 
Maintanance GUI)      <br />      where ShortName in (&lt;all 10 
collections&gt;) <br />      and VersionId = 086<br /> 

The script should execute 
successfully. It should enable 
publishing and band extraction 

 

4 Verify with the science officer the granules that you wish to ingest for the 
collections defined in this test case:<br />a.)  No public granules, but at least 
one hidden granule<br />Once the granules and locations known, select a 
provider where you can set the polling path to the location of the granules. 
Once the polling location has been set the granules will be ingested. Please 
note that in order to acghieve the scenario in part a), one would have to make 
the collection hidden ingest a granule, then make the collection public and 
ingest another granule. All the paths above can be obtained from the science 
officer. Please consult that person prior to ingesting granules.<br />For this 
part, one would have to use the unpublish utility to hide the granules in the 
said collection. 

Once the polling location has been set 
the granules will be ingested. Verify 
that the granules have been ingested 
by going to the HEG ESI and also be 
veryfying by the DPL ingest GUI. 

 

5 The Data Pool Unpublish Utility is started via the following script, from the 
/usr/ecs/&lt;mode&gt;/CUSTOM/utilities directory:<br 
/>EcDlUnpublishStart.pl –mode &lt;mode&gt; [-file &lt;input_file&gt;] [-
granules &lt;granuleid1&gt;,&lt;granuleid2&gt;…] [-aim – offset 
&lt;#days&gt;].<br />It may be easier to just grab all the collection 
granuleIds and specify them on the command line, i.e.<br 
/>EcDlUnpublishStart.pl –mode OPS –granules 12345, 23456 

Verify that the granules have been 
hidden, by going to 
EcInDb_[mode]..AmGranule, and 
filtering by the GranuleId that you 
have used in that step and then looking 
at the publishTime. If PublishTime is 
null then the granule is hidden and the 
tool worked as expected. 
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# Action Expected Result Notes 
6 b.)  At least one public and one hidden granule, collection tagged as 

public<br />For this part of the test, go to the DPL Ingest GUI, and go to the 
Configuration -&gt; Data Types. Once there you will see all the providers and 
versions in the mode. Pick a collection that has been marked as public(by 
looking at the Public in Data Pool icon as green). 

Verify that this collection has some 
granules ingested in it, and if it does 
not then ingest some granules so that 
there are at least some public granules 
in it. You can verify that by going to 
the ESI website to see if there are any 
granules shown when the collection is 
selected. 

 

7 Once there are some granules ingested ,while still in DPL Ingest GUI, click 
on the collection in question, make sure that the Publish in public DPL 
checkbox is unchecked and click on Apply Changes. This will make the 
collection hidden, and any granules ingested afterwards will be marked as 
hidden. Ingest several granules to the collection. 

Verify that the granules have been 
hidden, by going to 
EcInDb_[mode]..AmGranule, and 
filtering by the GranuleId that you 
have used in that step and then looking 
at the publishTime. If PublishTime is 
null then the granule is hidden then the 
change worked as expected. 

 

8 When done ingesting several granules, go back to the DPL Ingest GUI and 
click on the collection in question, click on the Publish in public DPL 
checkbox, and then click on Apply Changes once again. This will again make 
the collection public and any granules ingested from this moment forward 
will be ingested as public. The collection should have both public and hidden 
granules, and the collection itself should be public 

Verify that there are public granules 
by going to the same table(as 
described above) and seeing a value 
for the publishTime. 

 

9 c.)  At least one public and one hidden granule, collection tagged as 
hidden<br />For this test just as before go to the DPL Ingest GUI, and then to 
Configuration -&gt; Data Types. Find a heggable collection that is marked as 
public(i.e. icon showing green checked in the Public in Data Pool column). 
Ingest several granules to that collection. 

Verify that there are ingested granules, 
and verify that ingested granules were 
indeed ingested by going to the ESI 
website and going to the heggable 
collection. Newly ingested granules 
should appear there. 

 

10 Go back to the DPL Ingest GUI, and then to Configuration -&gt; Data Types. 
Select the collection in question, and then make sure that the Publish in 
public DPL checkbox is not checked, and click on Apply Changes. This will 
mark the collection as hidden. Any granules ingested from this point forward 
will be marked as hidden. As before ingest several granules to that collection. 

Verify that the granules have been 
hidden, by going to 
EcInDb_[mode]..AmGranule, and 
filtering by the GranuleId that you 
have used in that step and then looking 
at the publishTime. If PublishTime is 
null then the granule is hidden then the 
change worked as expected. 
Alternative would be to go to the ESI 
website and clicking on the collection. 
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# Action Expected Result Notes 
Hidden granules should not be seen on 
the list of granules when that 
particular collection has been selected. 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
Verify that it is possible to configure DAAC operational information including contact information and planned downtimes. 
 
Verify that an XML document is returned by the requests and that both the local and remote requests return the same XML document.  [Note: If the test 
environment cannot be configured to allow access outside the firewall it is acceptable to instead verify that the mechanism used to retrieve the SDPS Web API 
description does not prohibit external access.] 
 
  
 
Verify that the document does not include any collections matching a.) in the pre-conditions. 
 
Verify that the document contains all of the collections matching b.) and c.) in the pre-conditions. 
 
Verify that the document contains the DAAC operational information as configured. 
 
Verify that the document contains API endpoints for all of the available external services and a description of those services. 
 
  
 
  
 

69 DP_81_02_TP011 CONFIGURE AND RETRIEVE SDPS PROCESSING OPTIONS (ECS-ECSTC-
2480) 

DESCRIPTION: 
Test Case ID - 80  
 
  
 
Run the tool to pre-populate the available processing options for the collections identified in Test Case 10. 
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Configure at least one collection which has HDF-EOS objects or dimensions that cannot be processed by HEG to use a processing tool other HEG. 
 
For each of the processing options listed below configure at least one collection, but not all collections to support that processing option: 
 
  
 
a. spatial subsetting via bounding box  
 
b. temporal subsetting via one or a series of time intervals  
 
c. list of objects, fields, bands, etc. which can be extracted 
 
d. projections in which the output can be made available and the projection parameters that can be provided by the user  
 
e. formats in which the output can be delivered and any formatting parameters that can be provided by the user  
 
f. re-sampling options and any related parameters offered for the granules in this collection 
 
  
 
Create and submit URLs to retrieve ‘SDPS Processing Options Documents’ for each of the collections configured. 
 
Create and submit URLs to retrieve ‘SDPS Processing Options Documents’ for a granule belonging to each of the collections that have been configured.  In 
addition choose two granules to test part c.) such that one granule contains all of the bands that are available for the collection and one is missing at least one of 
the available bands. 
 
PRECONDITIONS: 
Collections specified in Test Case ID 10 are present in the mode and contain public granules.  There must be at least one public granule which does not contain 
all of the available bands for a collection. 
 
STEPS:   
# Action Expected Result Notes 
1 This test case spuns off of test case 10. Go back to test case 10, to see which 

granules of which collections you have ingested. Once the Configuration GUI 
is loaded the available collections should appear there. Once you click on a 
collection, this collection can be added to a service, by right clicking on the 
collection and then selecting Add New Service. Alternatively this collection 
can be added to an existing service. Once added one can see the available 

Verify that the ingested granules in 
collections in Test Case 10 appear in 
the Configuration Utility. Verify that 
for each collection there is a list of all 
available HDF objects. These HDF 
objects should also be present when 
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# Action Expected Result Notes 
HDF objects that are available for that particular collection. one invokes the ESI url of that said 

granule and collection. Verify that the 
HDF objects are the same in each 
instance. 

2 Configure at least one collection which has HDF-EOS objects or dimensions 
that cannot be processed by HEG to use a processing tool other than HEG. 
For example select a one dimention HDF band to a swath collection, or 
selecting Position_in_Orbit object for any AE_DySno granule would do it. 
Disable all of the other HDF bands and enable only the one dimensional 
band. 

Verify that only the enabled one-
dimensional band is visible when the 
ESI form is brought up by going to the 
ESI form of a ingested granule of the 
configured collection. 

 

3 a. spatial subsetting via bounding box <br />For this test, go back to the 
Configuration GUI, select the service that contains a different collection, and 
while in the configuration window, select the enable spatial subsetting 
checkbox. 

Verify that the spatial subsetting 
section is visible on the form when 
invoked thru the ESI website by going 
to a granule that is part of the 
collection configured as part of this 
step. 

 

4 b. temporal subsetting via one or a series of time intervals:<br />No use cases 
exist for this functionality, however, the ESI API supports it.  Therefore we 
will only test the ability to turn temporal subsetting on and off.  <br />-In the 
configuration GUI, select a collection and then a service associated with that 
collection.  Check the Enable Temporal Subsetting checkbox.  Click the 
Update Service To Collection Mapping Button.<br />-In the configuration 
GUI, select another collection and then a service associated with that 
collection.  unheck the Enable Temporal Subsettign checkbox.  Click the 
Update Service To Collection Mapping Button.<br /><br /> 

Select a granule that is part of each 
collection.  view the capabilities XML 
for each granule.  verify that the 
section for the service which was 
configured in the setup step has 
temporalSubsetting= true or 
temporalSubsetting = false consistent 
with what was configured. 

 

5 c. list of objects, fields, bands, etc. which can be extracted<br />This test is 
very similar to step 2, but in this case select a collection that you have not 
selected before, create a service for it, and then select only a handful of all of 
the presented objects, fields and bands. Test at least two granules of the said 
collection. 

Once configured head over to the ESI 
website and open a granule that is part 
of that collection. Only the objects, 
fields and bands selected in the 
configuration website should be 
visible. Nothing else should be present 
there. 

 

6 Further for the part above after testing two granules go back to the 
configuration gui and de-select every single objects, fields and bands, so that 
no objects, fields and bands are present. Then go to the ESI and process a 
granule of that collection. Then go back and add every single objects, fields 
and bands. Go back and test with the ESI once again. 

Verify that whatever objects, fields 
and bands is selected is displayed on 
the ESI form, even if there are none 
selected or all selected. What is 
configured in the Configuration GUI 
should be present on the form 
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# Action Expected Result Notes 
7 d. projections in which the output can be made available and the projection 

parameters that can be provided by the user <br />This option asks to select a 
new collection, and then selecting a few of all of the available projections. 
Just as before select a new collection, then add to a service, and then while on 
the configuration window, click on the Enabled Projections dropdown. This 
option will provide two fields - Available projections and selected 
projections. Select a few of all of the available projections. Once done head 
over to the ESI Website and select a granule that is part of that projection. 

Verify that the selected projections 
appear on the ESI website. Also verify 
that all projection parameters also 
appear on the webform. 

 

8 e. formats in which the output can be delivered and any formatting 
parameters that can be provided by the user <br />For this option select a new 
collection, and add a new service for it. When configured and the 
configuration window is shown, click on the Enabled Formats dropdown, and 
select a few of the available attributes. Once selected they will show in the 
Selected section. Make sure that you have some that are not selected. Once 
done proceed towards the ESI website, and select an ingested granule that is 
part of that collection for processing. 

The selected ingested granule should 
have only the formats that were 
selected in the Configuration GUI. 
Anything that was not selected should 
not appear there. 

 

9 f. re-sampling options and any related parameters offered for the granules in 
this collection<br />For this step select a new collection to add to a service. 
When in the configuration window, click on the Enabled Resampling Types. 
There should be available attributes section, as well as selected attributes 
section. What appears in the Selected Attributes section should appear on the 
ESI webform. On the chosen collection, select a few attributes. 

Verify with the ESI that once saved 
the selected attributes are shown on 
the ESI webpage for a granule of that 
collection. 

 

10 For the collection selected above select a really low value of the Select 
Timeout Seconds. This can be achieved by changing the timeout file of that 
service(Please consult with the Data Access admin for help and location of 
the config file). Once done, select a granule of that collection in the ESI 
website for processing. The granule should fail if the timeout is sufficient 
enough. 

Verify that if a very low timeout value 
has been selected the timeout is indeed 
working, i.e. it times out when 
processed. 

 

11 As a final step select any other options on the config page as part of the 
already confugired collections from previous steps. Any selected scenario 
should reflect on the ESI webform. 

Verify that any changes made on the 
Configuration GUI are reflected on the 
webform 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
Verify that the full list of objects, fields, and bands are populated for the collection. 
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Verify that it is possible to configure different collections to use different tools for processing. 
 
Verify that it is possible to configure collections to offer each of the processing options listed in a. through f. 
 
Verify that it is possible to configure collections to not offer each of the processing options listed in a. through f. 
 
Verify that it is not possible to configure HEG processing of HDF-EOS objects and dimensions that cannot be subsetted or processed by HEG. Verify that it is 
possible to make available processing of HDF-EOS objects and dimensions that cannot be subsetted or processed by HEG if the tool is anything other than HEG.  
 
Verify that the documents returned match the corresponding schema and contain the complete and correct description of the processing options for these collections. 
 
Verify that the documents returned for the collection level and analogous granule level requests are identical for each collection with the exception of the request for the granule processing options which 
did not contain all of the bands. 
 
Verify that for the request made on the granule with the missing bands the document returned does not contain those bands, but does contain the remaining available bands. 
 
  
 

70 DP_81_02_TP012 OMS INVOCATION OF HEG TOOL ADAPTER (ECS-ECSTC-2481) 

DESCRIPTION: 
Test Case ID - 130 
 
  
 
Submit the following order requests via the SDPS Web Service: 
 
  
 
a.)  Single granule specifying spatial subsetting, band subsetting, reformatting, reprojection, and resampling 
 
b.)  Order for 2 granules each for 3 collections - processing options for the 6 granules should match the following : 
 

1. Spatial subsetting, band subsetting, reformatting, reprojection, and resampling 
 

2. Spatial subsetting only 
 

3. Band subsetting only 
 

4. Reformatting only 
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5. Resampling only 

 
6. Reprojection and resampling 

 
 

PRECONDITIONS: 
Collections must be configured and contain the number of required public granules needed for the test. 
 
STEPS:   
# Action Expected Result Notes 
1 To perform this test select three collections, one of which should be swath 

and at least one should be grid. Once you have selected your collections, 
select two HEG-able granules from each collection. 

The collections and granules have 
been selected. 

 

2 To complete the first part a) of the test select one of the granules thru the 
online WEB gui and process it using the spatial subsetting, band subsetting, 
reformatting, reprojection, and resampling options. 

Verify that the the order has been 
submitted, shown on the OMS Gui 
and processed thru the stages 

 

3 For part b, submit 2 granules for 3 collections, and then perform the actions 
outlined below. This totals equal to 30 orders<br />b.)  Order for 2 granules 
each for 3 collections - processing options for the 6 granules should match the 
following :<br />1. Spatial subsetting, band subsetting, reformatting, 
reprojection, and resampling<br />2. Spatial subsetting only<br />3. Band 
subsetting only<br />4. Reformatting only<br />5. Resampling only<br />6. 
Reprojection and resampling<br />Note: Alternatively one can use the 
attached urls to generate the requests. There are 3 collections selected, with 
all urls generated. One could also run a wget script which can execute all the 
urls at once and process the granules 

Once the orders have been submitted 
verify that no error is observed on the 
Web Gui. Next verify that the order 
have been seen on the OMS GUI 
under Request management -&gt; 
Distribution Requests.<br />Next 
verify that the orders have gone thru 
all the stages and verify that there are 
no orders gone to operator 
interventions. To verify that the 
granules have been processed 
correctly verify that with the 
standalone HEG tool, in either Linux 
or Windows envionments 

 

4    

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
Verify that the SDPS Web Service submits the orders for OMS processing. 
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Verify that OMS dispatches the request to the HEG Tool adapter via the SDPS-DAAC internal on-demand processing API. 
 
Verify that the HEG tool adapter executes the correct HEG executable and performs the correct processing based on the options provided by the request. 
 
Verify that the outputs produced are correct. 
 
Verify that the HEG tool adapter returns successful execution results in accordance with the SDPS-DAAC internal on-demand processing API. 
 
Verify that all OMS orders are shipped successfully. 
 
  
 

71 DP_81_02_TP013 SDPS WEB API REQUEST ERROR HANDLING (ECS-ECSTC-2482) 

DESCRIPTION: 
Test Case ID - 30 
 
  
 
Attempt to cover the potential URL request errors exhaustively. Submit processing requests that have the following errors:  
 
a)      Syntax errors in any one of the URL components needed to formulate the requests in Test Case 10.  
 
b)      Missing mandatory parameters (attempt to cover all mandatory parameters)  
 
c)      Data value errors in the URLs where the syntax is otherwise correct.  Examples: invalid bounding boxes; invalid projection parameter values; missing 
projection parameter values that are conditionally required.  
 
d)     Reference to object, field, and band names that do not exist for granules in that collection.  
 
e)     Reference to a non-existing granule.  
 
f)      Reference to a granule that is in the AIM/DPL inventory but whose files are not available on-line.  
 
g)      Reference to a collection not supported for HEG processing.  
 
h)      Reference to a capability that is not supported, e.g., a projection.  
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PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 This test will cover various error test case scenarious. Use the online ESI/EGI 

Webform to submit  the requests. Unless otherwise specified usy synchronous 
mode to process granules, and the wget EGI posted on the final processing 
page when submitting a granule. Alternatively for ESI testing one can use the 
attached urls in the spreadsheet which test all of the scenarious below.<br 
/>a)      Syntax errors in any one of the URL components needed to formulate 
the requests in Test Case 10. Just as it written select a parameter(i.e. 
FILE_IDS) and change the parameter's name. Do this for all the parameters 
that are part of the url and submit each individual request. 

Verify that whatever name you 
altered, i.e. not recognized by the 
system the appropriate error has been 
displayed. 

 

2 b)      Missing mandatory parameters <br />Submit a request which does not 
include any of teh following fields: <br />• FILE_IDS <br />•
 FILE_URLS<br />• DATASET_ID <br /> 

Verify that when submitted an error 
corresponding to what is missing is 
generated. 

 

3 c)      Data value errors in the URLs where the syntax is otherwise correct.  
Examples: invalid bounding boxes; invalid projection parameter values; 
missing projection parameter values that are conditionally required. <br />For 
this scenario one would have to create the conditions described on the above. 
An easy way to construct illegal values is to go outside of possible allowed 
values. Range of latitude is -90o to 90o, and longitude -1800 to -180o. 
Providing custom values for projections that have those parameters as inputs 
will create an error. As for the bounding box(subsetting) an illegal coordinate 
would be again to fall outside of the coordinates that define the granule, or 
simply go over the extreme limits as outlined above. 

Verify that for the error that is 
expected is actually produced and 
displayed. 

 

4 d)     Reference to object, field, and band names that do not exist for granules 
in that collection. <br />Just as described in prior steps change the name of a 
field, band and and objects. 

Verify that the appropriate error has 
been displayed 

 

5 e)     Reference to a non-existing granule. <br />This part of the test deals 
with the ?FILE_IDS= section of the url. All one has to do is to edit this to a 
non-existing GranuleId. 

Just as before verify that the correct 
error message has been displayed 

 

6 f)      Reference to a granule that is in the AIM/DPL inventory but whose files 
are not available on-line. <br />For this scenario, when a granule has been 
ingested in AIM, it really means to delete, or for test purposes rename the 
filename of the granule on the AIM machine. A possible route is to rename 
the granule filename, and then run the url, and once an error has been 
observed to then change the name of the granule file to the original name. 

Just as scenarios before verify that you 
are seeing the error that you are 
supposded to see. It should describe 
what went wrong. 
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# Action Expected Result Notes 
7 g)      Reference to a collection not supported for HEG processing. <br />This 

section deals with a collection that is not supported by the HEG. The 
collections that are supported currently by the HEG tool are outlined on the 
following webpage:<br 
/>http://newsroom.gsfc.nasa.gov/sdptoolkit/HEG/HEGProductList.html<br 
/>Choosing a collection that is not part of that list would have to create an 
error. One would also have to explicitly create the url since the web form 
only contains HEGable collections. To create the url obtain the GranuleId 
from EcInDb..AmGranule. Select a granule that is part of a collection not 
listed on the page above.<br /><br /> 

Once the urls have been generated and 
run, expect to see errors displaying 
what went wrong. THe errors should 
be fairly descriptive 

 

8 h)      Reference to a capability that is not supported, e.g., a projection. <br 
/>As in case g), there are certain capabilities that are not supported for certain 
granules, so for those granules one has to select capabilities that are part of 
the url but unsupported by the HEG. Alternatively one could also chose a 
fake projection name. The Heg server should fail. 

As before verify that you obtain a 
descriptive error of what happened. 

 

9 For al of the processed requests above do at least 5-7 requests by using the 
gdal procesing tool. This can be achieved by selecting the gdal from the 
processing tool dropdown on the main form of the granule. This will simulate 
alternate internal API requests provided for in S-DPL-x0375. 

Verify that you observe the same 
errors that you have observed with the 
HEG processing tool. There should be 
no distinctive difference. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
Verify that the correct error response is returned. Though the test may use mostly one of the internal API implementations specified in S-DPL-x0375, repeat 
several (at least two) of the test cases using an alternate internal API implementations provided for in S-DPL-x0375. 
 

72 DP_81_02_TP000.1 BUILD AND SUBMIT ESI REQUESTS (ECS-ECSTC-2483) 

DESCRIPTION: 
This test case describes how to build and submit an ESI request.  It is intended to be linked to by other test cases to avoid redundant information.  This shoudl be 
the go to place for how to submit a request and any work flow changes should be reflected here.   
 
PRECONDITIONS: 
Services have been set up in OMS and ESI and linked to colelctions 
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STEPS:   
# Action Expected Result Notes 
1 You will use the ESI inventory drilldown service to build a request.  If you 

already have EWOC driver properties files in place, you can skip this step. 
  

2 Go to http://&lt;host&gt;:&lt;port&gt;/esi_&lt;MODE&gt;/inventory A list of collections should appear.  
This list contains all colelctions which 
have ConversionEnabledFlag set in 
the database and have at least 1 public 
granule.  The granule count next to 
each collection comes from the 
datapool webaccess statistics tables 
which are updated periodically, so 
may not always be totally accurate. 

 

3 Click one of the collections A list of granules will appear.  Note 
that this is a subset of all granules in 
the collection as displaying thousands 
of granules here is not very useful. 

 

4 Click the &quot;Order Form&quot; button next to one of the granules. A simple HTML form appears.  
5 Click the link for the service you wish to use You will be taken to the section of the 

page for the tool you have selected. 
 

6 In the order form select your order options.  All fields are optional and can be 
left blank.  The available options will be based on the configuration in the 
Data Access GUI 
(http://&lt;host&gt;:&lt;port&gt;/DataAccessGui_&lt;MODE&gt;/). 

  

7 Request Type: Select:<br />-Synchronous if you are 
submitting a single granule and want it 
to be processed and returned directly 
to you, rather than getting back an 
order ID.  A synchronous request will 
generally take longer to get a 
response, but there are less steps 
involved to get the data.  <br />-
Asynchronous if you are submitting 
more than one granule and/or want a 
quicker response containing the order 
ID instead of waiting for the 
processing to complete first.  
Asynchronous is required if the 
request will be submitted to OMS. 
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# Action Expected Result Notes 
8 Format: Select the desired output format.  Note 

that currently, if the service being used 
is a GDAL service, Format is the only 
processing option you can select 
(cannot select projection, bands, 
resampling, or spatial subsetting). 

 

9 Projection/Projection Parameters: Select the desired output projection 
and its parameters if reprojection is 
desired 

 

10 Bands: Select the desired band to extract if 
band subsettign is desired 

 

11 Spatial Subset: Specify a bounding box if spatial 
subsetting is desired 

 

12 Resampling: Select a resample dimension and value 
if resampling is desired 

 

13 Email Address: Enter your email address to receive 
status information about your request.  
This is required for asynchronous 
requests. 

 

14 Additional Granule IDs: If the request type is Asynchronous 
and multiple granules from teh same 
collection are to be included in the 
same request (with all the same order 
options), Enter them here, separated 
by commas. 

 

15 Click the submit button that appears at the top and bottom of the section for 
each tool. 

A page will appear with a number of 
submittal options. 

 

16 External EGI Request URL (POST):<br />This is the simplest way to submit 
a request directly to EGI.  This option works for both synchronous and 
asynchronous request types.  <br />Click the &quot;Submit POST&quot; 
button to submit the request<br />Alternatively, you can copy the wget 
command line script listed below the submit button.  This command should 
be run from the command line.  This is useful as it can be saved in a file for 
later use or scripted easily. 

  

17 Response will be an XML file containing the order Id of the request along 
with a URL to get the status of the request (for asynchronous) or a list of 
download URLs (for synchronous). 

  

18 External EGI Request URL (GET) [synchronous only]:<br />This only Response will be an XML file  
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# Action Expected Result Notes 
appears if Request Type is Synchronous, but it is useful in that it can be 
copied to a browser address bar and run that way.  It is also easy to same in a 
text file or book mark for later use.  <br />Click the link to submit 

containing download URLs for the 
results of the requested processing. 

19 EWOC parameter file optionselect line [asynchronous only]:<br />This is the 
line you would add to an EWOC test driver properties file in order to perform 
the requested processing via OMS.  The order will be submitted as an FTP 
Pull order.  Once the provided line is in the properties file, there are some 
other things taht need to be added there.  see an existing example. Once the 
file is complete, run:<br />./EcDmEwocTestClientStart DEV01 f4eil01 
22500 &lt;filename&gt; n 

Response to running EWOC test client 
is the created order id. 

 

20 ESI Request URL (GET):<br />This should only be used if you are 
specifically submitting a request to the internal ESI service.  This request will 
not be tracked in the database and avoids EGI and OMS.  This is only for 
very specific testing cases. 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

73 DP_81_02_TP014 ORDER CANCELATION (ECS-ECSTC-2484) 

DESCRIPTION: 
Test Case ID - 140  
 
  
 
[DESIRABLE] 
 
  
 
Submit the following orders which specify HEG processing: 
 
a.  Order for a single granule 
 
b.  Order for ten (10) granules all requiring HEG processing 
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c.  Order for twenty (20) granules all requiring HEG processing 
 
  
 
All orders should be submitted both to OMS via EWOC. 
 
  
 
The orders may be submitted simultaneously or in serial.  For order a.) cancel the order while the HEG is actively executing the request ensuring that the HEG 
execution does not complete prior to the cancelation.   
 
  
 
For order c.)  Allow at least one granule to process successfully, then cancel the order while at least 2 of the granules are currently being processed by the HEG. 
 
  
 
  
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>NOTE: This test does not excercise requirements S-OMS-x0250, S-OMS-

x0260, or S-OMS-x0530, which are considered Desirable features and were 
not implemented.</i> 

 #comment 

2 This test can be achieved with EWOC scripts. To start the EWOC scripts you 
have to be familiar with with granules you wish to submit for processing. 
Once the granules are known then a property file has to be created that will 
contain the granules that will have to be processed. The property file can be 
generated by using a custom generated script or by following the instructions 
below (make sure to choose asynchronous and use the EWOC submital 
option). 

Once the property file has been 
generated then the EWOC script can 
be run which will automatically 
process all the granules poised for 
HEG processing. 

 

3 73  #referenced test-case 
4 a.  Order for a single granule. Select a big granule or slow processing options 

that will take some time to complete so that you can cancel the order before it 
completes processing. As soon as the granule shows up on the OMS GUI 
Request management -&gt; Distribution request page, click on the cancel 
button to cancel the request. 

Verify that the order has been 
processed and appeared on the OMS 
GUI(Request management -&gt; 
Distribution request) page. Verify that 
the order has been canceled. Verify 
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# Action Expected Result Notes 
that the reaches a terminal Cancelled 
state and a DN is sent indicating that 
the request was cancelled. 

5 b.  Order for twenty (20) granules all requiring HEG processing<br />For this 
part of the test, one would have to use EWOC to process a number of 
granules at the same time. In order to do that a special modification to the 
property file is needed. Every granule information has to be appended to the 
existing granule with a semicolon. Please refer to the provided property file 
for more information and example. Ensure that at least one granule 
successfully completes processing, and that there are at least 2 granules 
currently being processed by the HEG.  Cancel the request. 

Verify that all granules in the order are 
marked as canceled, verify that no 
other granules which were not already 
submitted for processing are submitted 
after the cancellation.  Also Verify 
that outputs of any processing jobs 
that did run before cancelling are left 
and not cleaned up by OMS.  Verify 
that a DN is sent indicating that the 
order was cancelled. 

 

6 Check the output directories for the cancelled requests to verify that any 
generated output or artifact files were not removed. 

Verify that OMS does not remove 
output for failed or cancelled requests 
until the cleanup interval has passed as 
it would for a successful request. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
Verify that upon cancellation, all line items(granules) in the request are marked as cancelled. 
 
Verify that no line items (granules) within a cancelled request are submitted for processing after the cancellation.  
 
Verify that any output or other artifatcs from the processing jobs within an order are not cleaned up by OMS upon cancelation.  but are eventually when the 
normal cleanup interval has passed 
 
Verify that OMS marks the requests as canceled and returns an appropriate DN to the end user. 
 
  
 

74 DP_81_02_TP015 ISO 19115 PROCESSING HISTORY COMPLIANCE (ECS-ECSTC-2485) 

DESCRIPTION: 
Test Case ID - 150  
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Submit a request through the SDPS On-Demand Web service for HEG processing on a granule including band subsetting, spatial subsetting, and reprojection, 
and requesting the inclusion of processing history. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Submit a request through the SDPS On-Demand Web service for HEG 

processing on a granule including band subsetting, spatial subsetting, and 
reprojection.  It is easiest if this request is a synchronous request. 

The granule has been submitted for 
HEG processing. 

 

2 After the granule has been submitted and completed processing, the response 
XML will contain a link which ends with &quot;_Hist.xml&quot;. save that 
XML file to your computer 

The processing history XML file has 
been saved 

 

3 To verify that this XML conforms to the ISO 19115 standard. For this step 
one would need to obtain an XML validation tool. Oxygen could be one such 
tool.To start Oxygen, run the following file(in both EDF and PVC):<br 
/>/tools/oxygen/oxygen 

  

4 In Oxygen, click on File -&gt; Open and open the downloaded file. Once the 
file has been opened, click on Document -&gt; Validate. This will verify 
whether the xml file conforms to the schema for the SDPS.  There should be 
a green box at the bottome of the screen saying that the file validates. Do the  
same for the other selected granules. 

When the validation completes and no 
errors are shown and a match is 
observed, this will be sufficient to 
show that the returned metadata is 
compliant with ISO 19115. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
Verify that the processing history returned is compliant with the ISO 19115 metadata standard. 
 
Verify that the processing history includes the processing that was requested and was performed by the HEG. 
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75 DP_81_02_TP016 OMS FAULT RECOVERY (ECS-ECSTC-2486) 

DESCRIPTION: 
Test Case ID - 170 
 
  
 
NOTE: The requirement for OMS to recognize a resubmission request has been dropped so this test is no longer applicable. 
 
  
 
Submit an order request through the SDPS Web service for HEG processing.  Wait for OMS to dispatch the request for HEG processing.  While the HEG process 
is executing bring OMS down.  Bring OMS back up and allow the order to complete. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 First one would need to find a granule that would take more than 5 seconds to 

process. Once a granule has been found go to the SDPS Web Service gui to 
process that granule. 

The granule has been processes by the 
SDPS Web Service gui 

 

2 In order to track the status of the said submitted granule one should start the 
Order Manager GUI. Once the granule has been processed go to Order 
Manager GUI, click on Request Management menu, and then click on 
Distribution Requests. Once that is clicked and all requests sorted by Last 
Update, the submitted granule should be seen at the top of the list. 

The granule has been seen in OM 
GUI. 

 

3 In order to stop the OMS service one would need to go to the following 
folder(in EDF it would be in f4oml01)<br 
/>/usr/ecs/DEV01/CUSTOM/utilities, and execute the following script:<br 
/>./EcOmOrderManagerStop MODE<br />One would execute the script right 
after the granule has been submitted for processing(while the granule is still 
in process). Also make sure that the request has been processed with 
Asynchronous mode. 

To verify that the service is indeed 
stopped do a ps command. Also verify 
that when the granule has been 
submitted for processing, and the 
following is observed when 
submitted:<br />XXXXXXXXXX 
Your order will be ready in 10 minutes 

 

4 Once the OMS service has been stopped, immediately go to the OMS Gui, 
and under Request management -&gt; Distribution requests, find the granule 
by GranuleID which you should have obtained in the previous step 

Verify that the granule with the 
GranuleID is shown in the OMS Gui. 
Next verify that the state of the 
granule did not change to 
resubmission but is to the granule 
where it was processing. 
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# Action Expected Result Notes 
5 Next start the OMS serever by execuing the start script just as you did in step 

3, like so:<br />./EcOmOrderManagerStart MODE<br />This will start the 
OMS server and by default the order will continue to be processed. 

Verify that the OMS server has been 
started by issuing the ps command 

 

6 Go back to the OMS GUI and inspect the granule in question. It should 
proceed processing and go thru all the stages. Ultimately it should get to the 
Shipped stage 

Verify that the granule has been 
processed to completion, and that it 
did not go into operator intervention. 
The final status should be Shipped. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
Verify that on the first submission OMS does not flag the request as a resubmission. 
 
Verify that on the second submission OMS does flag the request as a resubmission. 
 
Verify that the order completes successfully. 
 

76 DP_81_02_TP017 LIMIT PROCESSING OPTIONS TO ASYNCHRONOUS REQUESTS (ECS-
ECSTC-2487) 

DESCRIPTION: 
Test Case ID - 180 [Requirement S-DPL-x0470 is marked as desirable] 
 
  
 
[DESIRABLE] 
 
  
 
  
 
[NOTE: The requirement specifies that specific processing options for a specific collection, as opposed to an entire service, should be configurable for 
synchronous/asynchronous/both.  This test only tests the ability to configure request mode at the service level.  Additional steps shall be added once the request 
mode configuration functionality is enhanced, but since this requirement is only listed as desirable, It is worth testign the extent to which it was implemented.] 
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Configure three services, one with the request mode set to each of sync, async, and both: 
 
Service 1 - type = 'sync' 
 
Service 2 - type = 'async' 
 
Service 3 - type = 'both' 
 
  
 
Select 3 collections and link one to each of the three services: 
 
  
 
Collection A - linked to service 1 
 
Collection B - linked to service 2 
 
Collection C - linked to service 3 
 
  
 
1)Submit one sync request for a granule in collection A to service 1 
 
2)Submit one sync request for a granule in collection B to service 2 
 
3)Submit one sync request for a granule in collection C to service 3 
 
  
 
4)Submit one async request for a granule in collection A to service 1 
 
5)Submit one async request for a granule in collection B to service 2 
 
6)Submit one async request for a granule in collection C to service 3 
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The linked requiremnets also ask to verify that DAAC staff shall be able to specify that a collection and/or service is available for a single granule, and optionally 
for several granules or a collection.  At this point all services are only available for a single granule at a time, so this requirement passes based on the fact that we 
can submit single granule requests.  
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[NOTE: The requirement specifies that specific processing options for a 

specific collection, as opposed to an entire service, should be configurable for 
synchronous/asynchronous/both.  This test only tests the ability to configure 
request mode at the service level.  Additional steps shall be added once the 
request mode configuration functionality is enhanced, but since this 
requirement is only listed as desirable, It is worth testign the extent to which 
it was implemented.]</i> 

 #comment 

2 In the Data Access GUI Service Configuration tab, set up a new service or 
modify an existing one to have type = 'sync'.  This service will be referred to 
as Service 1 

A service has been configured for 
synchronous requests only. 

 

3 In the Data Access GUI Service Configuration tab, set up a new service or 
modify an existing one to have type = 'async'.  This service will be referred to 
as Service 2 

A service has been configured for 
asynchronous requests only. 

 

4 In the Data Access GUI Service Configuration tab, set up a new service or 
modify an existing one to have type = 'both'.  This service will be referred to 
as Service 3 

A service has been configured for both 
synchronous and  asynchronous 
requests. 

 

5 In the Data Access GUI Collection Configuration tab, find a collection that is 
already linked to Service 1, or link a new collection to Service 1.  This 
collection will be referred to as Collection A 

Collection A is linked to Service 1.  

6 In the Data Access GUI Collection Configuration tab, find a collection that is 
already linked to Service 2, or link a new collection to Service 2.  This 
collection will be referred to as Collection B 

Collection B is linked to Service 2.  

7 In the Data Access GUI Collection Configuration tab, find a collection that is 
already linked to Service 3, or link a new collection to Service 3.  This 
collection will be referred to as Collection C 

Collection C is linked to Service 3.  

8 1)Submit one sync request for a granule in collection A to service 1 Verify that the request succeeds  
9 2)Submit one sync request for a granule in collection B to service 2 Verify that the request fails and 

returns an appropriate error and 
message indicating the reason for the 
failure in accordance with the ECHO-
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# Action Expected Result Notes 
SDPS Web Interface ICD. 

10 3)Submit one sync request for a granule in collection C to service 3 Verify that the request succeeds  
11 4)Submit one async request for a granule in collection A to service 1 Verify that the request fails and 

returns an appropriate error and 
message indicating the reason for the 
failure in accordance with the ECHO-
SDPS Web Interface ICD. 

 

12 5)Submit one async request for a granule in collection B to service 2 Verify that the request succeeds  
13 6)Submit one async request for a granule in collection C to service 3 Verify that the request succeeds  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
Verify that it is possible to limit a particular service to be available for sync or asnc requests, or for both 
 
Verify that requests 1, 3, 5, and 6 succeed 
 
Verify that requests 2 and 4 fail and return an appropriate error and message indicating the reason for the failure in accordance with the ECHO-SDPS Web 
Interface ICD. 
 
  
 

77 DP_81_02_TP018 ORDERING WITH PROCESSING INSTRUCTIONS (ECS-ECSTC-2488) 

DESCRIPTION: 
Test Case ID - 200  
 
   
 
Submit one FTP Pull and one FTP push order using Reverb such that processing is requested for granules from two different collections.  Ensure that a different 
backend service is to be invoked for the two different collections.  Ensure one of the orders includes granules for processing and also granules for which no 
processing is to be performed. 
 
   
 
Note:  For Increment III it is sufficient to use a simulator to submit the orders rather than Reverb, but in Increment IV Reverb must be used.  
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PRECONDITIONS: 
Collections must be configured such that the two collections use different backend services for processing. 
 
Granules must be available for ordering for the two collections - if using Reverb the granules must be exported to ECHO. 
 
Performance logging needs to be enabled and the operations log level must be set appropriately to verify logging requirements. 
 
STEPS:   
# Action Expected Result Notes 
1 To perform this test select two collections. One collection should be 

HEGABLE and the other collection should be processable by GDAL. Choose 
2 granules from the HEGABLE Collection and 3 granules from the GDAL 
Collection 

The Collections and granules should 
be selected 

 

2 Create an FTP Push order for One granule from the HEGABLE Collection 
and one granule from the GDAL collection. Apply HEG processing to the 
first granule and GDAL processing(convert to JPEG) to the second granule. 
Create an FTP Pull order for the remaining 3 granules. Apply HEG 
processing to the remaining HEGABLE Granule. Apply GDAL 
processing(convert to JPEG) to one on the remaining granules and no 
processing on the last granule. 

For Increment 3, We create 2 request 
properties files that have the 
appropriate information. 

 

3 Submit The FTP Push Request. For increment 3 the command would look 
like EcDmEwocTestClientStart DEV01 f4eil01 22500 
FTPPushRequest.properties n<br /><br />Verify that the orders are submitted 
to EWOC and the processing instructions are received.<br /> 

Check that you get the an Order ID 
back and the following:<br 
/>SubmitAcknowledgement.SubmitAc
ceptance is present<br 
/>SubmitAcknowledgement.OrderRej
ection is not present<br 
/>SubmitAcknowledgement.ProviderT
rackingId : &lt;orderid 
eg.0600114795&gt;<br 
/>SubmitAcknowledgement.StatusInf
ormation : Order received 

 

4 Verify that EWOC submits both orders to OMS in the same fashion (ie they 
are both placed in the same<br />queue, the orders are not treated differently 
by EWOC as a result of using two different backend services). 

In the OMS GUI, verify that only one 
request is created and that the request 
details show both granules. 

 

5 Verify that OMS submits all processing requests via the SDPS-DAAC 
Internal On-Demand Processing API. 

Check in the OMS logs that it calls the 
Internal processing requests for 
HEGService and GDAL 

 

6 Verify that all granules complete successfully and the orders complete In the OMS GUI Check that the  
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# Action Expected Result Notes 
successfully. request goes to the Shipped state 

7 Verify that the outputs for the FTP push request are successfully delivered 
after all of the granules have<br />been processed. 

Check the FTP push destination and 
make sure all files are there. 

 

8 Verify that the distribution request size for the order accounts for the total 
size of the output data once the<br />processing has completed (i.e. for 
processed granules ensure that the size of the outputs is used to calculate<br 
/>the order size and not the size of the inputs). 

Add up the sizes of the files in the 
FTP push destination for the granules. 
Make sure the size is equal to the 
output size of the granule stated in the 
OMS GUI 

 

9 Verify that any temporary files OMS created in support of processing are 
cleaned up after the orders have<br />been successfully processed.<br /><br 
/>NOTE: that OMS may not generated temp files for processing requests, in 
which case this step can be ignored. 

Find what temporary files OMS 
creates and make sure the are no 
longer there after the request is 
shipped. 

 

10 Verify the following operations are logged - dispatching of a processing 
request, completion of a processing<br />request, starting work on a 
distribution request involving processing, completing work on a 
distribution<br />request involving processing, sending a DN for a 
distribution request involving processing 

Check the OMS log file and make sure 
all steps mentioned are logged. (log 
file usually located at 
/usr/ecs/DEV01/CUSTOM/logs/EcOm
OrderManager.ALOG )<br /> 

 

11 Verify all items listed in S-OMS-x0370 are logged for each processing 
request. 

Check the OMS log file and make sure 
all items are logged. 

 

12 Verify entries are present in the performance log which can be used to 
determine the execution time of<br />individual processing requests. 

Check the OMS performance log. 
Make sure you can tell how long it 
took to process the individual requests. 

 

13 Submit The FTP Pull Request. For increment 3 the command would look like 
EcDmEwocTestClientStart DEV01 f4eil01 22500 FTPPullRequest.properties 
n<br /><br />Verify that the orders are submitted to EWOC and the 
processing instructions are received. 

Check that you get the an Order ID 
back and the following:<br 
/>SubmitAcknowledgement.SubmitAc
ceptance is present<br 
/>SubmitAcknowledgement.OrderRej
ection is not present<br 
/>SubmitAcknowledgement.ProviderT
rackingId : &lt;orderid 
eg.0600114795&gt;<br 
/>SubmitAcknowledgement.StatusInf
ormation : Order received 

 

14 Verify that EWOC submits both orders to OMS in the same fashion (ie they 
are both placed in the same<br />queue, the orders are not treated differently 
by EWOC as a result of using two different backend services). 

In the OMS GUI, verify that only two 
request s are created and that one 
request details show both granules that 
have processing applied and the other 
request has the granule without 
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# Action Expected Result Notes 
processing. 

15 Verify that OMS submits all processing requests via the SDPS-DAAC 
Internal On-Demand Processing API. 

Check in the OMS logs that it calls the 
Internal processing requests for 
HEGService and GDAL 

 

16 Verify that all granules complete successfully and the orders complete 
successfully. 

In the OMS GUI Check that both 
requests go to the Shipped state 

 

17 Verify that a DN is delivered once the processing of all granules has 
completed for the FTP pull order (and<br />verify that the DN is not queued 
until all processing has completed). 

Check that you receive an email for 
each of the 2 requests stating that your 
order is complete. The 2 requests 
should have the same orderid<br 
/>Verify that the DN email contains 
the input granule ID and URL where 
the user can obtain the status of the 
order. 

 

18 Verify that the distribution request size for the order accounts for the total 
size of the output data once the<br />processing has completed (i.e. for 
processed granules ensure that the size of the outputs is used to calculate<br 
/>the order size and not the size of the inputs). 

Add up the sizes of the files in the 
FTP pull location for the granules. 
Make sure the size is equal to the 
output size of the granule stated in the 
OMS GUI 

 

19 Verify that any temporary files OMS created in support of processing are 
cleaned up after the orders have<br />been successfully processed. 

Find what temporary files OMS 
creates and make sure the are no 
longer there after the request is 
shipped. 

 

20 Verify the following operations are logged - dispatching of a processing 
request, completion of a processing<br />request, starting work on a 
distribution request involving processing, completing work on a 
distribution<br />request involving processing, sending a DN for a 
distribution request involving processing 

Check the OMS log file and make sure 
all steps mentioned are logged. 

 

21 Verify all items listed in S-OMS-x0370 are logged for each processing 
request.<br /> 

Check the OMS log file and make sure 
all items are logged. 

 

22 Verify entries are present in the performance log which can be used to 
determine the execution time of<br />individual processing requests. 

Check the OMS performance log. 
Make sure you can tell how long it 
took to process the individual requests. 

 

 
 
TEST DATA: 
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EXPECTED RESULTS: 
Verify that the orders are submitted to EWOC and the processing instructions are received.  
 
Verify that EWOC submits both orders to OMS in the same fashion (ie they are both placed in the same queue, the orders are not treated differently by EWOC as 
a result of using two different backend services). 
 
Verify that OMS submits all processing requests via the SDPS-DAAC Internal On-Demand Processing API. 
 
Verify that all granules complete successfully and the orders complete successfully. 
 
Verify that a DN is delivered once the processing of all granules has completed for the FTP pull order (and verify that the DN is not queued until all processing 
has completed). 
 
Verify that the DN contains the input granule ID and URL where the user can obtain the status of the order.  
 
Verify that the outputs for the FTP push request are successfully delivered  after all of the granules have been processed. 
 
Verify that the distribution request size for both orders accounts for the total size of the output data once the processing has completed (i.e. for processed granules 
ensure that the size of the outputs is used to calculate the order size and not the size of the inputs). 
 
Verify that any temporary files OMS created in support of processing are cleaned up after the orders have been successfully processed. 
 
Verify the following operations are logged - dispatching of a processing request, completion of a processing request, starting work on a distribution request 
involving processing, completing work on a distribution request involving processing, sending a DN for a distribution request involving processing 
 
Verify all items listed in S-OMS-x0370 are logged for each processing request. 
 
Verify entries are present in the performance log which can be used to determine the execution time of individual processing requests. 
 
  
 

78 DP_81_02_TP019 PROCESSING SERVICES OPERATOR INTERVENTIONS (ECS-ECSTC-2489) 

DESCRIPTION: 
Test Case ID - 210 
 
  
 
Submit four orders for three granules each which require processing for each granule.  Ensure that the processing fails for every granule. 
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After all granules have failed processing and operator interventions have been created,  correct the condition which caused the processing of the granules to fail. 
 
  
 
Disposition the operator interventions for the four requests as follows: 
 
a.)  Fail a request, suppress failed DN 
 
b.)  Fail a request, send failed DN 
 
  
 
PRECONDITIONS: 
Collection must be configured for processing and granules available for processing. 
 
STEPS:   
# Action Expected Result Notes 
1 Submit four orders for three granules each which require processing for each 

granule.  Ensure that the processing fails for every granule. <br /> 
Use EWOC to submit 4 OMS orders 
requiring processing for 3 granules 
each. 

 

2 Select at least one HEGable collections that has several ingested granules 
each which can be processed. Create a separate service for each by going to 
the OMS config GUI, and clicking on the Service Configuration tab. From 
there click on the Add New Service Button. That will add a new service to 
the GUI. 

Verify that you have added two 
services by going to the service 
configuration tab. The two newly 
created services should appear there. 

 

3 Submit four orders which all would be executed using the HEG interface.  
Ensure there are 3 granules requiring processing for each order. Also ensure 
that the granules requre heavy processing. Further change the properties files 
to an invalid HEG request, in other words select an invalid BBOX, or invalid 
projection name, something that would fail when HEG processing, so that the 
orders go into operator intervention.<br /><br />For this part of the test, one 
would have to use EWOC to process a number of granules at the same time. 
In order to do that a special modification to the property file is needed. Every 
granule information has to be appended to the existing granule with a 
semicolon. Please refer to the provided property file for more information and 
example. Submit four orders with three granules each. Once the four property 

The orders have been processed. 
Verify that by going to the OMS Gui 
and seing them queue in the Request 
Management -&gt; Distribtion 
Requests section. The four processed 
orders should appear on that page. 
Those orders will also have an OrderId 
which will be listed when each EWOC 
request has been ran. Verify that those 
OrderIds are identical. Further verify 
that the OMS GUI displays the 
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# Action Expected Result Notes 
files are generated execute them and process the orders as:<br 
/>./EcDmEwocTestClientStart DEV01 f4eil01 22500 [file1].properties n<br 
/>./EcDmEwocTestClientStart DEV01 f4eil01 22500 [file2].properties n<br 
/>./EcDmEwocTestClientStart DEV01 f4eil01 22500 [file3].properties n<br 
/>./EcDmEwocTestClientStart DEV01 f4eil01 22500 [file4].properties n 

information related to the operator 
intervention including the nature of 
the error returned by the SDPS-DAAC 
Internal On-demand Processing API 
and status detail for the individual 
request. Also verify that the 
processing instructions for each of the 
granules that caused a processing error 
when displaying the details of an 
intervention are shown(that can be 
done by opening the OrderID within 
the OMS GUI, and then clicking on 
the View link under the Processing 
Instructions column). 

4 Once the EWOC scripts have been executed go to the OMS Gui, and click on 
Request Management -&gt; Distribution Requests. The four submitted orders 
should appear on that screen. They should be in the Operator Intervention 
state. Click on the first Operator Intervention link. 

Verify that the 4 newly created orders 
are in Operator Intervention, and that 
they are the same orders created in the 
step above. 

 

5 Once in the Intervention For Request window, click on the assign button to 
assign a worker. Type in omsadmin, and click on the green checkbox to 
assign the admin user to work on that request. 

Verify that the omsadmin user has 
been assigned to that case. 

 

6 While on the same page, under the Request Level Disposition , select the Fail 
Request radio button, and then click on the apply button. 

Verify that the button has been 
clicked, and you see the next screen 
called CLOSE CONFIRMATION 
FOR INTERVENTION. 

 

7 Click on the OK button to fail the order. This should fail the order with 
sending an email to the orignial submitted. 

Verify that order has been failed, and 
an appropriate email received. 

 

8 Go back to the OMG GUI and then to Request Management -&gt; 
Distribution Requests. Click on the second Operator Intervention link. Assign 
a user to the Order Number and failing the order by following steps 5 and 
6.<br />When on the CLOSE CONFIRMATION FOR INTERVENTION, 
click on the Don't send e-mail checkbox to supress sending an email to the 
submitter of the order. Click on OK. 

Verify that an email has not been 
dispatched. 

 

 
 
TEST DATA: 
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EXPECTED RESULTS: 
Verify that an operator intervention is created after the granules fail processing. 
 
Verify that the OM GUI displays the information related to the operator intervention including the nature of the error returned by the SDPS-DAAC Internal On-
demand Processing API and status detail for the individual request. 
 
Verify that it is possible to display the processing instructions for each of the granules that caused a processing error when displaying the details of an 
intervention. 
 
Verify that a user notification of the failure is not sent for request c.), but is sent for the two failed granules in request d.) 
 
Verify that a failed DN is sent for requests b.) and c.) and there is not a failed DN sent for request a.).  Verify that a DN is sent for request d.) indicating that two 
granules failed and one was successful. 
 
Verify that for all of the granules that failed processing, the DNs contain the error details which were returned by the SDPS-DAAC Internal On-demand 
Processing API. 
 
Verify that after request d.) successfully completes, the outputs of the two failed granules are not included in the distrubition. 
 

79 DP_81_02_TP020 PROCESSING SERVICES OPERATOR ALERTS (ECS-ECSTC-2490) 

DESCRIPTION: 
Test Case ID - 220 
 
  
 
Submit orders such that there is a queue for a processing service.  Ensure that the distribution requests are activated with at least five granules queued for 
processing and at least two actively being processed.  Cause the backend processing service used for this test to be unavailable. 
 
  
 
After the alert has been raised submit a second order requiring processing by the same backend service.   
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Open OMS GUI, and navigate to OM configuration -&gt; DataAccess 

Processing. Find the service defined for HEG and GDAL. Make a note of the 
The HEG or GDAL Max Errors 
parameter has been set to less than 5. 
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# Action Expected Result Notes 
Max Errors parameter. If the Max Errors parameter is more than 5, change it 
to setting it to a value that is less than 5 but adding the service once again 
with the lower value. 

This parameter indicates a function 
that would prevent OMS to make 
orders go into OI after that many 
failed requests, i.e. if you submitted 10 
requests, only the first 5 would go into 
OI, and the rest would go into staged 
requests. The orders will be retried 
every x seconds, where x is the Retry 
Interval of the same Data Access 
Services Configuration page. 

2 To start go to the ESI Web service and submit 3-5 granules in 
asynchronous(ewoc) mode, which will load those processes in the OMS Gui. 
Generate the urls and have them written in a test file. When you have all the 
urls submit them all at once. Once the orders have been processed 
immediately go to the TomCat Manager Website, and stop the 
HegService_DEV01 by going to the HegService instance, and clicking on 
Stop 

3-5 HEG requests have been 
processed and submitted to the OMS 
GUI. Verify that they have been seen 
in the OMS Gui by going to the OMS 
Gui, and clicking on Request 
management -&gt; Distribution 
requests.<br />Verify that any orders 
over the configured Max Errors 
parameter in the step before would be 
in the staged status, and only the 
number of configured requests above 
will go into OI.<br /> 

 

3 Go back to the TomCat administrator webpage. Start the HEG server by 
navigating down to HegService_DEV01 and clicking on Start. This will start 
the Heg Service 

Verify that the queued processing 
requests are dispatched, and the orders 
is activated.<br />Verify that all orders 
complete succesfully, and all operator 
interventions are cleared. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
Verify using the OM GUI that an operator alert is raised indicating that the processing service is unavailable. 
 
Verify that the OM GUI displays the following information for the processing service - operator configured name of the processing service, the state of the 
service - 'Suspended', the number of distribution requests requiring that service, the number of granules queued for the service, and the total input granule size 
queued for the service. 
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Verify that the processing request that caused the alert is retried according to the alert dispatch policy. 
 
Verify that the granules queued for processing are not dispatched. 
 
Verify that the second distribution request is not activated while the alert is active. 
 
Make the processing service available.  Verify that within the alert retry interval the alert is cleared, the queued processing requests are dispatched, and the 
second order is activated. 
 
Verify that the processing service is marked as 'Active' on the OM GUI. 
 
Verify that all orders complete succesfully. 
 
  
 

80 DP_81_02_TP021 OMS PROCESSING SERVICE VALIDATION AND LIMIT CHECKING (ECS-
ECSTC-2491) 

DESCRIPTION: 
Test Case ID - 230 
 
  
 
In order to simplify the description the following configurations will be referred to by letter: 
 
A. FTP Pull GB limit 
 
B. FTP Push GB limit  
 
C. Granule limit for requests which do not contain any granules for which processing is requested 
 
D. Granule limit for requests which contain at least one granule for which processing is requested 
 
  
 
make sure that C > D  
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Submit the following orders - ensure that the output files produced are smaller than the input files.  spot check some of the output files to make sure they look 
correct (i.e. if it is a tiff, there is an image taht can be viewed): 
 
  
 
1.)  FTP pull request for granules that do not require processing such that the GBs of the granules are > A and the number of granules requested is < C. 
 
2.)  FTP push request for granules that do not require processing such that the GBs of the granules are > B and the number of granules requested is < C. 
 
  
 
3.)  FTP pull request for granules that do not require processing such that the number of granules are > C and the total GBs are < A. 
 
4.)  FTP push request for granules that do not require processing such that the number of granules are > C and the total GBs are < B. 
 
  
 
5.) FTP pull request for granules that require processing such that the number of granules are >  D.  
 
6.) FTP push request for granules that require processing such that the number of granules are > D.  
 
  
 
7.) FTP pull request for granules that require processing such that the number of granules are > C and output granule size less than A. 
 
8.) FTP push request for granules that require processing such that the number of granules are > C and output granule size less than B. 
 
  
 
9.) FTP pull request for granules that require processing such that the GBs of the input granules are > A and the number of granules requested is < D. The 
combined size of the output granules must be < A. 
 
10.) FTP push request for granules that require processing such that the GBs of the input granules are > B and the number of granules requested is < D. The 
combined size of the output granules must be < B. 
 
   
 
11.) FTP pull request for granules that require processing such that the GBs of the input granules are > A and the number of granules requested is < D.  
 
12.) FTP push request for granules that require processing such that the GBs of the input granules are > B and the number of granules requested is < D.  
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13) FTP pull request for a mix of granules that do and do not require processing such that the number of granules are > D, but < C  
 
14) FTP push request for a mix of granules that do and do not require processing such that the number of granules are > D, but < C  
 
PRECONDITIONS: 
Ensure granule limits are lower for normal requests than they are for subsetting requests for the respective media types. 
 
STEPS:   
# Action Expected Result Notes 
1 In order to simplify the description the following configurations will be 

referred to by letter:<br />A. FTP Pull GB limit<br />B. FTP Push GB limit 
<br />C. Granule limit for requests which do not contain any granules for 
which processing is requested<br />D. Granule limit for requests which 
contain at least one granule for which processing is requested 

Verify that the listed configuration 
parameters can be found in the OMS 
GUI. Make note of the values and 
ensure that they are low enough to that 
you can easily exceed them.  Make 
sure that C &gt; D.  Modify the values 
if necsssary to meet these 
requirements. 

 

2 <i>Submit the following orders - ensure that the output files produced are 
smaller than the input files.  spot check some of the output files to make sure 
they look correct (i.e. if it is a tiff, there is an image that can be viewed using 
a program like eog).  Use the steps listed below to generate and submit an 
EWOC order:</i> 

 #comment 

3 73  #referenced test-case 
4 1.)  FTP pull request for granules that do not require processing such that the 

GBs of the granules are &gt; A and the number of granules requested is &lt; 
C. 

Verify that the request is put into 
Operator Intervention in OMS before 
any processing is done on it.  Verify 
that the intervention specifies which 
limit was exceeded. 

 

5 2.)  FTP push request for granules that do not require processing such that the 
GBs of the granules are &gt; B and the number of granules requested is &lt; 
C. 

Verify that the request is put into 
Operator Intervention in OMS before 
any processing is done on it.   Verify 
that the intervention specifies which 
limit was exceeded. 

 

6 3.)  FTP pull request for granules that do not require processing such that the 
number of granules are &gt; C and the total GBs are &lt; A. 

Verify that the request is put into 
Operator Intervention in OMS before 
any processing is done on it.  Verify 
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# Action Expected Result Notes 
that the intervention specifies which 
limit was exceeded. 

7 4.)  FTP push request for granules that do not require processing such that the 
number of granules are &gt; C and the total GBs are &lt; B. 

Verify that the request is put into 
Operator Intervention in OMS before 
any processing is done on it.  Verify 
that the intervention specifies which 
limit was exceeded. 

 

8 5.) FTP pull request for granules that require processing such that the number 
of granules are &gt;  D. 

Verify that the request is put into 
Operator Intervention in OMS before 
any processing is done on it.  Verify 
that the intervention specifies which 
limit was exceeded. 

 

9 6.) FTP push request for granules that require processing such that the 
number of granules are &gt; D. 

Verify that the request is put into 
Operator Intervention in OMS before 
any processing is done on it.   Verify 
that the intervention specifies which 
limit was exceeded. 

 

10 7.)  FTP pull request for granules that require processing such that the 
number of granules are &gt; C and output granule size less than A. 

Verify that the request is put into 
Operator Intervention in OMS before 
any processing is done on it.  Verify 
that the intervention specifies which 
limit was exceeded. 

 

11 8.)  FTP push request for granules that require processing such that the 
number of granules are &gt; C and output granule size less than B. 

Verify that the request is put into 
Operator Intervention in OMS before 
any processing is done on it.  Verify 
that the intervention specifies which 
limit was exceeded. 

 

12 9.)  FTP pull request for granules that require processing such that the GBs of 
the input granules are &gt; A and the number of granules requested is &lt; D.  
The combined size of the output granules must be &lt; A. 

Verify that or request is processed and 
completes successfully.  Verify that 
the Request Details page for this 
requests list both the input and output 
granule sizes. 

 

13 10.)  FTP push request for granules that require processing such that the GBs 
of the input granules are &gt; B and the number of granules requested is &lt; 
D. The combined size of the output granules must be &lt; B. 

Verify that or request is processed and 
completes successfully.  Verify that 
the Request Details page for this 
requests list both the input and output 
granule sizes. 

 

14 11.) FTP pull request for granules that require processing such that the GBs Verify that the request is put into  



 

230 
 

# Action Expected Result Notes 
of the input granules are &gt; A and the number of granules requested is &lt; 
D. 

Operator Intervention in OMS before 
any processing is done on it.  Verify 
that the intervention specifies which 
limit was exceeded.  Verify that the 
intervention includes the input size of 
each line item and teh entire request. 

15 12.) FTP push request for granules that require processing such that the GBs 
of the input granules are &gt; B and the number of granules requested is &lt; 
D. 

Verify that the request is put into 
Operator Intervention in OMS before 
any processing is done on it.  Verify 
that the intervention specifies which 
limit was exceeded.  Verify that the 
intervention includes the input size of 
each line item and teh entire request. 

 

16 13) FTP pull request for a mix of granules that do and do not require 
processing such that the number of granules are &gt; D, but &lt; C 

Verify that the request is put into 
Operator Intervention in OMS before 
any processing is done on it.  Verify 
that the intervention specifies which 
limit was exceeded.  Verify that the 
intervention includes the input size of 
each line item and teh entire request. 

 

17 14) FTP push request for a mix of granules that do and do not require 
processing such that the number of granules are &gt; D, but &lt; C 

Verify that the request is put into 
Operator Intervention in OMS before 
any processing is done on it.  Verify 
that the intervention specifies which 
limit was exceeded.  Verify that the 
intervention includes the input size of 
each line item and teh entire request. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
Verify that orders 1-8 and 11-14 are put into operator intervention before any processing. 
 
Verify that orders 9-10 are processed and complete successfully. 
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Verify that all of the interventions contain information specifying which limit was exceeded.  Verify that the request details for orders 7-10  indicate both the 
input and output size of each line item and of the entire order.  
 

81 DP_81_02_TP022 OMS PROCESSING REQUESTS PRIORITY CHECKING (ECS-ECSTC-2492) 

DESCRIPTION: 
Test Case ID - 240 
 
  
 
Ensure that limits for the number of processing slots for a service are set sufficiently small such that the orders will be queued for processing and not dispatched 
immediately. 
 
  
 
Submit the following orders (all orders must request processing using the same backend service): 
 
1.) 10 'LOW' priority orders 
 
2.) 10 'NORMAL' priority orders 
 
3.) 10 'HIGH' priority orders 
 
4.) 10 'VERY HIGH' priority orders 
 
5.) 10 'EXPRESS' priority orders 
 
  
 
Ensure that the orders are queued such that the 'LOW' priority requests are queued before the 'REGULAR', 'REGULAR' before 'HIGH', etc. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 This part of the test deals with testing the priority of incoming processing of 

granules. In order to stop the OMS service one would need to go to the 
following folder(in EDF it would be in f4oml01)<br />Stop script is located 
in /usr/ecs/DEV01/CUSTOM/utilities. Execute the following command to 

Verify that the server has been stopped 
and is not running. Also the OMS GUI 
should be running as well. Verify that 
this is the case 
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# Action Expected Result Notes 
stop the server:<br />./EcOmOrderManagerStop DEV01<br />Once stopped 
verify with ps command that the OMS server is indeed down 

2 Next submit a request for processing a HEGable granule by selecting the<br 
/>Asynchronous radio button for the Request Type, and entering your email 
in the field towards the bottom of the form. 

Verify that the granule was submitted 
successfully by observing the 
following responce from the web 
GUI:<br />XXXXXXXXXXYour 
order will be ready in 10 minutes 

 

3 Do step 2 50 more times but select different HEGable granules. This step can 
be automated with a wgen script. 

50 more granules have been 
processed. Verify that those granules 
have been processed successfuly by 
going to OMS webgui and going to 
Request Management -&gt; 
Distribution requests. The granules 
should appear at the top of the list 
once they are sorted by Last Update. 
Also verify that you do get 5 emails 
that the granules have been processed 

 

4 Go back to OM GUI and Go to request management -&gt; Distribution 
requests.<br />Sort by date and the top 50 granules should be the granules 
that were processed in the step above. Set the priority to each of them to the 
following statuses:<br />1.) 10 'LOW' priority orders<br />2.) 10 'NORMAL' 
priority orders<br />3.) 10 'HIGH' priority orders<br />4.) 10 'VERY HIGH' 
priority orders<br />5.) 10 'EXPRESS' priority orders 

The priorities have been set.  

5 Once the priorities have been set go back to the xterm window where the 
OMS server was stopped and start the server with the following script:<br 
/>./EcOmOrderManagerStart DEV01<br /> 

The service has been started. Verify 
that by doing a ps command. 

 

6 Observe how the requests are handled by the OMS GUI(you may select 
AutoRefresh Control Panel set to refresh on 1 minute and the Auto Refresh 
radio button to On to see how the granules are being processed in real time) 

Verify that the Express and Very high 
are processed first and then the rest of 
the granules are processed in terms of 
request status 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
Verify that orders of higher priority are activated before orders with lower priority. 
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Verify that orders with the same priority are activated in the order in which they were received (oldest orders first). 
 
Verify that granules are processed by the processing service such that granules for higher priority requests are processed first. 
 
Verify that granules are processed by the processing service such that granules with the same priority are processed in the order in which they were queued. 
 
  
 

82 DP_81_02_TP023 OMS FTP PULL HIGH WATER MARK CHECKING (ECS-ECSTC-2493) 

DESCRIPTION: 
Test Case ID - 250 
 
  
 
NOTE: The OMS requirement has been dropped for FTP Pull DHWM so this test is no longer applicable. 
 
  
 
Submit five FTP pull orders that include processing instructions.  Each request should request the same processing on the same granules, the only difference 
between requests should be the priority.  The orders need to include one order for each priority 'LOW', 'REGULAR', 'HIGH', 'VERY HIGH', and 'EXPRESS'. 
 
PRECONDITIONS: 
Ensure that the FTP pull high DHWM has been reached or exceeded.  Ensure that the FTP Pull pre-emptive dispatch priority is set to allow only 'VERY HIGH' 
and 'EXPRESS' requests. 
 
STEPS:   
# Action Expected Result Notes 
1 Just like Test Case TP022 this part of the test deals with testing the priority of 

incoming processing of granules, in terms of the watermark. In order to stop 
the OMS service one would need to go to the following folder(in EDF it 
would be in f4oml01)<br />Stop script is located in 
/usr/ecs/DEV01/CUSTOM/utilities. Execute the following command to stop 
the server:<br />./EcOmOrderManagerStop DEV01<br />Once stopped 
verify with ps command that the OMS server is indeed down 

Verify that the server has been stopped 
and is not running. Also the OMS GUI 
should be running as well. Verify that 
this is the case 

 

2 Once the OMS server has been stopped, log in to the OMS Gui, and set the 
Data High Water Mark (MB) to 1MB so that it can only process up to 1MB 
of what is in the queue. To do that, once logged in, click on Om 
Configuration -&gt; Media. Once that has been clicked on, navigate to the 

The Data High Water Mark has been 
set to a lower size 
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# Action Expected Result Notes 
FtpPull section, and set the Data High Water Mark (MB)  to 1. 

3 Next submit a request for processing a HEGable granule by selecting the<br 
/>Asynchronous radio button for the Request Type, and entering your email 
in the field towards the bottom of the form. 

Verify that the granule was submitted 
successfully by observing the 
following responce from the web 
GUI:<br />XXXXXXXXXXYour 
order will be ready in 10 minutes 

 

4 Do step 3 5 more times but select different HEGable granules. This step can 
be automated with a wget script. 

5 more granules have been processed. 
Verify that those granules have been 
processed successfuly by going to 
OMS webgui and going to Request 
Management -&gt; Distribution 
requests. The granules should appear 
at the top of the list once they are 
sorted by Last Update. Also verify that 
you do get 5 emails that the granules 
have been processed 

 

5 Go back to OM GUI and Go to request management -&gt; Distribution 
requests.<br />Sort by date and the top 50 granules should be the granules 
that were processed in the step above. Set the priority to each of them to the 
following statuses:<br />1.) 'LOW' priority orders<br />2.) 'NORMAL' 
priority orders<br />3.) 'HIGH' priority orders<br />4.) 'VERY HIGH' 
priority orders<br />5.) 'EXPRESS' priority orders 

The priorities have been set.  

6 To verify how much data is being staged to the queue, and to see whether the 
water mark is being surpassed go to the OMS GUI, and go to Request 
Management -&gt; Distribution Requests. When you click on each granule's 
OrderId and RequestId individually, when you scroll towards the bottom 
there will be a Size (MB) column. Observe that size for all the granules and 
make sure that the combined size of all of them is larger than the limit you set 
in step 2. 

Verify that the limit is above the high 
water mark. If it is not return to step 4 
to process a few more granules 

 

7 Once the priorities have been set go back to the xterm window where the 
OMS server was stopped and start the server with the following script:<br 
/>./EcOmOrderManagerStart DEV01<br /> 

The service has been started. Verify 
that by doing a ps command. 

 

8 Observe how the requests are handled by the OMS GUI(you may select 
AutoRefresh Control Panel set to refresh on 1 minute and the Auto Refresh 
radio button to On to see how the granules are being processed in real time) 

Verify that the Express and Very high 
are processed first and then the rest of 
the granules are processed in terms of 
request status. Since the watermark is 
set to something low and what is being 
queued is above that threshhold, verify 
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# Action Expected Result Notes 
that one by one granules with lower 
priorities are being processed 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
Verify that the 'LOW', 'REGULAR', and 'HIGH' priority requests are not activated. 
 
Verify that the 'VERY HIGH' and 'EXPRESS' priority requests complete successfully. 
 

83 DP_81_02_TP024 OMS INTERVENTION AFTER PROCESSING HAS COMPLETED (ECS-ECSTC-
2494) 

DESCRIPTION: 
Test Case ID - 270 
 
  
 
Submit an order which includes a granule for processing.  Create a condition such that the request will go into intervention after the granule has already been 
processed, but before the granule has successfully shipped. 
 
  
 
Once the request is in operator intervention, correct the condition that caused the error and resubmit the request. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 A way to complete this test would be to generate a property file to push a 

granule using an EWOC script. The best way would be to process an ftp push 
granule. 

The property file has been created. 
Verify that the HEG url in the 
property file executes fine in a 
browser and produces results with no 
errors. 

 

2 In the property file for the &lt;ecs:directory&gt;/tmp&lt;/ecs:directory&gt; A non-existent directory has been put  
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# Action Expected Result Notes 
put a directory that does not exist, i.e. /tmp/temp, but that can be created later 
and permissions set later 

into the property file 

3 Execute the EWOC script to process a ftp push granule by using the 
following command:<br />./EcDmEwocTestClientStart DEV01 f4eil01 
22500 [file].properties n,<br />where [file] if the filename of the property file 

Verify that the command has been run, 
and an OrderId has been created and 
the ftp push order successfully 
processed. Go to the OMS Gui to 
verify that it has indeed been 
transferred successfully. Verify that 
once the granule appears in 
OMS(under Request Management -
&gt; Distribution Requests) that the 
granule in question goes into Operator 
intervention. Also verify that the error 
displayed shows that OMS cannot 
copy the file to a non-existent 
location. 

 

4 Next go ahead and create the non-existant folder that you used in the property 
file in step 2. Also change the permission of that folder to 777, so that any 
user can copy files to that location. 

Verify that the folder has been created.  

5 Go back to OMS, and resubmit the granule that has gone into operator's 
intervention by doing the following:<br />1. Click on the Operator 
Intervention link of the granule in question<br />2. Click on the assign link, 
and then on the check link to assign omsadmin to perform action on that 
operator intervention<br />3. Select the Submit radio button, and then click 
on the Apply button to resubmit the request 

Verify that the request has been 
resubmitted by going back to the 
Request Management -&gt; 
Distribution Requests in the OMS. 
The granule should be going thru all 
the stages. Verify that the granule is 
gone thru all the stages and it 
completed successfully. Afterwards 
verify that the files in question(i.e. 
granule and/or xml files), have been 
copied to the now valid folder. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
Verify that processing for the granule is not re-performed when the request is dispositioned. 
 
Verify that the request completes successfully. 
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84 DP_81_02_TP025 CONFIGURE OMS PROCESSING SERVICES (ECS-ECSTC-2495) 

DESCRIPTION: 
Test Case ID - 280 
 
  
 
Use the OMS GUI to configure two different processing services for OMS.  One of the services must have a REST interface and the other a commandline 
interface. 
 
Configure the REST service to allow 5 concurrent granules and the command line service to allow 4 concurrent granules. 
 
  
 
Submit four orders such that two orders will be processed by the REST service and two orders that will be processed by the commandline service.  Ensure there 
are at least 10 granules requiring processing for each order. 
 
PRECONDITIONS: 
Need at least 20 granules eligible for processing for two different collections. 
 
STEPS:   
# Action Expected Result Notes 
1 Select two HEGable collections that have at least 10 granules each which can 

be processed. 
Collections and Granules have been 
identified for this test. 

 

2 You will need two services configured for this test.  One using the REST 
interface, and the other a command line service.  In the OMS GUI, go to OM 
Configuration -&gt; DataAccess Processing.  It may not be clear which is a 
REST and which is a command line service, as both use URLs as their 
endpoint (the command line service has a thin webapp wrapper around a 
script).  But, at the time of this writing, there are two REST services: 
http://f4hel01:22500/HegService_DEV01  and 
http://f4hel01:22500/GdalService_DEV01  (with correct modes and 
hostname/port for your test environment of course).  There is one command 
line service, which generally will have an endpoint like 
http://f4hel01:22500/rqs_DEV01/GDAL_CMD (again, with teh correct 
mode, host, and port for your environment).<br />Note that in order to be 
able to generate a request via the ESI service drilldown, you will need to 
make sure that the &quot;Service&quot; value that you set up is the same as a 

Two services should now be 
configured in OMS 
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# Action Expected Result Notes 
&quot;Service Name&quot; in the Data Access GUI.  <br />If the Services 
needed already exist, but the configuration values are incorrect, you will need 
to click the &quot;Delete&quot; button to remove the existign service, and 
then re-add it. <br />To add a service:<br />Enter a value into the 
&quot;Service&quot; column.  this will be the identifier for the service.  As 
noted above, thsi should be the same as the Service NAme of a service 
already configured in the Data Access GUI. Enter the URL for the service in 
the &quot;Endpoint&quot; column (see teh example URLs above).  Enter 
reasonable values for Timeout, Max Errors and Repeat Interval.  For 
&quot;Max  Jobs&quot; enter 5 for the REST service, and 4 for the command 
line service.  Click &quot;Add&quot; 

3 Go to the Data Access GUI, and then go to the Service Configuration tab.  
find the service with a Service Name which is the same as each of the Service 
names you set up in OMS.  You will have to double click on a service to see 
its Service Name.  Note the Description(the long name) of these two services.  
If the Services do not yet exist in the Data Access GUI.  you will need to 
click on the &quot;Add New Service&quot; button, enter the Service name 
that was used in the OMS GUI, and a descriptive name for 
&quot;Description&quot;.  For URL, put the Endpoint used in the OMS GUI.  
Configure some procesing options (formats, proections, etc) for the service if 
they do not already exist.  Note that not all options work for all services. In 
particular, GDAL only supports reformat options, so do not select any 
projections or anythign else for a GDAL service.  Click teh &quot;Add New 
Service&quot; button. 

The services should now be set up in 
the Data Access GUI, and you should 
now know what services to use to set 
up the collections in the Data Access 
GUI. 

 

4 Go to the Collection Configuration tabe of the Data Access GUI.  Find your 
two collections either by scrolling to them or using the filter box.  Expand 
each collection to see what services if any are already configured for it, if 
any.  if the colelctions you identified above are not yet configured for your 
collections, then right click the colelction and then click &quot;Add New 
Sevice!&quot;.  Then select one of the services that you identified above.  In 
this way, make sure that each of the identified services are configured for at 
least one of the collections used in this test. 

Collections should now be configured 
for the services used in this test.  You 
should see teh services listed under the 
collections and collections under the 
services in the Service and Collection 
Configuration tabs. 

 

5 Gdal and Heg REST services have their own internal timeouts.  In order to 
ensure that these do not get triggered prior to the OMS imposed timeouts 
beign triggered, log in to the host where they are running (if you are using 
them in this test) and then go to the HegServiceConfig.properties or 
GdalServiceConfig.properties file under the mode cfg directory.  In this file, 
set the HegService.application.timeout or GdalService.application.timeout 

Timeout vlaues are now set right for 
the services. 
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# Action Expected Result Notes 
value to a number greater than the value set in the OMS config above.  NOTE 
taht this is not necessary for the gdal command line service (i.e. if the 
endpoint has /rqs_&lt;MODE&gt;/ in it). 

6 Use the ESI inventory drilldown service to build your requests (if you already 
have EWOC driver properties files in place, you can skip this step).   For each 
of the four orders you will be submitting, drill down to one granule in the 
colelction you will be using.  In the order form that appears, select the serivce 
that you intend to use (one of the two previously set up).  This will take you 
to the right part of the form.  Put your options in.   Make sure to select 
Asynchronous as the Request Type.  Note: for GDAL, do not select any 
options for Projection, Band/Spatial Subsetting, or Resampling.    Identify 9 
or more additional granules from teh same colelction for each order.  Add 
these granules, with commas in between, to the &quot;Additional 
GranuleIds&quot; text box.  click submit.  In teh next page, copy the text 
appearing after the &quot;EWOC parameter file optionselect line&quot; 
header.  Put this in to a properties file for the EWOC test driver.  You will 
also need to set the collection and DBIDs on a separate line in that file.  <br 
/>In this way, build properties files for 4 orders with &gt;= 10 granules each.  
Ensure that 2 go to each of the two configured services. 

Properties files have been generated 
for 4 orders. 

 

7 Use the generated properties files to submit the four orders.  <br 
/>./EcDmEwocTestClientStart DEV01 f4eil01 22500 &lt;filename&gt; n<br 
/>substituting the correct mode and host name. 

The orders have been submitted  

8 Verify that the orders have been submitted by going to the OMS Gui and 
seing them queue in the Request Management -&gt; Distribtion Requests 
section. The four orders should appear on that page. Those orders will also 
have an OrderId which will be listed when each EWOC request has been ran. 
Verify that those OrderIds are identical. Further verify that HEG files have 
been produced for each granule(by going into the detail of the said order), 
and that all four orders execute successfully. 

Verify that the orders have been 
processed. 

 

9 Look at the OMS log to verify that only 5 jobs are being processed at a time 
for the REST service 

Verify that the max jobs limit was 
obeyed 

 

10 Look at the OMS log to verify that only 4 jobs are being processed at a time 
for the command line service. 

Verify that the max jobs limit was 
obeyed 

 

11 Looking at the OMS log, verify that none of the jobs submitted to the services 
had a duration exceeding the configured timeout value for that service, and 
that if they did, the request went to operator intervention and teh affected line 
item is marked as failed. If any request went to operator intervention for thsi 
reason, verify that the remaing jobs in that request were able to complete 

Verify that the timeouts were obeyed  
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# Action Expected Result Notes 
(unless they two had a timeout). 

12 Using the method outlined above.  Submit a request for 6 or more granules 
with order options that should cause it to take a long ammoutn of time and 
exceed the timeout value.  You may also remove and re add the service with a 
smaller timeout to make this easier.  submit the order using: <br 
/>./EcDmEwocTestClientStart DEV01 f4eil01 22500 &lt;filename&gt; n<br 
/>Wait for it to process and ensure that it took longer tahn the timeout 
interval/ 

Order has been submitted and took 
longer to process than the allowed 
timeout duration. 

 

13 Ensure that the order has gone into operator intervention and that it is clear 
that the reason was the timeout.  Verify that  OMS still tried to submit all the 
granules even after some of them timed out.  Verify that in the operator 
intervention page, it is possible to resubmit or to remove a line item. 

Verify that the timeout logic was 
applied correctly. 

 

14 Increase the timeout value for the service.  In the Operator intervention page, 
resubmit the order and verify that it is successfully shipped. 

Verify that it is possible to resubmit an 
operator intervention after a timeout. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
Verify that it is possible to configure the following items independently for each service: 
 
a.  The maximum number of line items (granules) which can execute concurrently 
 
b.  Retry interval for automatically retrying when a processing service is suspended automatically 
 
c.  Interface endpoint for the REST service - host and path to executable for the commandline service 
 
  
 
Verify that it is possible to configure the following information for OMS processing using the SDPS-DAAC Internal On-demand Processing API 
 
a.  A unique name which will be used in Operator GUIs referring to the service 
 
b.  Time-out and resubmission settings 
 
  
 
Verify that as OMS processes the orders, the configurations for the maximum number of concurrently executing granules are obeyed. 
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85 DP_81_02_TP026 OM GUI REQUEST AND PROCESSING STATES (ECS-ECSTC-2496) 

DESCRIPTION: 
Test Case ID - 310 
 
  
 
Submit a sufficient number of orders that require processing from two different backend services such that there will be items queued and in processing 
throughout the duration of the test.  Ensure that one of the services being used is HEG and that there are a combination of FTP Pull and FTP push orders. 
 
  
 
  
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>NOTE: This test does not excersize requirement S-OMS-x0645.  S-OMS-

x0645 is being delayed due to excessive effort to implement it.  It will be 
addressed for 8.2.</i> 

 #comment 

2 73  #referenced test-case 
3 This test has to be performed by using an EWOC script. The EWOC script 

would provide submitting requests with multiple granules, as well as 
submitting granules with ftp push. Also this test focuses on submitting 
granules from two different backend services, i.e. processing tools from the 
webform - for this test this could either be GDAL and HEG. Create orders 
with a single granule in them with both ftp push and ftp pull method, as well 
as orders with multiple granules in them again in both ftp push and ftp pull 
methods. Alternatively the sample property file could be used to submit the 
granules to the HEG server.<br />See the linked step below for instructions 
on building and submitting a request.  NOTE that for FTP Push requests, you 
will need to modify the EWOC file to include the required parameters.  Make 
sure to select asynchronous for your requests.  The Orders for this test should 
be made to take a long time to run (i.e. HEG processing is lengthy for the 
granules and/or there are a large number of granules in the order).  It is 
allowable to bring HegService down as well in order to make the orders take 
longer.  This is necessary so that it is easier to see all of the order states.  It is 

The orders have been submitted  by 
using the EWOC scripts. Verify that 
the orders have been submitted by 
verifying that an email has been 
received, and the orders have been 
seen in the Order Manager GUI. 
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# Action Expected Result Notes 
also aceptable to view OMS long files retroactively to see the progression of 
each request through its states as opposed to viewing them in real time via the 
OMS GUI. 

4 Go to the OMS Web GUI, and go to Request Management -&gt; 
Disctribution Requests to see all the orders that have been submitted in the 
preceding step. Pay close attention to exactly how states change and look 
closely as everything is being processed. 

Verify that while requests are queued 
for processing services, their state is 
marked as 'Waiting For 
Processing'.<br />Verify that once a 
request has been activated and until all 
its line items (granules) that require 
processing services have completed its 
state is 'Processing'.<br />Verify for 
the FTP Push orders that after all 
granules have completed processing 
and prior to the first FTP operation for 
the request has started, the state of the 
request is 'Staged'.<br />Verify that 
when a line item is queued for 
processing services its state is 'Waiting 
for Processing'.<br />Verify that once 
a line item has been dispatched for 
processing its state is 'Processing'.<br 
/>Verify that after a line item has 
completed processing its state is 
'Completed Processing'.<br /><br 
/>Verify that on the Distribution 
Requests page in OMS operators are 
able to see all of the currently 
executing processing requests against 
a processing service in order of their 
submission time.  Verify that the page 
displays the following information for 
each processing request:<br />a.  
Distribution Request ID as a link to 
the request details page<br />b.  ESDT 
and ID of the input granule<br />c.  
Link to the processing instructions for 
the request<br />d.  Time the request 
was submitted to the processing 
service 
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# Action Expected Result Notes 
5 While on the same page, click on the Change Filter Button, and one the new 

popped window, select None button of the Status Select window, and then 
select Processing. When done press on the Apply Combined Filters, and then 
press on Close to close the filter window. Do the same all over for different 
status. 

Verify that it is possible to filter the 
distribution request list so it displays 
only requests that involve processing 
(verify requests for both services are 
listed).<br />Verify that when 
displaying a list of line items for a 
distribution request that the GUI 
includes the original input granule 
information as well as the processing 
instructions for that line item.<br 
/>Verify on all GUI pages that list 
distribution requests there is an 
indication of which requests involve 
processing. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
Verify that while requests are queued for processing services, their state is marked as 'Waiting For Processing'. 
 
Verify that once a request has been activated and until all its line items (granules) that require processing services have completed its state is 'Processing'. 
 
Verify for the FTP Push orders that after all granules have completed processing and prior to the first FTP operation for the request has started, the state of the 
request is 'Staged'. 
 
  
 
Verify that when a line item is queued for processing services its state is 'Waiting for Processing'. 
 
Verify that once a line item has been dispatched for processing its state is 'Processing'. 
 
Verify that after a line item has completed processing its state is 'Completed Processing'. 
 
  
 
Verify there is a page on the OM GUI that allows operators to see all of the currently executing processing requests against a processing service in order of their 
submission time.  Verify that the page displays the following information for each processing request: 
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a.  Distribution Request ID as a link to the request details page 
 
b.  ESDT and ID of the input granule 
 
c.  Link to the processing instructions for the request 
 
d.  Time the request was submitted to the processing service 
 
  
 
Verify that it is possible to filter the distribution request list so it displays only requests that involve processing (verify requests for both services are listed). 
 
Verify that it is possible to filter the distribution request list so it displays only requests that involve a specific service. 
 
Verify that when displaying a list of line items for a distribution request that the GUI includes the original input granule information as well as the processing 
instructions for that line item. 
 
Verify on all GUI pages that list distribution requests there is an indication of which requests involve processing. 
 
  
 
After performing the initial set of verifications, cause the requests to be archived. 
 
Verify the OM GUI allows the archived distribution requests to be filtered to only display requests that involved processing. 
 
Verify the OM GUI includes the order tracking information for archived requests that involved processing. 
 
Verify the OM GUI allows the archived distribution requests to be filtered to only display requests that involved processing via a specific service. 
 
Verify that the OM GUI indicates which archived requests involved processing on all screens that list archived distribution requests. 
 
  
 

86 DP_81_02_TP027 OM GUI SUSPEND AND RESUME PROCESSING REQUESTS (ECS-ECSTC-2497) 

DESCRIPTION: 
Test Case ID - 300 
 
  



 

245 
 

 
Two backend services will be used for this test (they will be referred to as services A and B throughout) 
 
Suspend the dispatching of OMS processing requests for service A. 
 
Submit several orders that require processing via services A and B.  
 
Perform Verification Set 1. 
 
After all of the requests for Service B complete, suspend dispatching of requests for all processing services and submit several more orders that require 
processing from Service B.   
 
Perform Verification Set 2. 
 
  
 
Resume the dispatching of all processing requests. 
 
Perform Verification Set 3. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Two backend services will be used for this test (they will be referred to as 

services A and B throughout)<br />The tro processing services can be GDAL 
and HEG as they are currently defined in the ESI GUI. Go to the OMS GUI 
and go to OM Configuration -&gt; DataAccess Processing. 

The Data Access processing has been 
opened. On this screen verify that both 
HEG and GDAL services have been 
defined. Also verify that the Endpoint 
is valid to the specific service by 
going to the ESI GUI and verifying 
that the endpoint is the same. 

 

2 While on the DataAccess Processing Page in OMS, click on the green button 
on the right of the HEG Service(Service A). Clicking the button once will 
turn the button into red color. 

Verify that the button has been turned 
to a red color. This will indicate that 
the service is disabled and any 
incoming requests will not get 
processed. 

 

3 Submit several granules by using EWOC Scripts(for help on submitting 
EWOC requests please refer to DP_81_02_TP018 Ordering with Processing 
Instructions). Make sure to submit granules with processing in both HEG and 

The granules have been submitted for 
processing. Verify that the granules 
have been submitted successfully with 
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# Action Expected Result Notes 
GDAL processing tools(Services A and B). You can pick any processing 
options for the processes. 

no observed errors. Verify that the 
granules have been queued in the 
OMS by going to the Request 
Management -&gt; Distribution 
requests. Verify that the granules that 
were processed for service A will stay 
in queued state while the granules that 
are processing for Service B will go 
through the states and will be 
processed. 

4 Go back to OMS GUI and go to OM Configuration -&gt; DataAccess 
Processing. Now click on the green icon on the right of Service B(i.e. GDAL 
service). Clicking on it should turn it to red. 

Verify that the icon has been changed 
from green to red color. 

 

5 Submit the same EWOC request that was submitted in step 3. By going back to the OMS GUI 
Request Management -&gt; 
Distribution requests, and then by 
opening the order that was submitted, 
verify that no granules have been 
processed for either service. All states 
should be equal to Queued or Staged. 

 

6 Go back to the configuration screen by going to OM Configuration -&gt; 
DataAccess Processing. Now click on both of the red buttons next to each 
service to enable them. Each service should be enabled. 

Verify that by clicking on the green 
button next to each service the color is 
changed to green hence enabling the 
services(HEG and GDAL or Service 
A and B respectivelly). 

 

7 Go back to Request Management -&gt; Distribution request and find the 
granules that have been submitted in steps 3 and 5. 

Verify that all the granules have been 
processed. Since both of the services 
were enabled in the previous steps the 
queued granules should be pushed thru 
and processed without any processing 
errors. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
Verification Set 1: 
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Verify that orders for both services A and B are successfully submitted to OMS. 
 
Verify that orders for service A remain queued and orders for service B are dispatched and the orders complete successfully. 
 
Verify that the OMS GUI indicates that there is at least one suspended processing service. 
 
  
 
Verification Set 2: 
 
Verify that the orders submitted for service B are successfully submitted to OMS. 
 
Verify that orders for both service A and B remain queued. 
 
Verify that the OMS GUI indicates that there is at least one suspended processing service. 
 
  
 
Verification Set 3: 
 
Verify that all queued requests are dispatched and complete successfully. 
 
Verify that the OMS GUI indicates that the processing services are not suspended. 
 
  
 
  
 

87 BMGT MIME-TYPES TP001 - INSTALL ESDT (ECS-ECSTC-2498) 

DESCRIPTION: 
Test Case ID - 10  
 
  
 
Use the ESDT Maintenance GUI to install one ESDT for each of the following categories - in each case where an attribute is specified ensure that the value 
provided is a non-default value:  
 
 a.)    ESDT which has a descriptor file containing ScienceMimeType, BrowseMimeType, and BrowseOnlineMimeType  
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b.)    ESDT which has a descriptor file containing only ScienceMimeType  
 
c.)    ESDT which has a descriptor file containing only ScienceMimeType and BrowseMimeType  
 
d.)   ESDT which has a descriptor file containing only BrowseMimeType and BrowseOnlineMimeType  
 
e.)    ESDT which has a descriptor file that does not contain any of the three MimeType tags  
 
PRECONDITIONS: 
  
 
  Data Type                              Granules Count                                                                       EDF Directory 
 
 
 
 
 
 
GLA01.033 1 descriptor file /sotestdata/DROP_801/MIME_types/Criteria/010/A 
MIL3SCFA.001 1 descriptor file /sotestdata/DROP_801/MIME_types/Criteria/010/B 
AST_L1A.002 1 descriptor file /sotestdata/DROP_801/MIME_types/Criteria/010/C 
NISE.003 1 descriptor file /sotestdata/DROP_801/MIME_types/Criteria/010/D 
MOD17A2.055 1 descriptor file /sotestdata/DROP_801/MIME_types/Criteria/010/E 
 
STEPS:   
# Action Expected Result Notes 
1 <br /> a)    ESDT which has a descriptor file containing ScienceMimeType, 

BrowseMimeType, and BrowseOnlineMimeType (GLA01.033)<br />b)    
ESDT which has a descriptor file containing only ScienceMimeType 
(MIL3SCFA)<br />c)    ESDT which has a descriptor file containing only 
ScienceMimeType and BrowseMimeType (AST_L1A.002)<br />d)   ESDT 
which has a descriptor file containing only BrowseMimeType and 
BrowseOnlineMimeType (NISE.003)<br />e)    ESDT which has a descriptor 
file that does not contain any of the three MimeType tags (MOD17A2)<br 
/><br />1) Log on to f4hel01 or f4dpl01 boxes as a cmshared user where 
ESDT Maintenance GUI is installed for that mode. <br />    For example, 
DEV08 mode.   copy the descriptors below to  
/usr/ecs/DEV08/CUSTOM/data/ESS       <br />   

On the next page, you should see a 
system message on the top reading 
&quot;You have successfully installed 
5 ESDTs you selected.&quot;<br />      
open descripteros files that all of the 
values for attributes present in the 
descriptor files are populated <br />      
correctly in AIM<br />       Log on to 
AIM database of DEV08 and issue the 
following query:<br />a)  select 
c.ShortName, c.VersionID, 
c.ScienceMimeTypeId, 
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# Action Expected Result Notes 
/sotestdata/DROP_801/MIME_types/010/A/DsESDTGlGLA01.033.desc<br 
/>   
/sotestdata/DROP_801/MIME_types/010/B/DsESDTMiMIL3SCFA.001.desc
<br />   
/sotestdata/DROP_801/MIME_types/010/C/DsESDTAsAST_L1A.002.desc<
br />   
/sotestdata/DROP_801/MIME_types/010/D/DsESDTEaNISE.003.desc<br />   
/sotestdata/DROP_801/MIME_types/010/E/DsESDTMoMOD17A2.055.desc
<br />           <br />                                                                           <br />2)  
Log on to ESDT Maintenance GUI of DEV08, click on &quot;Install new 
ESDTs/Update existing ESDTs&quot; button <br />       on the top right 
corner of the current ESDT list. On the next page, you should see a list of 5 
descriptor<br />       files and they are NOT installed yet.<br />3)  Select all 5 
descriptor files and proceed with&quot;Proceed with 
installation/update&quot; button on the bottom of the list.1) <br /> 

c.BrowseMimeTypeId, 
c.BrowseOnlineMimeTypeId ,       
c.MetadataMimeTypeId , 
m.MimeType <br />       from 
DsMdCollections c, AmMimeType 
m<br />       where c.ShortName = 
&quot;GLA01&quot;<br />       and 
c.VersionID  in  ( 33)<br />       and 
c.ScienceMimeTypeId =  
m.MimeTypeId<br />       order by 
VersionID<br />b)   select 
c.ShortName, c.VersionID, 
c.ScienceMimeTypeId, 
c.BrowseMimeTypeId, 
c.BrowseOnlineMimeTypeId ,         
<br />      c.MetadataMimeTypeId , 
m.MimeType <br />       from 
DsMdCollections c, AmMimeType 
m<br />       where c.ShortName = 
&quot;MIL3SCFA&quot;<br />       
and c.VersionID  in  (1)<br />       and 
c.ScienceMimeTypeId =  
m.MimeTypeId<br />       order by 
VersionID<br /><br />c)  select 
c.ShortName, c.VersionID, 
c.ScienceMimeTypeId, 
c.BrowseMimeTypeId, 
c.BrowseOnlineMimeTypeId ,       <br 
/>     c.MetadataMimeTypeId , 
m.MimeType <br />       from 
DsMdCollections c, AmMimeType 
m<br />       where c.ShortName = 
&quot;AST_L1A&quot;<br />       and 
c.VersionID  in  (2)<br />       and 
c.ScienceMimeTypeId =  
m.MimeTypeId<br />       order by 
VersionID<br /><br />d)  select 
c.ShortName, c.VersionID, 
c.ScienceMimeTypeId, 
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# Action Expected Result Notes 
c.BrowseMimeTypeId, 
c.BrowseOnlineMimeTypeId ,       <br 
/>     c.MetadataMimeTypeId , 
m.MimeType <br />       from 
DsMdCollections c, AmMimeType 
m<br />       where c.ShortName = 
&quot;NISE&quot;<br />       and 
c.VersionID  in  (3)<br />       and 
c.ScienceMimeTypeId =  
m.MimeTypeId<br />       order by 
VersionID<br /><br />e)  select 
c.ShortName, c.VersionID, 
c.ScienceMimeTypeId, 
c.BrowseMimeTypeId, 
c.BrowseOnlineMimeTypeId ,       <br 
/>     c.MetadataMimeTypeId , 
m.MimeType <br />       from 
DsMdCollections c, AmMimeType 
m<br />       where c.ShortName = 
&quot;MOD17A2&quot;<br />       
and c.VersionID  in  (55)<br />       
and c.ScienceMimeTypeId =  
m.MimeTypeId<br />       order by 
VersionID<br />      You should see 5 
ESDTs as a result corresponding to 5 
descriptor files  on ESDT 
Maintenance GUI. Check that the 
MIME type ID values for these 5<br 
/>      ESDTs are as follows: <br />      
ESDT           ScienceMimeTypeId    
BrowseMimeTypeId   
BrowseOnlineMimeTypeId  
MetadataMimeTypeId MimeType   
<br />     GLA05.031                  5           
1                                   2                          
4        application/octet-stream<br />     
GLA05.033                  5                          
0                                   0                          
4       application/octet-stream<br />     
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# Action Expected Result Notes 
GLA05.084                  5                          
1                                   0                          
4       application/octet-stream<br 
/><br />    select * from 
AmMimeType<br />    GLA05.86 
datatype make sure there are no 
ScienceMimeType, 
BrowseMimeType,   <br />    
BrowseOnlineMimeType attributes in 
the descriptor<br />    and these 
attributes don't populate in 
DsMdCollections<br /><br />     and 
MetadataMimeTypeId is always 4 for 
all these ESDTs because the value is 
hardcoded. 

2    

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
Verify that ESDTs a, b, c, d, and e are successfully installed into the mode.  
 
Verify that all of the values for attributes present in the descriptor files are populated correctly in AIM.  
 
Verify for ESDTs b, c, d, and e that AIM contains the default value for each attribute not present in the descriptor file. 
 

88 BMGT MIME-TYPES TP002 - UPDATE ESDT NO MIME-TYPES PRESENT (ECS-ECSTC-2499) 

DESCRIPTION: 
Test Case ID - 20  
 
  
 
Use the ESDT Maintenance GUI to update existing ESDTs which currently do not have any MIME-type information present.  Choose one ESDT for each of the 
following categories:  
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a.)    ESDT which has a descriptor file containing ScienceMimeType, BrowseMimeType, and BrowseOnlineMimeType  
 
b.)    ESDT which has a descriptor file containing only ScienceMimeType  
 
c.)    ESDT which has a descriptor file containing only ScienceMimeType and BrowseMimeType  
 
d.)   ESDT which has a descriptor file containing only BrowseMimeType and BrowseOnlineMimeType  
 
e.)    ESDT which has a descriptor file that does not contain any of the three MimeType tags – NOTE: there should be a change to some other attribute to ensure 
there is an update to process.  
 
PRECONDITIONS: 
 Data Type                              Granules Count                                                                       EDF Directory 
 
  
 
 
 
 
 
 
MB2LME.002 1 + 1 descriptor file /sotestdata/DROP_801/MIME_types/Criteria/020/A 
ACR3L2DM.001 1 + 1 descriptor file /sotestdata/DROP_801/MIME_types/Criteria/020/B 
AST_L1A.003 1 + 1 descriptor file /sotestdata/DROP_801/MIME_types/Criteria/020/C 
NISE.002 1 + 1 descriptor file /sotestdata/DROP_801/MIME_types/Criteria/020/D 
AE_SID.001 1 + 1 descriptor file /sotestdata/DROP_801/MIME_types/Criteria/020/E 
 
STEPS:   
# Action Expected Result Notes 
1 Log on to f4hel01 or f4dpl01 boxes as a cmshared user where ESDT 

Maintenance GUI is installed for that mode. <br />    For example, DEV08 
mode.   copy the descriptors below to  /usr/ecs/DEV08/CUSTOM/data/ESS   
<br 
/>/sotestdata/DROP_801/MIME_types/020/A/original/DsESDTMiMB2LME
.002.desc<br 
/>/sotestdata/DROP_801/MIME_types/020/B/original/DsESDTAcACR3L2D
M.001.desc<br 
/>/sotestdata/DROP_801/MIME_types/020/C/original/DsESDTAsAST_L1A.
003.desc<br 

On the next page, you should see a 
system message on the top<br />Log 
on to AIM database of DEV08 and 
issue the following query:<br /> select 
c.ShortName, c.VersionID, 
c.ScienceMimeTypeId, 
c.BrowseMimeTypeId, 
c.BrowseOnlineMimeTypeId , 
c.MetadataMimeTypeId , 
m.MimeType from DsMdCollections 
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# Action Expected Result Notes 
/>/sotestdata/DROP_801/MIME_types/020/D/original/DsESDTEaNISE.002.
desc<br 
/>/sotestdata/DROP_801/MIME_types/020/E/original/DsESDTAmAE_SID.
001.desc<br /><br /> Log on to ESDT Maintenance GUI of DEV08, click on 
&quot;Install new ESDTs/Update existing ESDTs&quot; button <br />       on 
the top right corner of the current ESDT list. On the next page, you should 
see a list of 5 descriptor<br />       files and they are NOT installed yet.<br 
/><br /> 

c, AmMimeType m<br />where 
c.ShortName = 
(&quot;MB2LME&quot;, 
&quot;NISE&quot;)<br />and 
c.VersionID  in (2)<br />and 
c.ScienceMimeTypeId =  
m.MimeTypeId<br /><br /> select 
c.ShortName, c.VersionID, 
c.ScienceMimeTypeId, 
c.BrowseMimeTypeId, 
c.BrowseOnlineMimeTypeId , 
c.MetadataMimeTypeId , 
m.MimeType from DsMdCollections 
c, AmMimeType m<br />where 
c.ShortName = 
(&quot;AE_SID&quot; , 
&quot;ACR3L2DM&quot;)<br />and 
c.VersionID  in (1)<br />and 
c.ScienceMimeTypeId =  
m.MimeTypeId<br /><br /> select 
c.ShortName, c.VersionID, 
c.ScienceMimeTypeId, 
c.BrowseMimeTypeId, 
c.BrowseOnlineMimeTypeId , 
c.MetadataMimeTypeId , 
m.MimeType from DsMdCollections 
c, AmMimeType m<br />where 
c.ShortName = 
(&quot;AST_L1A&quot;)<br />and 
c.VersionID  in (3)<br />and 
c.ScienceMimeTypeId =  
m.MimeTypeId 

2 After installing succefully 5 ESDTs above.<br />copy the descriptors below 
to  /usr/ecs/DEV08/CUSTOM/data/ESS <br 
/>/sotestdata/DROP_801/MIME_types/020/A/modified/DsESDTMiMB2LM
E.002.desc<br 
/>/sotestdata/DROP_801/MIME_types/020/B/modified/DsESDTAcACR3L2
DM.001.desc<br 
/>/sotestdata/DROP_801/MIME_types/020/C/modified/DsESDTAsAST_L1

Log on to AIM database of DEV08 
and issue the following query:<br /> 
<br /> Log on to AIM database of 
DEV08 and issue the following 
query:<br /> select c.ShortName, 
c.VersionID, c.ScienceMimeTypeId, 
c.BrowseMimeTypeId, 

 



 

254 
 

# Action Expected Result Notes 
A.003.desc<br 
/>/sotestdata/DROP_801/MIME_types/020/D/modified/DsESDTEaNISE.002
.desc<br 
/>/sotestdata/DROP_801/MIME_types/020/E/modified/DsESDTAmAE_SID
.001.desc<br />click on &quot;Install new ESDTs/Update existing 
ESDTs&quot; button <br />       on the top right corner of the current ESDT 
list. On the next page, click on <br />&quot;Proceed with 
installation/update&quot; button on the bottom of the list. 

c.BrowseOnlineMimeTypeId , 
c.MetadataMimeTypeId , 
m.MimeType from DsMdCollections 
c, AmMimeType m<br />where 
c.ShortName = 
(&quot;MB2LME&quot;, 
&quot;NISE&quot;)<br />and 
c.VersionID  in (2)<br />and 
c.ScienceMimeTypeId =  
m.MimeTypeId<br /><br /> select 
c.ShortName, c.VersionID, 
c.ScienceMimeTypeId, 
c.BrowseMimeTypeId, 
c.BrowseOnlineMimeTypeId , 
c.MetadataMimeTypeId , 
m.MimeType from DsMdCollections 
c, AmMimeType m<br />where 
c.ShortName = 
(&quot;AE_SID&quot; , 
&quot;ACR3L2DM&quot;)<br />and 
c.VersionID  in (1)<br />and 
c.ScienceMimeTypeId =  
m.MimeTypeId<br /><br /> select 
c.ShortName, c.VersionID, 
c.ScienceMimeTypeId, 
c.BrowseMimeTypeId, 
c.BrowseOnlineMimeTypeId , 
c.MetadataMimeTypeId , 
m.MimeType from DsMdCollections 
c, AmMimeType m<br />where 
c.ShortName = 
(&quot;AST_L1A&quot;)<br />and 
c.VersionID  in (3)<br />and 
c.ScienceMimeTypeId =  
m.MimeTypeId<br /> You should see 
1 ESDTs as a result corresponding to 
the descriptor file<br />on ESDT 
Maintenance GUI. Check that the 
MIME type ID values for the ESDTs 
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# Action Expected Result Notes 
are<br />as follows:<br /><br />ESDT   
ScienceMimeTypeId  
BrowseMimeTypeId  
BrowseOnlineMimeTypeId  
MetadataMimeTypeId MimeType <br 
/>--------------  ------------------------ ----
------------------- ---------------------------
---- -------------------------- ---------------
----------------<br />GLA05.031               
9                         8                                   
5                                     4<br 
/>application/x-netcdf 

3 delete steps below.   
4 a.)    Descriptor file contains ScienceMimeType, BrowseMimeType, and 

BrowseOnlineMimeType <br />b.)    Descriptor file contains only 
ScienceMimeType<br />c.)    Descriptor file contains only 
ScienceMimeType and BrowseMimeType<br />d.)   Descriptor file contains 
only BrowseMimeType and BrowseOnlineMimeType<br />e.)    Descriptor 
file does not contain any of the three MimeType attributes <br /><br />Copy 
the testing descriptor files into the mode by issuing the following 
command:<br />    cd /usr/ecs/DEV08/CUSTOM/data/ESS<br />    rm -rf 
*<br />    cp /home/hzeng/TMP/ESDT_MIME02/DsESDTGlGLA05.*.desc 
.<br />    Log on to ESDT Maintenance GUI of DEV08, click on&quot;Install 
new ESDTs/Update existing ESDTs&quot; button on the top right corner of 
the current ESDT list. On the next page, you should see one descriptor file 
which id DsESDTGlGLA05.031 and it is installed. <br />  Select the 
descriptor file and proceed with &quot;Proceed with 
installation/update&quot; button on the bottom of the list.  <br /><br />Verify 
after each update that AIM contains the updated value for the attribute.  For 
cases b, d, and e where an attribute was present in the installed ESDT but not 
in the descriptor file, verify that AIM indicates the ESDT does not have that 
attribute. 

select ShortName, VersionID, 
ScienceMimeTypeId, 
BrowseMimeTypeId, 
BrowseOnlineMimeTypeId , 
MetadataMimeTypeId from 
DsMdCollections where ShortName = 
'GLA05' <br />and VersionID in (31, 
33, 84, 85, 86)<br />ShortName 
VersionID   ScienceMimeTypeId 
BrowseMimeTypeId 
BrowseOnlineMimeTypeId 
MetadataMimeTypeId <br />-----------
--- -----------  ----------------------  -------
---------------- ----------------------------- 
--------------------------- <br />GLA05      
31                    0                                0     
0                                    4 <br 
/>GLA05            33                    0           
0                                0                             
4 <br />GLA05            84                    
0                                0                             
0                                    4   <br 
/>GLA05            85                    0           
0                                0                             
4 <br />GLA05            86                    
0                                0                             
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# Action Expected Result Notes 
0                                    4 

5 a)    ESDT which has a descriptor file containing ScienceMimeType, 
BrowseMimeType, and BrowseOnlineMimeType <br />cd  
/usr/ecs/DEV08/CUSTOM/data/ESS                               <br />         cp 
/home/hzeng/TMP/ESDT_MIME03/DsESDTGlGLA05.031.desc_02 
DsESDTGlGLA05.031.desc<br />         repeat step 1.b and 1.c above. 

Log on to AIM database of DEV08 
and issue the following query:<br /> 
select c.ShortName, c.VersionID, 
c.ScienceMimeTypeId, 
c.BrowseMimeTypeId, 
c.BrowseOnlineMimeTypeId , 
c.MetadataMimeTypeId , 
m.MimeType from DsMdCollections 
c, AmMimeType m<br />where 
c.ShortName = 
&quot;GLA05&quot;<br />and 
c.VersionID  in (31)<br />and 
c.ScienceMimeTypeId =  
m.MimeTypeId<br /> You should see 
1 ESDTs as a result corresponding to 
the descriptor file<br />on ESDT 
Maintenance GUI. Check that the 
MIME type ID values for the ESDTs 
are<br />as follows:<br /><br />ESDT   
ScienceMimeTypeId  
BrowseMimeTypeId  
BrowseOnlineMimeTypeId  
MetadataMimeTypeId MimeType <br 
/>--------------  ------------------------ ----
------------------- ---------------------------
---- -------------------------- ---------------
----------------<br />GLA05.031               
9                         8                                   
5                                     4<br 
/>application/x-netcdf 

 

6 a)    ESDT which has a descriptor file containing ScienceMimeType, 
BrowseMimeType, and BrowseOnlineMimeType <br />cd  
/usr/ecs/DEV08/CUSTOM/data/ESS                               <br />         cp 
/home/hzeng/TMP/ESDT_MIME03/DsESDTGlGLA05.031.desc_02 
DsESDTGlGLA05.031.desc<br />         repeat step 1.b and 1.c above. 

Log on to AIM database of DEV08 
and issue the following query:<br /> 
select c.ShortName, c.VersionID, 
c.ScienceMimeTypeId, 
c.BrowseMimeTypeId, 
c.BrowseOnlineMimeTypeId , 
c.MetadataMimeTypeId , 
m.MimeType from DsMdCollections 
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# Action Expected Result Notes 
c, AmMimeType m<br />where 
c.ShortName = 
&quot;GLA05&quot;<br />and 
c.VersionID  in (31)<br />and 
c.ScienceMimeTypeId =  
m.MimeTypeId<br /> You should see 
1 ESDTs as a result corresponding to 
the descriptor file<br />on ESDT 
Maintenance GUI. Check that the 
MIME type ID values for the ESDTs 
are<br />as follows:<br /><br />ESDT   
ScienceMimeTypeId  
BrowseMimeTypeId  
BrowseOnlineMimeTypeId  
MetadataMimeTypeId MimeType <br 
/>--------------  ------------------------ ----
------------------- ---------------------------
---- -------------------------- ---------------
----------------<br />GLA05.031               
9                         8                                   
5                                     4<br 
/>application/x-netcdf 

7 b)    ESDT which has a descriptor file containing only ScienceMimeType <br 
/>         cd  /usr/ecs/DEV08/CUSTOM/data/ESS                               <br />         
cp /home/hzeng/TMP/ESDT_MIME03/DsESDTGlGLA05.031.desc_03 
DsESDTGlGLA05.031.desc<br />         repeat step 1.b and 1.c above. 

Log on to AIM database of DEV08 
and issue the following query:<br />  
select c.ShortName, c.VersionID, 
c.ScienceMimeTypeId, 
c.BrowseMimeTypeId, 
c.BrowseOnlineMimeTypeId , 
c.MetadataMimeTypeId , 
m.MimeType from DsMdCollections 
c, AmMimeType m<br />where 
c.ShortName = 
&quot;GLA05&quot;<br />and 
c.VersionID  in (31)<br />and 
c.ScienceMimeTypeId =  
m.MimeTypeId<br /> You should see 
1 ESDTs as a result corresponding to 
the descriptor file<br />on ESDT 
Maintenance GUI. Check that the 
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# Action Expected Result Notes 
MIME type ID values for the ESDTs 
are<br />as follows:<br /><br />ESDT   
ScienceMimeTypeId  
BrowseMimeTypeId  
BrowseOnlineMimeTypeId  
MetadataMimeTypeId  
MimeTypeId<br />--------------  --------
---------------- ----------------------- ------
------------------------- ---------------------
-----   --------------------<br 
/>GLA05.031                     5                   
0                                  0                           
4<br />application/octet-stream 

8 c)    ESDT which has a descriptor file containing only ScienceMimeType and 
BrowseMimeType <br />         cd  /usr/ecs/DEV08/CUSTOM/data/ESS             
<br />         cp 
/home/hzeng/TMP/ESDT_MIME03/DsESDTGlGLA05.031.desc_04 
DsESDTGlGLA05.031.desc<br />         repeat step 1.b and 1.c above. 

Log on to AIM database of DEV08 
and issue the following query:<br />  
select c.ShortName, c.VersionID, 
c.ScienceMimeTypeId, 
c.BrowseMimeTypeId, 
c.BrowseOnlineMimeTypeId , 
c.MetadataMimeTypeId , 
m.MimeType from DsMdCollections 
c, AmMimeType m<br />where 
c.ShortName = 
&quot;GLA05&quot;<br />and 
c.VersionID  in (31)<br />and 
c.ScienceMimeTypeId =  
m.MimeTypeId<br /> You should see 
1 ESDTs as a result corresponding to 
the descriptor file<br />on ESDT 
Maintenance GUI. Check that the 
MIME type ID values for the ESDTs 
are<br />as follows:<br /><br />ESDT   
ScienceMimeTypeId  
BrowseMimeTypeId  
BrowseOnlineMimeTypeId  
MetadataMimeTypeId  
MimeTypeId<br />--------------  --------
---------------- ----------------------- ------
------------------------- ---------------------
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# Action Expected Result Notes 
-----  -----------------<br />GLA05.031     
5                         1                                  
0                                     4 

9 d)   ESDT which has a descriptor file containing only BrowseMimeType and 
BrowseOnlineMimeType <br />         cd  
/usr/ecs/DEV08/CUSTOM/data/ESS                               <br />         cp 
/home/hzeng/TMP/ESDT_MIME03/DsESDTGlGLA05.031.desc_05 
DsESDTGlGLA05.031.desc<br />         repeat step 1.b and 1.c above. 

Log on to AIM database of DEV08 
and issue the following query:<br />  
select ShortName, VersionID, 
ScienceMimeTypeId, 
BrowseMimeTypeId, 
BrowseOnlineMimeTypeId , 
MetadataMimeTypeId from 
DsMdCollections where ShortName = 
'GLA05' and VersionID =31<br /> 
You should see 1 ESDTs as a result 
corresponding to the descriptor file<br 
/>on ESDT Maintenance GUI. Check 
that the MIME type ID values for the 
ESDTs are<br />as follows:<br /><br 
/>ESDT             ScienceMimeTypeId  
BrowseMimeTypeId  
BrowseOnlineMimeTypeId  
MetadataMimeTypeId<br />------------
--  ------------------------ ------------------
----- ------------------------------- ---------
-----------------  ----------------------------
----<br /><br />GLA05.031                     
0                         1                                  
2                                     4<br 
/>application/octet-stream 

 

10 e)    ESDT which has a descriptor file that does not contain any of the three 
MimeType tags – NOTE: there should be a change to some other attribute to 
ensure there is an update to process. <br />         cd  
/usr/ecs/DEV08/CUSTOM/data/ESS                               <br />         cp 
/home/hzeng/TMP/ESDT_MIME03/DsESDTGlGLA05.031.desc_06 
DsESDTGlGLA05.031.desc<br />         repeat step 1.b and 1.c above. 

Log on to AIM database of DEV08 
and issue the following query:<br />  
select c.ShortName, c.VersionID, 
c.ScienceMimeTypeId, 
c.BrowseMimeTypeId, 
c.BrowseOnlineMimeTypeId , 
c.MetadataMimeTypeId , 
m.MimeType from DsMdCollections 
c, AmMimeType m<br />where 
c.ShortName = 
&quot;GLA05&quot;<br />and 
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# Action Expected Result Notes 
c.VersionID  in (31)<br />and 
c.ScienceMimeTypeId =  
m.MimeTypeId<br /> You should see 
1 ESDTs as a result corresponding to 
the descriptor file<br />on ESDT 
Maintenance GUI. Check that the 
MIME type ID values for the ESDTs 
are<br />as follows:<br /><br />ESDT   
ScienceMimeTypeId  
BrowseMimeTypeId  
BrowseOnlineMimeTypeId  
MetadataMimeTypeId   
MimeTypeId<br />--------------  --------
---------------- ----------------------- ------
------------------------- ---------------------
-----   ---------------<br />GLA05.031      
0                         0                                  
0                                     4<br 
/>application/octet-stream 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
Verify that ESDTs a, b, c, d, and e are successfully updated into the mode.  
 
Verify that all of the values for attributes present in the descriptor files are populated correctly in AIM.  
 
Verify for ESDTs b, c, d, and e that AIM indicates the ESDT does not have the attributes which were not present in the descriptor file.     
 

89 BMGT MIME-TYPES TP003 - UPDATE ESDT WITH EXISTING MIME-TYPE VALUES (ECS-
ECSTC-2500) 

DESCRIPTION: 
Test Case ID - 30  
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Select five ESDTs that have already been installed and have all three MIME-type attributes configured to non-default values.  Ensure that when an attribute is 
specified the value in the descriptor file is different from the value installed in the mode for that ESDT.  Update the five different ESDTs as follows:  
 
a.)    Descriptor file contains ScienceMimeType, BrowseMimeType, and BrowseOnlineMimeType  
 
b.)    Descriptor file contains only ScienceMimeType  
 
c.)    Descriptor file contains only ScienceMimeType and BrowseMimeType  
 
d.)   Descriptor file contains only BrowseMimeType and BrowseOnlineMimeType  
 
e.)    Descriptor file does not contain any of the three MimeType attributes 
 
PRECONDITIONS: 
  Data Type                              Granules Count                                                                       EDF Directory 
 
  
 
 
 
 
 
 
GLA01.029 1 + 1 descriptor file /sotestdata/DROP_801/MIME_types/Criteria/030/A 
GLA02.029 1 + 1 descriptor file /sotestdata/DROP_801/MIME_types/Criteria/030/B 
GLA03.029 1 + 1 descriptor file /sotestdata/DROP_801/MIME_types/Criteria/030/C 
GLA04.029 1 + 1 descriptor file /sotestdata/DROP_801/MIME_types/Criteria/030/D 
GLA05.029 1 + 1 descriptor file /sotestdata/DROP_801/MIME_types/Criteria/030/E 
 
STEPS:   
# Action Expected Result Notes 
1 Log on to f4hel01 or f4dpl01 boxes as a cmshared user where ESDT 

Maintenance GUI is installed for that mode. <br />      For example, DEV08 
mode.   <br />     cp the descriptors below 
/usr/ecs/DEV08/CUSTOM/data/ESS                               <br />    
/sotestdata/DROP_801/MIME_types/030/A/original/DsESDTGlGLA01.029.
desc<br />    
/sotestdata/DROP_801/MIME_types/030/B/original/DsESDTGlGLA02.029.

<br />select ShortName, VersionID,  
ScienceMimeType =<br />(select 
convert(varchar(30), MimeType) from 
AmMimeType t where 
c.ScienceMimeTypeId = 
t.MimeTypeId) ,<br /> 
BrowseMimeType = (select 
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# Action Expected Result Notes 
desc<br />    
/sotestdata/DROP_801/MIME_types/030/C/original/DsESDTGlGLA03.029.
desc<br />    
/sotestdata/DROP_801/MIME_types/030/D/original/DsESDTGlGLA04.029.
desc<br />    
/sotestdata/DROP_801/MIME_types/030/E/original/DsESDTGlGLA05.029.
desc<br /><br />    Log on to ESDT Maintenance GUI of DEV08, click 
on&quot;Install new ESDTs/Update existing ESDTs&quot; button on the top   
<br />    right corner of the current ESDT list. On the next page, you should 
see one descriptor file which id DsESDTGlGLA05.031 and it is installed. <br 
/><br /><br /> 

convert(varchar(30),MimeType) from 
AmMimeType t where 
c.BrowseMimeTypeId = 
t.MimeTypeId) ,<br /> 
BrowseOnlineMimeType = (select 
convert(varchar(20),MimeType) from 
AmMimeType t where 
c.BrowseOnlineMimeTypeId = 
t.MimeTypeId) ,<br /> 
MetadataMimeType= (select 
convert(varchar(20),MimeType) from 
AmMimeType t where 
c.MetadataMimeTypeId = 
t.MimeTypeId)<br /> from 
DsMdCollections  c<br /> where 
ShortName in (&quot;GLA01&quot;, 
&quot;GLA02&quot;,  
&quot;GLA03&quot;, 
&quot;GLA04&quot;, 
&quot;GLA05&quot;)<br /> and 
VersionID= 29<br /><br />ShortName 
VersionID ScienceMimeType                
BrowseMimeType                 
BrowseOnlineMimeType 
MetadataMimeType     <br />--------- -
-------- ------------------------------ -------
----------------------- -------------------- --
------------------ <br />GLA01            
29 application/x-hdfeos           
application/pdf                
application/pdf      text/xml             <br 
/>GLA02            29 application/x-
hdfeos           application/pdf                
application/pdf      text/xml             <br 
/>GLA03            29 application/x-
hdfeos           application/pdf                
application/pdf      text/xml             <br 
/>GLA04            29 application/x-
hdfeos           application/pdf                
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# Action Expected Result Notes 
application/pdf      text/xml             <br 
/>GLA05            29 application/x-
hdfeos           application/pdf                
application/pdf      text/xml 

2 cp the descriptors below /usr/ecs/DEV08/CUSTOM/data/ESS    <br 
/>/sotestdata/DROP_801/MIME_types/030/A/modified/DsESDTGlGLA01.0
29.desc<br 
/>/sotestdata/DROP_801/MIME_types/030/B/modified/DsESDTGlGLA02.0
29.desc<br 
/>/sotestdata/DROP_801/MIME_types/030/C/modified/DsESDTGlGLA03.0
29.desc<br 
/>/sotestdata/DROP_801/MIME_types/030/D/modified/DsESDTGlGLA04.0
29.desc<br 
/>/sotestdata/DROP_801/MIME_types/030/E/modified/DsESDTGlGLA05.0
29.desc<br />click on &quot;Install new ESDTs/Update existing 
ESDTs&quot; button <br />       on the top right corner of the current ESDT 
list. On the next page, click on <br />&quot;Proceed with 
installation/update&quot; button on the bottom of the list.  <br /> 

select ShortName, VersionID,  
ScienceMimeType =<br />(select 
convert(varchar(30), MimeType) from 
AmMimeType t where 
c.ScienceMimeTypeId = 
t.MimeTypeId) ,<br /> 
BrowseMimeType = (select 
convert(varchar(30),MimeType) from 
AmMimeType t where 
c.BrowseMimeTypeId = 
t.MimeTypeId) ,<br /> 
BrowseOnlineMimeType = (select 
convert(varchar(20),MimeType) from 
AmMimeType t where 
c.BrowseOnlineMimeTypeId = 
t.MimeTypeId) ,<br /> 
MetadataMimeType= (select 
convert(varchar(20),MimeType) from 
AmMimeType t where 
c.MetadataMimeTypeId = 
t.MimeTypeId)<br /> from 
DsMdCollections  c<br /> where 
ShortName in (&quot;GLA01&quot;, 
&quot;GLA02&quot;,  
&quot;GLA03&quot;, 
&quot;GLA04&quot;, 
&quot;GLA05&quot;)<br /> and 
VersionID= 29 

 

3 cp the descriptors below /usr/ecs/DEV08/CUSTOM/data/ESS    <br 
/>/sotestdata/DROP_801/MIME_types/030/A/modified/DsESDTGlGLA01.0
29.desc<br /><br />       on the top right corner of the current ESDT list. On 
the next page, click on <br />&quot;Proceed with installation/update&quot; 
button on the bottom of the list.  <br /> 

Log on to AIM database of DEV08 
and issue the following query:<br /> 
select c.ShortName, c.VersionID, 
c.ScienceMimeTypeId, 
c.BrowseMimeTypeId, 
c.BrowseOnlineMimeTypeId , 
c.MetadataMimeTypeId , 
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# Action Expected Result Notes 
m.MimeType from DsMdCollections 
c, AmMimeType m<br />where 
c.ShortName = 
&quot;GLA05&quot;<br />and 
c.VersionID  in (31)<br />and 
c.ScienceMimeTypeId =  
m.MimeTypeId<br /> You should see 
1 ESDTs as a result corresponding to 
the descriptor file<br />on ESDT 
Maintenance GUI. Check that the 
MIME type ID values for the ESDTs 
are<br />as follows:<br /><br />ESDT   
ScienceMimeTypeId  
BrowseMimeTypeId  
BrowseOnlineMimeTypeId  
MetadataMimeTypeId MimeType <br 
/>--------------  ------------------------ ----
------------------- ---------------------------
---- -------------------------- ---------------
----------------<br />GLA05.031               
9                         8                                   
5                                     4<br 
/>application/x-netcdf 

4 b)    ESDT which has a descriptor file containing only ScienceMimeType <br 
/>          cp the descriptors below /usr/ecs/DEV08/CUSTOM/data/ESS    <br 
/><br 
/>/sotestdata/DROP_801/MIME_types/030/B/modified/DsESDTGlGLA02.0
29.desc<br /><br />click on &quot;Install new ESDTs/Update existing 
ESDTs&quot; button <br />       on the top right corner of the current ESDT 
list. On the next page, click on <br />&quot;Proceed with 
installation/update&quot; button on the bottom of the list.  <br /> 

Log on to AIM database of DEV08 
and issue the following query:<br />  
select c.ShortName, c.VersionID, 
c.ScienceMimeTypeId, 
c.BrowseMimeTypeId, 
c.BrowseOnlineMimeTypeId , 
c.MetadataMimeTypeId , 
m.MimeType from DsMdCollections 
c, AmMimeType m<br />where 
c.ShortName = 
&quot;GLA05&quot;<br />and 
c.VersionID  in (31)<br />and 
c.ScienceMimeTypeId =  
m.MimeTypeId<br /> You should see 
1 ESDTs as a result corresponding to 
the descriptor file<br />on ESDT 
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# Action Expected Result Notes 
Maintenance GUI. Check that the 
MIME type ID values for the ESDTs 
are<br />as follows:<br /><br />ESDT   
ScienceMimeTypeId  
BrowseMimeTypeId  
BrowseOnlineMimeTypeId  
MetadataMimeTypeId  
MimeTypeId<br />--------------  --------
---------------- ----------------------- ------
------------------------- ---------------------
-----   --------------------<br 
/>GLA05.031                     5                   
0                                  0                           
4<br />application/octet-stream 

5 c)    ESDT which has a descriptor file containing only ScienceMimeType and 
BrowseMimeType <br />           cp the descriptors below 
/usr/ecs/DEV08/CUSTOM/data/ESS    <br /><br 
/>/sotestdata/DROP_801/MIME_types/030/C/modified/DsESDTGlGLA03.0
29.desc<br /><br />click on &quot;Install new ESDTs/Update existing 
ESDTs&quot; button <br />       on the top right corner of the current ESDT 
list. On the next page, click on <br />&quot;Proceed with 
installation/update&quot; button on the bottom of the list.  <br /> 

Log on to AIM database of DEV08 
and issue the following query:<br />  
select c.ShortName, c.VersionID, 
c.ScienceMimeTypeId, 
c.BrowseMimeTypeId, 
c.BrowseOnlineMimeTypeId , 
c.MetadataMimeTypeId , 
m.MimeType from DsMdCollections 
c, AmMimeType m<br />where 
c.ShortName = 
&quot;GLA05&quot;<br />and 
c.VersionID  in (31)<br />and 
c.ScienceMimeTypeId =  
m.MimeTypeId<br /> You should see 
1 ESDTs as a result corresponding to 
the descriptor file<br />on ESDT 
Maintenance GUI. Check that the 
MIME type ID values for the ESDTs 
are<br />as follows:<br /><br />ESDT   
ScienceMimeTypeId  
BrowseMimeTypeId  
BrowseOnlineMimeTypeId  
MetadataMimeTypeId  
MimeTypeId<br />--------------  --------
---------------- ----------------------- ------
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# Action Expected Result Notes 
------------------------- ---------------------
-----  -----------------<br />GLA05.031     
5                         1                                  
0                                     4 

6 d) ESDT which has a descriptor file containing only BrowseMimeType and 
BrowseOnlineMimeType<br />  cp the descriptors below 
/usr/ecs/DEV08/CUSTOM/data/ESS    <br /><br 
/>/sotestdata/DROP_801/MIME_types/030/D/modified/DsESDTGlGLA04.0
29.desc<br /><br />click on &quot;Install new ESDTs/Update existing 
ESDTs&quot; button <br />       on the top right corner of the current ESDT 
list. On the next page, click on <br />&quot;Proceed with 
installation/update&quot; button on the bottom of the list.  <br /> 

Log on to AIM database of DEV08 
and issue the following query:<br />  
select ShortName, VersionID, 
ScienceMimeTypeId, 
BrowseMimeTypeId, 
BrowseOnlineMimeTypeId , 
MetadataMimeTypeId from 
DsMdCollections where ShortName = 
'GLA05' and VersionID =31<br /> 
You should see 1 ESDTs as a result 
corresponding to the descriptor file<br 
/>on ESDT Maintenance GUI. Check 
that the MIME type ID values for the 
ESDTs are<br />as follows:<br /><br 
/>ESDT             ScienceMimeTypeId  
BrowseMimeTypeId  
BrowseOnlineMimeTypeId  
MetadataMimeTypeId<br />------------
--  ------------------------ ------------------
----- ------------------------------- ---------
-----------------  ----------------------------
----<br /><br />GLA05.031                     
0                         1                                  
2                                     4<br 
/>application/octet-stream 

 

7 e) ESDT which has a descriptor file that does not contain any of the three 
MimeType tags – NOTE: there should be a change to some other attribute to 
ensure there is an update to process.<br />  cp the descriptors below 
/usr/ecs/DEV08/CUSTOM/data/ESS    <br /><br 
/>/sotestdata/DROP_801/MIME_types/030/E/modified/DsESDTGlGLA05.0
29.desc<br />click on &quot;Install new ESDTs/Update existing 
ESDTs&quot; button <br />       on the top right corner of the current ESDT 
list. On the next page, click on <br />&quot;Proceed with 
installation/update&quot; button on the bottom of the list.  <br /> 

Log on to AIM database of DEV08 
and issue the following query:<br />  
select c.ShortName, c.VersionID, 
c.ScienceMimeTypeId, 
c.BrowseMimeTypeId, 
c.BrowseOnlineMimeTypeId , 
c.MetadataMimeTypeId , 
m.MimeType from DsMdCollections 
c, AmMimeType m<br />where 
c.ShortName = 
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# Action Expected Result Notes 
&quot;GLA05&quot;<br />and 
c.VersionID  in (31)<br />and 
c.ScienceMimeTypeId =  
m.MimeTypeId<br /> You should see 
1 ESDTs as a result corresponding to 
the descriptor file<br />on ESDT 
Maintenance GUI. Check that the 
MIME type ID values for the ESDTs 
are<br />as follows:<br /><br />ESDT   
ScienceMimeTypeId  
BrowseMimeTypeId  
BrowseOnlineMimeTypeId  
MetadataMimeTypeId   
MimeTypeId<br />--------------  --------
---------------- ----------------------- ------
------------------------- ---------------------
-----   ---------------<br />GLA05.031      
0                         0                                  
0                                     4<br 
/>application/octet-stream 

8 e) ESDT which has a descriptor file that does not contain any of the three 
MimeType tags – NOTE: there should be a change to some other attribute to 
ensure there is an update to process.<br />cd 
/usr/ecs/DEV08/CUSTOM/data/ESS<br />cp 
/home/hzeng/TMP/ESDT_MIME03/DsESDTGlGLA05.031.desc_06 
DsESDTGlGLA05.031.desc<br />repeat step 1.b and 1.c above. 

Log on to AIM database of DEV08 
and issue the following query:<br />  
select c.ShortName, c.VersionID, 
c.ScienceMimeTypeId, 
c.BrowseMimeTypeId, 
c.BrowseOnlineMimeTypeId , 
c.MetadataMimeTypeId , 
m.MimeType from DsMdCollections 
c, AmMimeType m<br />where 
c.ShortName = 
&quot;GLA05&quot;<br />and 
c.VersionID  in (31)<br />and 
c.ScienceMimeTypeId =  
m.MimeTypeId<br /> You should see 
1 ESDTs as a result corresponding to 
the descriptor file<br />on ESDT 
Maintenance GUI. Check that the 
MIME type ID values for the ESDTs 
are<br />as follows:<br /><br />ESDT   
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# Action Expected Result Notes 
ScienceMimeTypeId  
BrowseMimeTypeId  
BrowseOnlineMimeTypeId  
MetadataMimeTypeId   
MimeTypeId<br />--------------  --------
---------------- ----------------------- ------
------------------------- ---------------------
-----   ---------------<br />GLA05.031      
0                         0                                  
0                                     4<br 
/>application/octet-stream 

9 <br />/// need to remove<br />a.)    Descriptor file contains 
ScienceMimeType, BrowseMimeType, and BrowseOnlineMimeType <br 
/>b.)    Descriptor file contains only ScienceMimeType<br />c.)    Descriptor 
file contains only ScienceMimeType and BrowseMimeType<br />d.)   
Descriptor file contains only BrowseMimeType and 
BrowseOnlineMimeType<br />e.)    Descriptor file does not contain any of 
the three MimeType attributes <br /><br />Copy the testing descriptor files 
into the mode by issuing the following command:<br />    cd 
/usr/ecs/DEV08/CUSTOM/data/ESS<br />    rm -rf *<br />    cp 
/home/hzeng/TMP/ESDT_MIME02/DsESDTGlGLA05.*.desc .<br />    Log 
on to ESDT Maintenance GUI of DEV08, click on&quot;Install new 
ESDTs/Update existing ESDTs&quot; button on the top right corner of the 
current ESDT list. On the next page, you should see one descriptor file which 
id DsESDTGlGLA05.031 and it is installed. <br />  Select the descriptor file 
and proceed with &quot;Proceed with installation/update&quot; button on the 
bottom of the list.  <br /><br />Verify after each update that AIM contains 
the updated value for the attribute.  For cases b, d, and e where an attribute 
was present in the installed ESDT but not in the descriptor file, verify that 
AIM indicates the ESDT does not have that attribute. 

select ShortName, VersionID, 
ScienceMimeTypeId, 
BrowseMimeTypeId, 
BrowseOnlineMimeTypeId , 
MetadataMimeTypeId from 
DsMdCollections where ShortName = 
'GLA05' <br />and VersionID in (31, 
33, 84, 85, 86)<br />ShortName 
VersionID   ScienceMimeTypeId 
BrowseMimeTypeId 
BrowseOnlineMimeTypeId 
MetadataMimeTypeId <br />-----------
--- -----------  ----------------------  -------
---------------- ----------------------------- 
--------------------------- <br />GLA05      
31                    0                                0     
0                                    4 <br 
/>GLA05            33                    0           
0                                0                             
4 <br />GLA05            84                    
0                                0                             
0                                    4   <br 
/>GLA05            85                    0           
0                                0                             
4 <br />GLA05            86                    
0                                0                             
0                                    4 

 

10    
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TEST DATA: 
 
EXPECTED RESULTS: 
Verify after each update that AIM contains the updated value for the attribute.  For cases b, c, d, and e where an attribute was present in the installed ESDT but 
not in the descriptor file, verify that AIM contains the default value for that attribute. 
 

90 BMGT MIME-TYPES TP004 - DELETE ESDT (ECS-ECSTC-2501) 

DESCRIPTION: 
Test Case ID - 40  
 
  
 
Use the ESDT Maintenance GUI to delete one ESDT for each of the following categories:  
 
a.)    ESDT which has non-default ScienceMimeType, BrowseMimeType, and BrowseOnlineMimeType attributes  
 
b.)    ESDT which has non-default only ScienceMimeType attribute  
 
c.)    ESDT which has non-default only ScienceMimeType and BrowseMimeType attributes  
 
d.)   ESDT which has non-default values for BrowseMimeType and BrowseOnlineMimeType  
 
e.)    ESDT which has default values for all three MimeType attributes  
 
PRECONDITIONS: 
  
 
  Data Type                              Granules Count                                                                       EDF Directory 
 
 
 
 
 
 
GLA01.029 1 descriptor file /sotestdata/DROP_801/MIME_types/Criteria/040/A 
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GLA02.029 1 descriptor file /sotestdata/DROP_801/MIME_types/Criteria/040/B 
GLA03.029 1 descriptor file /sotestdata/DROP_801/MIME_types/Criteria/040/C 
GLA04.029 1 descriptor file /sotestdata/DROP_801/MIME_types/Criteria/040/D 
GLA05.029 1 descriptor file /sotestdata/DROP_801/MIME_types/Criteria/040/E 
 
STEPS:   
# Action Expected Result Notes 
1 cp the descriptors below to /usr/ecs/MODE/CUSTOM/data/ESS<br 

/>/sotestdata/DROP_801/MIME_types/040/A/DsESDTGlGLA01.029.desc<b
r 
/>/sotestdata/DROP_801/MIME_types/040/B/DsESDTGlGLA02.029.desc<b
r 
/>/sotestdata/DROP_801/MIME_types/040/C/DsESDTGlGLA03.029.desc<b
r 
/>/sotestdata/DROP_801/MIME_types/040/D/DsESDTGlGLA04.029.desc<b
r 
/>/sotestdata/DROP_801/MIME_types/040/E/DsESDTGlGLA05.029.desc<b
r /><br />Use the ESDT Maintenance GUI to delete one ESDT for each of 
the following categories:<br /><br />a.)    ESDT which has 
ScienceMimeType, BrowseMimeType, and BrowseOnlineMimeType 
attributes <br />b.)    ESDT which has only ScienceMimeType attribute <br 
/>c.)    ESDT which has only ScienceMimeType and BrowseMimeType 
attributes <br />d.)   ESDT which has a descriptor file containing only 
BrowseMimeType and BrowseOnlineMimeType<br />e.)    ESDT which has 
a descriptor file that does not contain any of the three MimeType tags <br 
/><br />Log on to ESDT Maintenance GUI of DEV08, On the 
&quot;Filter&quot; text box, type in &quot;GLA0&quot; and click on 
&quot;Apply Filter&quot; button.<br />On the ESDT list, select GLA01, 
GLA02, GLA003, GLA04 and GLA05 and click on &quot;Delete Selected 
ESDTs&quot; button.<br />On the following page, you should see a system 
message on the top reading &quot;You have successfully deleted 5 ESDTs 
you selected.&quot;<br /><br /><br /><br /><br /> 

Log on to AIM database of DEV08 
and issue the following query:<br 
/>select ShortName, VersionID, 
ScienceMimeTypeId, 
BrowseMimeTypeId, 
BrowseOnlineMimeTypeId , 
MetadataMimeTypeId  <br />from 
DsMdCollections where ShortName = 
(&quot;GLA01&quot;, &quot;GLA02 
&quot;,  &quot; GLA03&quot;, 
&quot;GLA04 &quot;, &quot;GLA05 
&quot;)<br />and VersionID in 
(29)<br />ShortName  VersionID  
ScienceMimeTypeId  
BrowseMimeTypeId 
BrowseOnlineMimeTypeId 
MetadataMimeTypeId <br />-----------
--  ------------ ----------------------- ------
------------------ ----------------------------
- -------------------------- <br /><br 
/>You should see no result from the 
query. That means all 5 ESDTs have 
been successfully deleted from AIM 
DB. 

 

2 cp the descriptors below to /usr/ecs/MODE/CUSTOM/data/ESS<br 
/>/sotestdata/DROP_801/MIME_types/040/A/DsESDTGlGLA01.029.desc<b
r 
/>/sotestdata/DROP_801/MIME_types/040/B/DsESDTGlGLA02.029.desc<b
r 
/>/sotestdata/DROP_801/MIME_types/040/C/DsESDTGlGLA03.029.desc<b
r 

Log on to AIM database of DEV08 
and issue the following query:<br 
/>select ShortName, VersionID, 
ScienceMimeTypeId, 
BrowseMimeTypeId, 
BrowseOnlineMimeTypeId , 
MetadataMimeTypeId  <br />from 
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# Action Expected Result Notes 
/>/sotestdata/DROP_801/MIME_types/040/D/DsESDTGlGLA04.029.desc<b
r 
/>/sotestdata/DROP_801/MIME_types/040/E/DsESDTGlGLA05.029.desc<b
r /><br />Use the ESDT Maintenance GUI to delete one ESDT for each of 
the following categories:<br /><br />a.)    ESDT which has 
ScienceMimeType, BrowseMimeType, and BrowseOnlineMimeType 
attributes <br />b.)    ESDT which has only ScienceMimeType attribute <br 
/>c.)    ESDT which has only ScienceMimeType and BrowseMimeType 
attributes <br />d.)   ESDT which has a descriptor file containing only 
BrowseMimeType and BrowseOnlineMimeType<br />e.)    ESDT which has 
a descriptor file that does not contain any of the three MimeType tags <br 
/><br />Log on to ESDT Maintenance GUI of DEV08, On the 
&quot;Filter&quot; text box, type in &quot;GLA0&quot; and click on 
&quot;Apply Filter&quot; button.<br />On the ESDT list, select GLA01, 
GLA02, GLA003, GLA04 and GLA05 and click on &quot;Delete Selected 
ESDTs&quot; button.<br />On the following page, you should see a system 
message on the top reading &quot;You have successfully deleted 5 ESDTs 
you selected.&quot;<br /><br /><br /><br /><br /> 

DsMdCollections where ShortName = 
(&quot;GLA01&quot;, &quot;GLA02 
&quot;,  &quot; GLA03&quot;, 
&quot;GLA04 &quot;, &quot;GLA05 
&quot;)<br />and VersionID in 
(29)<br />ShortName  VersionID  
ScienceMimeTypeId  
BrowseMimeTypeId 
BrowseOnlineMimeTypeId 
MetadataMimeTypeId <br />-----------
--  ------------ ----------------------- ------
------------------ ----------------------------
- -------------------------- <br /><br 
/>You should see no result from the 
query. That means all 5 ESDTs have 
been successfully deleted from AIM 
DB. 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
Verify that ESDTs a, b, c, d, and e are successfully deleted from the mode.  
 

91 BMGT MIME-TYPES TP005 - BMGT AUTOMATIC EXPORT (ECS-ECSTC-2502) 

DESCRIPTION: 
Test Case ID - 60  
 
  
 
Ingest at least two public granules with associated browse, two hidden granules with associated browse, and at least two granules without associated browse for 
ESDTs with the following MIME-type attributes:  
 
a.)    ESDT which has non-default ScienceMimeType, BrowseMimeType, and BrowseOnlineMimeType attributes  
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b.)    ESDT which has only non-default ScienceMimeType attribute  
 
c.)    ESDT which has only non-default ScienceMimeType and BrowseMimeType attributes  
 
d.)   ESDT which has only non-default BrowseMimeType and BrowseOnlineMimeType  
 
e.)    ESDT which has default values for all three Mime-type attributes. 
 
PRECONDITIONS: 
Ensure SDPS mode is in sync with ECHO. 
 
       
 
 Data Type                              Granules Count                                                                       EDF Directory 
 
 
 
 
 
 
MOD14.005  
 
MYD14.005 

1 descriptor (public); 2 + 2 granules, 2 browse  
 
1 descriptor (hidden); 2 + 2 granules, 2 browse 

/sotestdata/DROP_801/MIME_types/Criteria/060/A 

MOD11A1.005  
 
MYD11A1.005 

1 descriptor (public); 2 + 2 granules, 2 browse  
 
1 descriptor (hidden); 2 + 2 granules, 2 browse 

/sotestdata/DROP_801/MIME_types/Criteria/060/B 

MOD11B1.005  
 
MYD11B1.005 

1 descriptor (public); 2 + 2 granules, 2 browse  
 
1 descriptor (hidden); 2 + 2 granules, 2 browse 

/sotestdata/DROP_801/MIME_types/Criteria/060/C 

MOD15A2.005  
 
MYD15A2.005 

1 descriptor (public); 2 + 2 granules, 2 browse  
 
1 descriptor (hidden); 2 + 2 granules, 2 browse 

/sotestdata/DROP_801/MIME_types/Criteria/060/D 

MOD29P1D.005  
 
MYD29P1D.005 

1 descriptor (public); 2 + 2 granules, 2 browse  
 
1 descriptor (hidden); 2 + 2 granules, 2 browse 

/sotestdata/DROP_801/MIME_types/Criteria/060/E 

 
STEPS:   
# Action Expected Result Notes 
1 <br />Ingest at least two public granules with associated browse, two hidden <br />Make sure the descriptors  
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# Action Expected Result Notes 
granules with associated browse, and at least two granules without associated 
browse for ESDTs with the following MIME-type attributes: <br />cp  
/sotestdata/DROP_801/MIME_types/Criteria/060/*/*/*.desc to 
/usr/ecs/MODE/CUSTOM/data/ESS<br />Bring up the ESDT Maint. Gui to 
install the descriptors above.<br /><br />update DlCollections<br />set 
GranulePublicFlag = &quot;Y&quot;<br />where ShortName in 
(&quot;MOD14&quot;, &quot;MOD11A1&quot;, &quot;MOD11B1&quot;, 
&quot;MOD15A2&quot;, &quot;MOD29P1D&quot;)<br />and VersionId = 
5<br />update DlCollections<br />set GranulePublicFlag = 
&quot;N&quot;<br />where ShortName in (&quot;MYD14&quot;, 
&quot;MYD11A1&quot;, &quot;MYD11B1&quot;, 
&quot;MYD15A2&quot;, &quot;MYD29P1D&quot;)<br />and VersionId = 
5<br /><br />Ingest the PDRs in this directories below.<br />a)    
/sotestdata/DROP_801/MIME_types/Criteria/060/A/public/*.PDR  <br />       
/sotestdata/DROP_801/MIME_types/Criteria/060/A/hidden/*.PDR  <br />b)    
/sotestdata/DROP_801/MIME_types/Criteria/060/B/public/*.PDR  <br />       
/sotestdata/DROP_801/MIME_types/Criteria/060/B/hidden/*.PDR<br />c)     
/sotestdata/DROP_801/MIME_types/Criteria/060/C/public/*.PDR  <br />       
/sotestdata/DROP_801/MIME_types/Criteria/060/C/hidden/*.PDR <br />d)    
/sotestdata/DROP_801/MIME_types/Criteria/060/D/public/*.PDR  <br />       
/sotestdata/DROP_801/MIME_types/Criteria/060/D/hidden/*.PDR <br />e)    
/sotestdata/DROP_801/MIME_types/Criteria/060/E/public/*.PDR <br />       
/sotestdata/DROP_801/MIME_types/Criteria/060/E/hidden/*.PDR 

successfully installed and Granules 
inserted in AIM database.<br /><br 
/><br />Ensure ESDTs are eabled for 
Collection and Granule Export in the 
EcBmBMGTGroup.xml file.<br 
/>After ingesting granules, kick off the 
BMGT Automatic export 
EcBmBMGTAutoStart 
&lt;MODE&gt; 

2 Verify that BMGT correctly exports all MIME-type information.<br />Verify 
that the correct default MIME-type is exported for any collections which do 
not have the MIME-type attributes set.<br />Verify that the 
BrowseMimeType is set correctly for the hidden and public browse (Note: 
this refers to the copy of the browse that is hosted by ECHO).<br />Verify 
that the BrowseOnlineMimeType is set correctly for the public browse.<br 
/>Verify that the Ingest Summary Report returned by ECHO indicates 
successful ingest.<br />Verify that the ECHO stores the correct MIME-type 
attribute. 

Bring up the BMGT Gui.<br />Verify 
that the correct default MIME-type is 
exported for any collections which do 
not have the MIME-type attributes set  
for MOD29P1D.005, 
MYD29P1D.0056 ESDT.<br />Verify 
that the BrowseMimeType is set 
correctly for the hidden and public 
browse<br />From BMGT GUI to 
locate the Cycle ID to make sure the 
Status is &quot;COMPLETE&quot; 

 

 
 
TEST DATA: 
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EXPECTED RESULTS: 
Verify that BMGT correctly exports all MIME-type information including defaults. 
 
Verify that the BrowseMimeType is set correctly for the hidden and public browse (Note: this refers to the copy of the browse that is hosted by ECHO). 
 
Verify that the BrowseOnlineMimeType is set correctly for the public browse. 
 
Verify that the Ingest Summary Report returned by ECHO indicates successful ingest. 
 
Verify that the ECHO stores the correct MIME-type attribute.  
 

92 BMGT MIME-TYPES TP006 - BMGT MANUAL EXPORT OF UPDATED MIME-TYPE VALUES 
(ECS-ECSTC-2503) 

DESCRIPTION: 
Test Case ID - 70  
 
Ingest granules as specified in Test Case 60 and ensure that they are exported successfully to ECHO. 
 
Update ESDTs such that each of the MIME-type attributes for each ESDT is modified.  
 
Generate a BMGT Manual Export for at least two granules for each collection. 
 
PRECONDITIONS: 
Ensure there are at least two granules present with browse for each of the ESDTs. 
 
Ensure SDPS mode is in sync with ECHO.   
 
Note it is best to perform this test after Test Case 60 (TP005) so that all of the granules are already setup in ECHO. 
 
Data Type                              Granules Count                                                                       EDF Directory 
 
  
 
 
 
Use criterion 60 ESDTs 
(except part E) 

Use criterion 60 data (except part E) Use criterion 60 data (except part E) 
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MOD14.005  
 
MYD14.005  
 
MOD11A1.005  
 
MYD11A1.005  
 
MOD11B1.005  
 
MYD11B1.005  
 
MOD15A2.005  
 
MYD15A2.005 

1 descriptor (public)  
 
1 descriptor (hidden)  
 
1 descriptor (public)  
 
1 descriptor (hidden)  
 
1 descriptor (public)  
 
1 descriptor (hidden)  
 
1 descriptor (public)  
 
1 descriptor (hidden) 

/sotestdata/DROP_801/MIME_types/Criteria/070 

 
STEPS:   
# Action Expected Result Notes 
1 This test case 70 should be run after test case 60.<br />cp the 

/sotestdata/DROP_801/MIME_types/Criteria/070/*.desc to 
/usr/ecs/CUSTOM/MODE/data/ESS<br />Log on to ESDT Maintenance GUI 
of DEV08, click on&quot;Install new ESDTs/Update existing ESDTs&quot; 
button on the top right corner of the current ESDT list.  click on 
&quot;Proceed with installation/update&quot; button on the bottom of the 
list.  <br /><br />the following types of ESDT updates should be done: <br 
/>a) Update ScienceMimeType, BrowseMimeType, and 
BrowseOnlineMimeType in ESDT descriptor files (1 public and 1 hidden) 
that currently have ScienceMimeType, BrowseMimeType, and 
BrowseOnlineMimeType set. <br />b) Update ScienceMimeType in ESDT 
descriptor files (1 public and 1 hidden) that currently have ScienceMimeType 
set. <br />c) Update ScienceMimeType and BrowseMimeType in ESDT 
descriptor files (1 public and 1 hidden) that currently have ScienceMimeType 
and BrowseMimeType set. <br />d) Update BrowseMimeType and 
BrowseOnlineMimeType in ESDT descriptor files (1 public and 1 hidden) 
that currently have BrowseMimeType and BrowseOnlineMimeType set. <br 
/><br /><br /><br />Generate a BMGT Manual Export for at least two 
granules for each collection. 

a) Repeat S1 of test case 60 of 
TP005.<br /><br />Ensure there are at 
least two granules present with browse 
for each of the ESDTs.<br 
/>EcBmBMGTManualStart.pl --mode 
&lt;mode&gt; --metg --bbr –gf 
&lt;gran_insert_input_file&gt; 

 

2 Verify that BMGT correctly exports all MIME-type information.<br />Verify 
that the correct default MIME-type is exported for any collections which do 

Bring up the BMGT Gui.<br />Verify 
that the correct default MIME-type is 
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# Action Expected Result Notes 
not have the MIME-type attributes set.<br />Verify that the 
BrowseMimeType is set correctly for the hidden and public browse (Note: 
this refers to the copy of the browse that is hosted by ECHO).<br />Verify 
that the BrowseOnlineMimeType is set correctly for the public browse.<br 
/>Verify that the Ingest Summary Report returned by ECHO indicates 
successful ingest.<br />Verify that the ECHO stores the correct MIME-type 
attribute. 

exported for any collections which do 
not have the MIME-type attributes set  
for GLA05.86 ESDT.<br />Verify that 
the BrowseMimeType is set correctly 
for the hidden and public browse<br 
/>From BMGT GUI to locate the 
Cycle ID to make sure the Status is 
&quot;COMPLETE&quot;<br /><br 
/><br />Check the mimetypes being 
sent are correct by going to the 
ProductOutput directory and then 
going to that cycle and in that 
directory where the EDFUs and EDFB 
files that they contain correct 
mimetype value. 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
Verify that BMGT correctly exports all MIME-type information including defaults. 
 
Verify that the BrowseMimeType is set correctly for the hidden and public browse (Note: this refers to the copy of the browse that is hosted by ECHO). 
 
Verify that the BrowseOnlineMimeType is set correctly for the public browse. 
 
Verify that the Ingest Summary Report returned by ECHO indicates successful ingest. 
 
Verify that the ECHO stores the correct MIME-type attribute.  
 

93 DP_81_01_TP068 INGEST WITH BAND EXTRACTION PERFORMANCE (ECS-ECSTC-2504) 

DESCRIPTION: 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

94 DP_81_03 TP002 MAP GENERATION (ECS-ECSTC-2505) 

DESCRIPTION: 
1. Select one of the collections which were successfully configured for HDF4 map generation and for which science granules are published upon insert. Ingest 
several science granules belonging to this collection. Ensure that the Map Generation Server is not running.  
 
2. For several of the science granules for which a map generation has been queued to the MGS, force the failure of the map generation by manually replacing the 
science granule file with a non-HDF4 science file, and other means. Record the granuleIDs for these selected science granules. Start the Map Generation Server 
in Operational mode.  Using the same collection, continue to ingest science granules for the collection which was successfully configured for HDF4 map file 
generation.   
 
PRECONDITIONS: 
 
 
 
 
 
20_1 AE_Land.002 10 granules /sotestdata/DROP_801/DP_81_03/Criteria/020/020_1 

20_2 AE_Land.002 
1 granule (corrupt) (replaces 1 granule from 
20_1) 

/sotestdata/DROP_801/DP_81_03/Criteria/020/020_2/corrupt 

20_2 AE_Land.002 
1 granule (random) (replaces 1 granule from 
20_1) 

/sotestdata/DROP_801/DP_81_03/Criteria/020/020_2/random 

20_2 AE_Land.002 
1 granule (zero length) (replaces 1 granule 
from 20_1) 

/sotestdata/DROP_801/DP_81_03/Criteria/020/020_2/zero_length 

  
 
Ensure that in DPM Gui, in Collection Groups, test collections' flag 'Allow ordering and viewing of associated MP granule' is set to 'Y'.  
 
In DP Ingest GUI ensure that 'Create Map Granules' flag is turned on for test collection.  
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STEPS:   
# Action Expected Result Notes 
1 Ensure that MGS is down, run:<br />EcAmMGSStop &lt;mode&gt; <br 

/>Ingest data from folder for the setup of step 1, only 4 granules. Three of 
these(out of 4) have to match 3 granules from 020_2 folder.<br />Note down 
granule IDs as group 1.  Assure that PublishByDefaultFlag and 
AllowPublishFlag in<br />AmCollection table for chosen collection is set to 
'Y'.<br />Run &quot;ps -ef |grep EcDsAmMapGenerationServer&quot; and 
ensure no process is running 

Ensure that in Hyperic HQ GUI 
/Resources/Servers/Search[MGS] 
Availability column is different than 
100%. <br />Note down granule IDs 
for ingested science granules (Ingest 
GUI should have status Successful) 
<br /><br />In AIM, table 
AmHdfMapGranuleXref  there should 
be no rows for ingested granules<br 
/><br />select * from 
AmHdfMapGranuleXref<br />where 
ScienceId in (&lt;group1 IDs&gt;)<br 
/><br />Ensure that AmMgRequest 
table has status 'N' for science Granule 
IDs<br /><br />select * from 
AmMgRequest<br />where GranuleId 
in (&lt;group1 IDs&gt;)<br /><br 
/>Run ProcGetGrFiles 
&lt;listOfGranuleIDs&gt; and ensure 
that there are no HDF archive map 
linkage info 

 

2 Replace 3 science granule files in datapool with files from 020_2 directory 
<br />cp 
/sotestdata/DROP_801/DP_81_03/Criteria/020/020_2/corrupt/&lt;science 
granule.hdf&gt; . <br />cp 
/sotestdata/DROP_801/DP_81_03/Criteria/020/020_2/random/&lt;science 
granule.hdf&gt;  .<br />cp 
/sotestdata/DROP_801/DP_81_03/Criteria/020/020_2/zero_length/&lt;scienc
e granule.hdf&gt; . <br /><br />Delete 4th one that doesn't have a match in 
020_2 folder. <br />Run EcAmMGSStart &lt;MODE&gt;<br />Ingest th rest 
of data from folder for the setup of step 1. Note down granule IDs, as group 
2. 

In Hyperic HQ GUI 
/Resources/Servers/Search[MGS] has 
100% for Availability column<br 
/><br />In AIM, table 
AmHdfMapGranuleXref  there should 
be row for each granule from group 2. 
Note down all relevant 
HdfMapIds(group HDF4)<br /><br 
/>select HdfMapId from 
AmHdfMapGranuleXref<br />where 
ScienceId in (&lt;group2 IDs&gt;)<br 
/><br />In AmDataFile table, find 
directory path for each HdfMapId and 
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# Action Expected Result Notes 
verify their existence in<br />the 
datapool and their gzip format. <br 
/><br />select DirectoryPath from 
AmDataFile <br />where GranuleId in 
(&lt;groupHDF4 IDs&gt;)<br /><br 
/>Note down checksum values for 
HdfMapIds in AmDataFile<br /><br 
/>select Checksum from 
AmDataFile<br />where GranuleId in 
(&lt;groupHDF4 IDs&gt;)<br /><br 
/>Run<br />md5sum 
&lt;hdf4Map.gz&gt;<br />for all map 
files that match noted HdfMapIds<br 
/>Compare noted checksum values 
and ensure that they are equal<br 
/><br />Ensure that AmMetaDataFile 
table has no entries for noted 
HdfMapIds<br /><br />select * from 
AmMetaDataFile<br />where 
GranuleId in (&lt;groupHDF4 
IDs&gt;)<br /><br />Find science 
granules from group 2 in public 
datapool<br /><br />select 
DirectoryPath from AmDataFile <br 
/>where GranuleId in (&lt;group2 
IDs&gt;)<br /><br />Ensure existence 
of symbolic link to HDF4 map file for 
<br />that science granule in the same 
directory. Ensure they <br />match 
previously noted directory paths. <br 
/><br />Ensure that 
MapGenerationVersion column in 
AmHdfMapGenerationService 
table<br />is set to '1.0'<br /><br 
/>select MapGenerationVersion in 
AmHdfMapGenerationService<br 
/>where MapServiceId in (select 
MapServiceId from 
AmHdfMapGranuleXref where 
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# Action Expected Result Notes 
HdfMapId in (&lt;groupHDF4 
IDs&gt;))<br /><br />Ensure that 
MapGenerationService column in 
AmHfdMapGenerationService 
table<br />is set to 'MGS' <br /><br 
/>select MapGenerationService in 
AmHdfMapGenerationService<br 
/>where MapServiceId in (select 
MapServiceId from 
AmHdfMapGranuleXref where 
HdfMapId in (&lt;groupHDF4 
IDs&gt;))<br /><br />Ensure that 
CompletionTime column value in 
AmMgRequest<br />matches time 
from 
EcDsAmMapGenerationServer.ALOG
. <br /><br />select CompletionTime 
from AmMgRequest <br />where 
GranuleId in (&lt;group2 IDs&gt;)<br 
/><br 
/>EcDsAmMapGenerationRequest::Pr
ocess 3000124357 Begin Process: 
Current state = COMPLETE 
&lt;datetime value&gt;<br /> <br 
/>Find science granule XML from 
AmMetadataFile table and verify it 
contains HDF4 reference <br /><br 
/>select OnlineMetDirectoryPath, 
OnlineMetFileName from 
AmMetadataFile<br />where 
GranuleId in (&lt;group2 IDs&gt;)<br 
/><br />Ensure that Status column in 
AmMgRequest table<br />is set to 'F' 
(for failure) for science granules from 
group 1. <br /><br />select Status 
from AmMgRequest<br />where 
GranuleId in (&lt;group1 IDs&gt;)<br 
/><br />Ensure that failures for the 
same granule IDs are recorded in 
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# Action Expected Result Notes 
EcDsAmMapGenerationServer.ALOG
. <br /><br />Ensure that generation of 
each HDF4 map file (by science 
granule ID from group 2 and relevant 
HdfMapId) is logged in 
EcDsAmMapGenerationServer.ALOG
. 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
1. Verify that the System Monitoring GUI correctly shows that the MGS is not running.  Verify that the an event is logged that captures the down status of the 
MGS.  
 
Verify that the science granules are successfully inserted into the public data pool, and that no HDF4 map files were created.  
 
Verify that map generation actions have been placed on the map generation service queue for the granules configured for map generation. Verify that the science 
granule metadata in AIM is absent of any HDF4 archive map file linkage information. 
 
2. Verify that the System Monitoring GUI correctly shows the UP status of the MGS, and that metrics are displayed.  
 
Verify that the status of the MGS has been updated in the System Monitoring logs.  
 
Verify that HDF4 map files were successfully generated and stored in the on-line archive in gzip format. 
 
Verify that the checksum computed and stored in AIM is the correct for the gzip map file. 
 
Verify that a symbolic link has been created between the HDF4 archive map file in the on-line archive and the science granules location in the public data pool. 
 
Verify that the science granule metadata in AIM contains the information about the HDF4 archive map as found in AIM-00030.  
 
Verify that the science granule XML metadata file contains the linkage information for the HDF4 archive map. 
 
Verify that the map generation actions that were expected to fail for the science granules identified in the set up step did fail, and that their failure was logged to 
the MGS log. Verify that the MGS has logged performance information in its log for each HDF4 map file generated.  
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95 DP_81_03 TP001 DPL MAINTENANCE GUI (ECS-ECSTC-2506) 

DESCRIPTION: 
1.Select several ESDTs for HDF4 archive map generation.  Use a combination of ESDTs which are HDF4 collections and ESDTs which are not. For the valid 
HDF4 collections, select several collections which are published upon science granule insert.  
 
PRECONDITIONS: 
 
 
ACR3L2DM.001  
 
ActSched.001  
 
AE_Land.002  
 
AST_L1B.003  
 
GLA05.033  
 
MB2LME.002  
 
MI3MCMVN.001  
 
MOD10A1.005  
 
MOD14.005  
 
MOP00TBL.001  
 
TL3ATD.003 

HDF4  
 
ASCII  
 
HDF-EOS4  
 
HDF-EOS4  
 
Binary  
 
HDF-EOS4  
 
netCDF  
 
HDF-EOS4  
 
HDF-EOS4  
 
CCSDS  
 
HDF-EOS5 

  
 
If not already in the mode, install ESDT descriptor files from Clearcase.  
 
STEPS:   
# Action Expected Result Notes 
1 In DPM Gui, in Collection Groups, modify at least 3 test collections in such a 

way that flag 'Allow ordering and viewing of associated MP granule' is set to 
In AmColllection table for selected 
HDF4 collections that have HDF4 
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# Action Expected Result Notes 
'Y'. <br />In DP Ingest GUI ensure that 'Create Map Granules' flag is turned 
on for the same test collections.<br />Ensure that in AmCollection, 
PublishByDefaultFlag and AllowPublishFlag are set to 'Y'  for at least 3 
chosen HDF4 collections . 

map generation enabled verify that 
IngestCreateMapFlag is set to 'Y'<br 
/><br />select IngestCreateMapFlag 
from AmCollection <br />where 
ShortName=&lt;shortName&gt; and 
versionId=&lt;versionId&gt;<br /><br 
/>In AmCollection table for selected 
HDF4 collections that have NOT 
HDF4 map generation enabled and 
non HDF4 collections verify that 
IngestCreateMapFlag is set to 'N'<br 
/><br />select IngestCreateMapFlag 
from AmCollection <br />where 
ShortName=&lt;shortName&gt; and 
versionId=&lt;versionId&gt;<br /><br 
/>Ensure that configuration for non-
HDF4 collections in GUI cannot be 
altered 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
1.Verify by inspecting the database that the collections which are valid for HDF4 map file generation have been enabled.  
 
 Verify that the GUI displays a visible status indicating the successful configuration of those collections. 
 
 Verify by inspecting the database that the collections which are not valid for HDF4 map file generation have not been enabled. 
 
 Verify that the operator is prevented from configuring these collections. 
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96 DP_81_03 TP003 BMGT AUTOMATIC EXPORT OF HDF4 MAP LINKS (ECS-ECSTC-2507) 

DESCRIPTION: 
1.Synchronize the end of an ingest stream of science granules which have been enabled for HDF4 archive map generation and is published, with the start of a 
BMGT automatic export cycle to ECHO, such that all the science granules eligible for HDF4 archive map creation have had their map generation actions 
completed by the Map Generation Server, before the BMGT export cycle begins. This is to ensure that no science granules will be updated with HDF4 map 
linkages in a subsequent BMGT cycle. Run the BMGT Automatic export cycle.  
 
PRECONDITIONS: 
 
 
MOD10CM.005 10 granules /sotestdata/DROP_801/DP_81_03/Criteria/030 
First before ingesting granules, check the length of time set for BMGT automatic cycle by going to the BMGT Gui and Global Tuning. Once there look at the 
value set for AUTOMATIC_CYCLE_LENGTH_HRS.  Depending on the time set that’s how long, in hours, you have to ingest granules so they can be picked 
up for a single cycle.  
 
   
 
With that, if you want to be able to control when the cycle run you can go to f4spl01 or f4oml01 depending on the mode and log on as cmshared. Once there you 
can type crontab –e.  This will list the times for that mode when EcBmBMGTAutoStart will run.   
 
   
 
This script starts the automatic cycle for BMGT. You can be in control of this by commenting out the line for that mode you are looking up. Or if you want the 
cron job to run the command, you can just exit out the file without saving.   
 
   
 
STEPS:   
# Action Expected Result Notes 
1 Start at the top of the hour of an automatic cycle<br />Ingest granules that are 

in a collection that has been enabled for BMGT export and have HDF 
Maps.<br />Run EcBmBMGTAutoStart &lt;MODE&gt; or let cron job run 
and watch the automatic cycle go from NEW to EXPORTED in BMGT 
GUI<br /><br /> 

Once PACKAGE_GENERATED, the 
cycle for that time period should have 
HDF Map URLs included in the 
package for those ingested granules. 
The package <br />location is 
configurable at BMGT GUI/Global 
Tuning/PRODUCT_OUTPUT<br 
/><br />To verify that the HDF 4Map 
type was exported correctly by 
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# Action Expected Result Notes 
BMGT, go to the 
PRODUCT_OUTPUT directory and 
cd to the cycle that handled the export. 
Inside the EDFG file, for the granule 
with an HDF map associated with it, 
the type listed for OnlineResource 
should be HDF MAP. Depending on 
what is listed for what that value 
should be. <br /><br />In 
OnlineResource you would see 
something like: <br /><br />  
&lt;OnlineResource&gt;<br />
 &lt;URL&gt; … …  
&lt;/URL&gt;<br />
 &lt;Type&gt; HDF MAP 
&lt;/Type&gt;<br />
 &lt;MimeType&gt; ….. 
&lt;/MimeType&gt;<br 
/>&lt;/OnlineResource&gt; 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
1.Verify that the BMGT discovered all HDF4 archive map linkage information for science granules retrieved and exported for the cycle. 
 
Verify that the OnLineResourceURLs for these science granules correctly contain the HDF4 archive map URLs, and correctly identify the URL type as “HDF4 
Map” 
 

97 DP_81_03 TP004 BMGT MANUAL EXPORT OF HDF4 MAP LINKS (ECS-ECSTC-2508) 

DESCRIPTION: 
1. Repeat the setup for “BMGT Automatic Export of HDF4 Map Links” (Criteria 30) for another collection which has been enabled for HDF4 archive map 
generation and is published.  Run the BMGT Manual export cycle. 
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PRECONDITIONS: 
 
 
MYD10CM.005 10 granules /sotestdata/DROP_801/DP_81_03/Criteria/040 
 
STEPS:   
# Action Expected Result Notes 
1 Ingest granules that are in a collection that has been enabled for BMGT 

export and have HDF Maps.<br />Run EcBmBMGTManualStart 
&lt;MODE&gt; -metg &lt;listOfGranules&gt; <br />Wait for cycle to go 
from NEW to EXPORTED in BMGT GUI<br /> 

Once PACKAGE_GENERATED, the 
cycle for that time period should have 
HDF Map URLs included in the 
package for those ingested granules. 
The package <br />location is 
configurable at BMGT GUI/Global 
Tuning/PRODUCT_OUTPUT<br 
/><br />To verify that the HDF 4Map 
type was exported correctly by 
BMGT, go to the 
PRODUCT_OUTPUT directory and 
cd to the cycle that handled the export. 
Inside the EDFG file, for the granule 
with an HDF map associated with it, 
the type listed for OnlineResource 
should be HDF MAP. Depending on 
what is listed for what that value 
should be. <br /><br />In 
OnlineResource you would see 
something like: <br /><br /><br />  
&lt;OnlineResource&gt;<br />
 &lt;URL&gt; … …  
&lt;/URL&gt;<br />
 &lt;Type&gt; HDF MAP 
&lt;/Type&gt;<br />
 &lt;MimeType&gt; ….. 
&lt;/MimeType&gt;<br 
/>&lt;/OnlineResource&gt; 

 

 
 
TEST DATA: 
 



 

287 
 

EXPECTED RESULTS: 
1. Repeat the verification steps for “BMGT Automatic Export of HDF4 Map Links”. 
 

98 DP_81_03 TP009 EMS DISTRIBUTION METRICS - ORDERS (ECS-ECSTC-2509) 

DESCRIPTION: 
1.(This is not intended to be the full end-to-end test of EMS ingest and reporting of HDF4 map file order metrics. It is TBD by the test group to determine when 
to perform this.) 
 
After verifying the criteria for ordering (50 and 60), run the EMS dataset extraction script for distribution metrics. 
 
PRECONDITIONS: 
 
 
Use criterion 50 ESDT 
 
STEPS:   
# Action Expected Result Notes 
1 Complete setup and verification of Critera 50 and 60<br />Run<br 

/>EcDbEMSdataExtractor.pl -mode &lt;MODE&gt; 
In output file, 
/usr/ecs/OPS/CUSTOM/cfg/EcDbEM
SdataExtractor.CFG gives output 
directory (/home/cmops/EMS/OPS), 
<br />Dist_FTP  there should be lines 
like (pay attention to 'MP' part):<br 
/><br 
/>0300083945|&amp;|0300085692|&a
mp;|ECSGuest|&amp;|DPLGUI|&amp
;|Regular|&amp;|AE_Land|&amp;|2|&
amp;|2011-02-16 <br /><br 
/>10:38AM|&amp;|37|&amp;|298429|
&amp;|shipped|&amp;|hdinh@f4eil01.
hitc.com|&amp;|-
|&amp;|MP|&amp;|175|&amp;|/2011.0
2.08/AMSR_E_L2_Land_T08_20080
9010515_A.ph|&amp;|f4eil01.hitc.co
m|&amp;|not 
supplied|&amp;||&amp;||&amp;|not 
supplied|&amp;|<br /><br />Ensure 
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# Action Expected Result Notes 
that number of records matches 
number of granules ordered. 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
1.Verify that the OMS order metrics for the orders completed for HDF4 map granules are correctly reflected in the data exported to EMS. 
 

99 DP_81_03 TP010 EMS DISTRIBUTION METRICS - FTP ROLLUP SCRIPTS (ECS-ECSTC-2510) 

DESCRIPTION: 
1. Use the anonymous FTP interface to the Data Pool to navigate and download several HDF4 archive maps from different PC/workstations. 
 
2. Runthe FTP Rollup Scripts.  
 
PRECONDITIONS: 
Ensure with SA that FTP points to the mode 
 
Test has to be performed from several hosts/workstations. 
 
 run in dev02 f4eil01 
 
 
MI3DLSF.002 10 granules /sotestdata/DROP_801/DP_81_03/Criteria/100 
 
STEPS:   
# Action Expected Result Notes 
1 Ingest test data and generate HDF4 map files<br />Use anonymous ftp to 

download hdf_map files from ftp://f4eil01<br />Run &quot;hostname -
i&quot; and note down the IP address and access time<br />Repeat the whole 
step at 2 other workstations 

  

2 Run <br />EcDlRollupWuFtpLogs.pl script Verify that log contains correct 
download times, IP addresses and 
downloaded data info 

 

3 <i>Waiting on format of the line items in the output file.</i>  #comment 
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TEST DATA: 
 
EXPECTED RESULTS: 
1.(2) Verify that the accesses for the downloaded map granules are correctly extracted from the FTP logs, including the origin (IP address) of each download.  
 

100 DP_81_03 TP011 EMS ARCHIVE METRICS (ECS-ECSTC-2511) 

DESCRIPTION: 
1. Complete setup and verification of Criteria 20.  Run the EMS extraction script for archive metrics.  
 
PRECONDITIONS: 
 
 
Use criterion 20 data 
 
STEPS:   
# Action Expected Result Notes 
1 Complete setup and verification of Criteria 20. <br />Run<br 

/>EcDbEMSdataExtractor.pl -mode &lt;MODE&gt; 
In data extractor output directory 
(specified under EMSEXTRACTDIR 
in cfg file for the script ), <br 
/>check&lt;date&gt;_EDF_Arch_&lt;
MODE&gt;.flt<br />flat file if 
correctly reflects which map <br 
/>files are archived during the 
extraction. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
1. Verify that the archive metrics exported to EMS correctly reflect the HDF4 file content map files that were archived during the extraction.  
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101 DP_81_03 TP005 ORDERING - NOMINAL FTP PULL (ECS-ECSTC-2512) 

DESCRIPTION: 
1. (NOTE - This test requires sending orders from ECHO or an ECHO simulator to the EWOC.  This is not intended to be the full end-to-end test of ECHO 
components (ECHO forms, ECHO ingest, WIST/Reverb rendering of the ECHO form and order acceptance/transmittal to ECHO and then to EWOC) It is TBD 
by the test group to determine when to perform this.) 
 
Send a series of orders which include a combination of the following: science granules and their associated HDF4 maps, science granules which have HDF4 
maps available but do not include them in the order, science granules for which associated HDF4 maps are not available but orderable.  
 
Request FTP Pull as the distribution format. Select a user id which has been configured to receive checksums in their distribution notices.  
 
2. Using the order queued from Criteria 50, have OMS de-queue the order and process it.  
 
3. Allow the OMS processing of the order placed in Criteria 50 to complete.  Retrieve the distribution notice (DN)  
 
PRECONDITIONS: 
 
 

g3at.004 
10 granules (have maps)  
 
10 granules (have no maps) 

/sotestdata/DROP_801/DP_81_03/Criteria/050 

 
STEPS:   
# Action Expected Result Notes 
1 Ingest 10 granules before turning on HDF4 map generation and 10 granules 

after turning on HDF4 map generation through Ingest GUI.  Prepare a request 
properties file for EWOC TestClient for 3 granules.a. 1 granule should be 
from a collection in which HDF4 maps are available.<br />Set 
orderHDF_MAP value to true.<br />b. 1 granule should be from a collection 
in which HDF4 maps are<br />available. Set orderHDF_MAP value to 
false.<br /><br />c. 1 granule should be from a collection in which HDF4 
maps are not available but orderable.<br />Set orderHDF_MAP value to 
true.<br /><br />Sample option selection xml for one granule with FtpPull as 
mediatype and orderHDF_MAP set to true.<br />&lt;ecs:options 
xmlns:ecs=&quot;http://ecs.nasa.gov/options&quot;&gt;&lt;!-- ECS 
distribution options example --
&gt;&lt;ecs:distribution&gt;&lt;ecs:mediatype&gt;&lt;ecs:value&gt;FtpPu<b
r 

V1 - Verify EWOC TestClient returns 
<br 
/>SubmitAcknowledgement.ProviderT
rackingId : 0300093312<br 
/>SubmitAcknowledgement.StatusInf
ormation : Order received<br /><br 
/>Use OrderId to verify that order is 
placed in the OMS GUI.<br />Make 
sure the all three orders are placed 
succesfully. 
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# Action Expected Result Notes 
/>ll&lt;/ecs:value&gt;&lt;/ecs:mediatype&gt;&lt;ecs:mediaformat&gt;&lt;ec
s:ftppull-
format&gt;&lt;ecs:value&gt;FILEFORMAT&lt;/ecs:value&gt;&lt;/ecs:ftppul
l-
format&gt;&lt;/ecs:distribution&gt;&lt;ecs:orderHDF_MAP&gt;&lt;ecs:valu
e&gt;true&lt;/ecs:value&gt;&lt;/ecs:orderHDF_MAP&gt;&lt;/ecs:options&g
t; <br /><br />Submit three request properties files using EWOC Testclient 
by running Client &lt;request properties file&gt;.  The client script and 
sample properties files are in /home/cmshared/EWOC in EDF.<br /><br />In 
OMS GUI, Go to Checksum Users under OM Configuration and add the user 
email address in order.shipping.email in the request properties file. 

2 Check order status in OMS GUI. V2 - In OMS GUI <br />Click on 
RequestID of the order in the 
Distribution Requests of OMS GUI<br 
/>and verify that the Granule Count is 
2 for order a and 1 for orders b<br 
/>and c.  One for the science granule 
and<br />one HDF4Map. 

 

3 Wait for order processing to be completed. V3 - Allow order processing to be 
completed and check email for the<br 
/>distribution notice. 

 

4 Check distribution notice email for checksum values. V4 - Make sure the link to downaload 
the granule and HDF4Map is working.  
Make sure this is done in DEV02 as 
FTP server works only in this mode.  
Downloaded file checksum should 
match the checksum value in 
distribution notice. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
1.Verify that the order options for HDF4 maps have been correctly transmitted to the OMS order queue. Verify that the EWOC does not fail the order for those 
granules for which HDF4 maps were requested but are not available.  
 
2. Verify that the order options for HDF4 maps have been correctly received by the OMS server.  
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Verify that the order tracking information in the OMS GUI correctly shows the number of granules added to the order based on the HDF4 archive maps ordered 
and available. 
 
3.Verify that the checksum values for all the granules requested are included in the DN, including the checksum values for the HDF4 archive map files.  
 
Verify that the granules are retrievable from the FTP Pull area via the links in the Distribution Notice. 
 

102 DP_81_03 TP006 ORDERING - NOMINAL FTP PUSH (ECS-ECSTC-2513) 

DESCRIPTION: 
1. Repeat the setup and verification steps 1 through 2 of Criteria 50 but request FTP Push as the distribution format in set up step 1. Allow the OMS processing 
of the order to complete.   
 
PRECONDITIONS: 
 
 
Use criterion 50 ESDT     
 
STEPS:   
# Action Expected Result Notes 
1 Repeat S1 of Criteria 50 but set Mediatype to FtpPush and specifying 

FtpPush parameters in option<br />selection xml.  Sample option selection 
xml are in /home/cmshared/EWOC in EDF.<br /> 

After the order is shipped, check the 
science granule and HDF4Map is<br 
/>shipped to the FtpPush location 
specified in the order. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
1. Verify that the science granules and HDF4 archive maps are successfully pushed to the requestor.  Verify that the HDF4 archive map files have been un-
compressed in the target directory for the requestor.   
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103 DP_81_03 TP007 ORDERING - PROCESSING OPTIONS EWOC (ECS-ECSTC-2514) 

DESCRIPTION: 
1. (NOTE - This test requires sending orders from ECHO or an ECHO simulator to the EWOC.  This is not intended to be the full end-to-end test of ECHO 
components (ECHO forms, ECHO ingest, WIST/Reverb rendering of the ECHO form and order acceptance/transmittal to ECHO and then to EWOC) It is TBD 
by the test group to determine when to perform this.) 
 
Send an order which includes a combination of the following: science granules and their associated HDF4 maps, science granules which do not include 
associated HDF4 maps but which have them available, and science granules belonging to a collection that does not have HDF4 maps enabled. Select collections 
for which there are valid processing options available.   
 
Request processing options for all science granules ordered. 
 
PRECONDITIONS: 
 
 
MOD29P1D.005  
 
MYD29P1D.005 

10 granules (maps enabled)  
 
10 granules (maps not enabled) 

/sotestdata/DROP_801/DP_81_03/Criteria/070 

 
STEPS:   
# Action Expected Result Notes 
1 Repeat S1 for criteria 50 but add processing options in option selection xml.  

Sample option selection xml files are in /home/cmshared/EWOC in EDF.  
Note the external processing options are invalid and will not get processed as 
the request will be rejected before it reaches the External Processor. 

Make sure the request that asked for 
external processing as well as 
HDF4Map was rejected.  Only 2 
requests should be submitted for 
requests in the OMS GUI. 1 granule 
with external processing and 
orderHDF4Map set to false. and 1 
granule with external processing and 
in collection which HDF4Map is not 
available. 

 

 
 
TEST DATA: 
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EXPECTED RESULTS: 
1. Verify that the EWOC rejects that portion of the order for which HDF4 maps were requested.  Verify that the EWOC dispatches for external processing that 
portion of the order for which HDF4 maps were not requested. 
 

104 DP_81_03 TP012 CHECKSUM VERIFICATION (ECS-ECSTC-2515) 

DESCRIPTION: 
1. Complete setup and verification of Criteria 20.   
 
Select several HDF4 map files which are in the on-line archive as well as in the public data pool, and record their granule IDs. Force the failure of checksum 
verification for these selected HDF4 map files by either manually changing the checksum value in AIM or by editing the HDF4 map files and saving the 
changes.  Run the CVS, ACVU and DPCV checksum verification utilities. 
 
PRECONDITIONS: 
 
 
Use criterion 20 data 
 
STEPS:   
# Action Expected Result Notes 
1 Complete setup and verification of Criteria 20. <br /><br />Split group 2 in 2 

groups of 5 granules (PGroup and UGroup). Thus, HDF4 group will split into 
relevant PHDF4 and UHDF4. <br />Note down HdfMapId(s) for both 
groups. <br />UHDF4:<br />select HdfMapId from 
AmHdfMapGranuleXref<br />where ScienceId in (&lt;UGroup&gt;) <br 
/>PHDF4:<br />Repeat previuos query with PGroup instead of UGroup.  <br 
/><br />Unpublish UGroup. <br />EcDlUnpublishStart.pl -mode 
&lt;MODE&gt; -f &lt;UGroup.txt&gt;<br /><br />In AIM, in AmDataFile, 
after noting down original Checksum values, <br />change Checksum 
column to 0 for both UHDF4 and PHDF4. <br />update AmDataFile set 
Checksum=0 where GranuleId in (HDF4)<br /><br />CVS: Run 
EcDlCVSStart &lt;MODE&gt;<br /> Run 
&quot;EcDlInsertChecksumRequest.pl -mode &lt;MODE&gt; -file 
&lt;listOfGranuleIds.txt&gt;&quot;<br />ACVU: Run 
&quot;EcDsAmAcvu.pl &lt;MODE&gt; -file 
&lt;listOfGranuleIds.txt&gt;&quot;<br />DPCV: Run &quot;EcDlDpcvStart 
-fg &lt;MODE&gt; -file &lt;listOfGranuleIds.txt&gt;&quot;<br /><br /> 

CVS: Open 
EcDlChecksumServer.ALOG (in 
&lt;MODE&gt;/CUSTOM/logs/) and 
ensure that failures are reported for all 
HDF4 map files <br />identified by 
the granule IDs recorded during set 
up. <br /><br />ACVU: Checksum 
mismatch report directory is specified 
in &quot;EcDsAmAcvu.CFG&quot;  
(in &lt;MODE&gt;/CUSTOM/cfg/) as 
&quot;VALIDATION_OUTPUT_DI
R&quot;<br />Suggested output 
directory is 
/workingdata/emd/&lt;MODE&gt;/Ac
vu<br />open 
AIMChecksumMismatch_ecsids_Rep
airByRestoreTapeFromOla.&lt;pid&gt
;.&lt;date&gt; report and ensure that 
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# Action Expected Result Notes 
failures are reported for all HDF4 map 
files <br />identified by the granule 
IDs recorded during set up. <br /><br 
/>DPCV: Checksum mismatch report 
directory is specified in 
&quot;EcDlDpcv.properties&quot;  
(in &lt;MODE&gt;/CUSTOM/cfg/) as 
&quot;VALIDATION_OUTPUT_DI
R&quot;<br />open 
ChecksumMismatch_dplids_RepairBy
RestoreOlaFromTape.&lt;pid&gt;.&lt;
timestamp&gt; report and ensure that 
failures are reported for all HDF4 map 
files <br />identified by the granule 
IDs recorded during set up. 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
1. Verify that checksum verification utilities correctly report the checksum failures for the HDF4 map files identified by the granule IDs recorded during the set 
up.   
 

105 DP_81_03 TP013 ON-LINE ARCHIVE RECOVERY (ECS-ECSTC-2516) 

DESCRIPTION: 
1.Using the granule IDs from verification step 1 of criteria 120, perform a repair using the On-line archive recovery utility.  
 
PRECONDITIONS: 
 
 
Original checksum values, group 2 IDs and group HDF4 IDs from criterion 120 
 
Use criterion 20 data 
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20_1 AE_Land.002
10 
granules

/sotestdata/DROP_801/DP_81_03/Criteria/020/020_1 
 

 
STEPS:   
# Action Expected Result Notes 
1 Run<br />EcDlRestoreOlaFromTapeStart &lt;MODE&gt; -file &lt;group 

2.txt&gt;<br /> 
Ensure that restored checksum values 
match original ones (noted down in TP 
12, Criteria 120).<br />select 
Checksum from AmDataFile <br 
/>where GranuleId in (&lt;HDF4&gt;) 

 

2 <i>We can not use the granules from criteria 120 because chesksum were 
modified there in the database.<br />In 8.1, in order to restore file from tape 
(/stornext/...) to OLA, /datapool/.... the checksum for the file <br />on the 
tape has to match the checsum value in the AmDataFile.<br /><br />We can 
choose to modify the /datapool/... file rather than the checsum value in the 
AmDataFile for criteria 120, but<br />then ACVU won't report any failure 
because ACVU is the archive checsum verification utility,<br />it compares 
the checsum value of the file in /storenext and the checksum value in 
AmDataFile.<br /><br />So, either way, we need to choose some public and 
some hidden HDF_MAP granules. (need to be careful<br />about choosing 
existing ones because we have some bad ones that are inserted during the 
early stage),<br />find the .gz file using ProcGetGrFiles and modify the file 
manually(adding or deleting sth).<br /><br />Run 
EcDlRestoreOlaFromTapeStart &lt;MODE? -file filename -contents 
granuleids<br /><br />the .gz file in datapool should be restored from 
stornext archive. <br />In AmDataFile, OnlineChecksumLastVerified field 
should be updated to the current time.<br />and OnlineChecsumStatus should 
be &quot;P&quot;<br /><br />On the other hand, we can also modify the 
/stornext/... file, look at the ACVU log can tell you where it is, this is the 
internalFileName<br />in archive directory. the ACVU will report failure, but 
DPCV and CVS will not.<br />Run EcDlRestoreTapeFromOlaStart DEV02 -
file filename -contents granuleids<br />will restore the archive file from 
datapool file.</i> 

 #comment 

 
 
TEST DATA: 
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EXPECTED RESULTS: 
1. Verify that the map files for the granule IDs are restored in both the public and hidden data pool.    
 

106 DP_81_03 TP014 MGU - MAP GENERATION COMMAND LINE UTILITY - OPERATIONAL 
MODE (ECS-ECSTC-2517) 

DESCRIPTION: 
1. Identify several ESDTs for HDF4 map generation. Include public as well as non public collections. 
 
Include collections for which HDF4 map generation has not been enabled via the Data Pool Maintenance GUI. Run the MGU in Operational Mode.  
 
  
 
2. Have the Map Generation Server work off the queued events from the verification step.  
 
  
 
3. Identify several science granules for which to generate HDF4 map files, from collections thus enabled.  Include granules for which HDF4 maps already exist, 
and also several which do not.   Run the MGU command line utility but do not specify replacement option.  
 
  
 
4. Repeat the previous set up step using different collections enabled for HDF4 map generation.  Include granules for which HDF4 maps already exist, and also 
several which do not.  Run the MGU command line utility with the replacement option.  
 
  
 
5. Run a BMGT Manual Export for the time period which includes the previous verification steps for this criterion.   
 
PRECONDITIONS: 
 
 
 
 

140_1 

ACR3L2SC.001  
 
MIL3DCFA.001  
 
MOD10A1.005  

10 granules  
 
10 granules (hidden)  
 
10 granules  

/sotestdata/DROP_801/DP_81_03/Criteria/140/140_1 
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MOD10A2.005  
 
MOD29P1N.005  
 
MYD29P1N.005 

 
10 granules  
 
10 granules (hidden)  
 
10 granules (hidden) 

140_3 
MOD14.005  
 
MOD29P1D.005 

10 granules (have no maps)  
 
10 granules (have maps) 

/sotestdata/DROP_801/DP_81_03/Criteria/140/140_3 

140_4 
MOD10CM.005  
 
g3alsp.003 

10 granules (have maps)  
 
10 granules (have no maps) 

/sotestdata/DROP_801/DP_81_03/Criteria/140/140_4 

 
STEPS:   
# Action Expected Result Notes 
1 Ensure that MGS is down, run:<br />EcAmMGSStop &lt;mode&gt; <br 

/>Ingest data from folder for the setup of step 1. Ensure that HDF4 map 
generation has<br />not been enabled for some of them in DPM Gui. Note 
down granule IDs. <br />Run <br />EcAmInsertMapGenerationRequest.pl -
mode&lt;mode&gt; –esdt &lt;all6ESDTsFromTestData&gt; 

In AIM table AmMgRequest check for 
Status column, it should be 'N' for all 
ingested <br />granule IDs, for ESDTs 
that both have and have not map 
generation enabled. 

 

2 Run<br />EcAmMGSStart &lt;mode&gt; <br />Ensure that MGS is up, 
run:<br />ps -ef | grep *EcDsAmMapGenerationServer* 

In AIM, table 
AmHdfMapGranuleXref  there should 
be row for each ingested <br 
/>ScienceId that have HDF4 map 
generation enabled. Note down all 
relevant HdfMapIds<br /><br />select 
HdfMapId from 
AmHdfMapGranuleXref<br />where 
ScienceId in 
(&lt;listOfGranuleIds&gt;)<br /><br 
/>In AmDataFile table, find directory 
path for each HdfMapId and verify 
their existence in<br />the datapool. 
<br /><br />select DirectoryPath from 
AmDataFile <br />where GranuleId in 
(&lt;listOfHdfMapIds&gt;)<br /><br 
/>Open 
EcAmMapGenerationDebug.log and a 
EcAmMapGeneration.ALOG in  
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# Action Expected Result Notes 
/usr/ecs/&lt;mode&gt;/CUSTOM/logs 
directory. <br />Ensure erors are 
logged indicating that maps were not 
generated for those collections that 
were not enabled.<br />Ensure that in 
AmMgRequest  column equals to 
'MGU' <br /><br />select 
MapGenerationClient from 
AmMgRequest<br />where GranuleId 
in (&lt;listOFGranuleIds&gt;) 

3 Ingest data from folder for the setup of step 3 in 2 steps. <br />Disable map 
generation for collection marked 'have no maps' - MOD14.005<br />Enable 
map generation for collection marked 'have maps' - MOD29P1D.005<br 
/><br />Note down granule IDs for both groupes (maps and no maps)<br 
/>Run <br />EcAmInsertMapGenerationRequest.pl -mode&lt;mode&gt; –
esdt &lt;testData&gt; 

In AIM, table 
AmHdfMapGranuleXref  there should 
be row for each ingested <br 
/>ScienceId from the group with no 
pre-existing HDF4 map files. Note 
down all relevant HdfMapIds<br 
/><br />select HdfMapId from 
AmHdfMapGranuleXref<br />where 
ScienceId in 
(&lt;listOfGranuleIds&gt;)<br /><br 
/>In AmDataFile table, find directory 
path for each HdfMapId and verify 
their existence in<br />the datapool. 
<br /><br />select DirectoryPath from 
AmDataFile <br />where GranuleId in 
(&lt;listOfHdfMapIds&gt;)<br /><br 
/>For the group with pre-existing 
HDF4 map files, verify that in 
AmMgRequest table CompletionTime 
is older<br />than the beginning of the 
time period for set up step 3. <br /><br 
/>select CompletionTime from 
AmMgRequest <br />where GranuleId 
in (&lt;listOfGranuleIds&gt;)<br 
/><br />Open 
EcAmMapGeneration.ALOG in  
/usr/ecs/&lt;mode&gt;/CUSTOM/logs 
directory. <br />Ensure erors are 
logged indicating that maps were not 
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# Action Expected Result Notes 
generated for those granules which did 
have <br />pre-existing HDF4 map 
files. 

4 Ingest data from folder for the setup of step 4 in 2 steps.<br />Disable map 
generation for collection marked 'have no maps' - g3alsp.003<br />Enable 
map generation for collection marked 'have maps' - MOD10CM.005<br /> 
Note down granule IDs for both groupes (maps and no maps)<br />Rename 
/usr/ecs/DEV02/CUSTOM/lib/DPL/linux/ndpiu.jar file<br />Run <br 
/>EcAmInsertMapGenerationRequest.pl -mode&lt;mode&gt; –esdt 
&lt;testData&gt; -replace 

In AIM, table 
AmHdfMapGranuleXref  there should 
be row for each ingested <br 
/>ScienceId from both the group with 
no and the group with pre-existing 
HDF4 map files. Note down all 
relevant HdfMapIds<br /><br />select 
HdfMapId from 
AmHdfMapGranuleXref<br />where 
ScienceId in 
(&lt;listOfGranuleIds&gt;)<br /><br 
/>In AmDataFile table, find directory 
path for each HdfMapId and verify 
their existence in<br />the datapool. 
<br /><br />select DirectoryPath from 
AmDataFile <br />where GranuleId in 
(&lt;listOfHdfMapIds&gt;)<br /><br 
/>For the group with pre-existing 
HDF4 map files, verify that in 
AmMgRequest table CompletionTime 
is newer<br />than the beginning of 
the time period for set up step 4. <br 
/><br />select CompletionTime from 
AmMgRequest <br />where GranuleId 
in (&lt;listOfGranuleIds&gt;) 

 

5 Run EcBmBMGTManualStart &lt;MODE&gt; -metg -st &lt;dateTime 
format&gt; <br />Wait for cycle to go from NEW to EXPORTED in BMGT 
GUI 

Once PACKAGE_GENERATED, the 
cycle for that time period should have 
HDF Map URLs included in the 
package for those ingested granules. 
The package <br />location is 
configurable at BMGT GUI/Global 
Tuning/PRODUCT_ROOT_DIRECT
ORY 
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TEST DATA: 
 
EXPECTED RESULTS: 
1. Verify that the events have been queued correctly to reflect the generation of HDF4 maps for all the science granules whose ESDT short name has been 
entered on the command line in the set up step.   
 
  
 
2. Verify that the HDF4 map files were generated for those collections that were enabled for map generation.  
 
Verify that the maps generated have been archived to the on-line archive. 
 
Verify that an error message is logged indicating that maps were not generated for those collections that were not enabled. Verify that the MGU command line 
utility is correctly identified as the service which was used to queue the map generation request to the MGS.  
 
  
 
3. Verify that the HDF4 map files were generated for those granules did not have pre-existing HDF4 map files. Verify that HDF4 map files were not generated 
for those granules which did have pre-existing HDF4 map files; verify that an error message is logged for these map generation events.   
 
  
 
4. Verify that the HDF4 map files were generated for those granules did not have pre-existing HDF4 map files. Verify that HDF4 map files were also generated 
for those granules which did have pre-existing HDF4 map files and that the generated maps replaced the pre-existing map files.     
 
  
 
5. Verify that the BMGT discovered all HDF4 archive map linkage information for science granules retrieved and exported for the cycle. Verify that the HDF4 
maps which were replaced have been discovered by the BMGT.  
 

107 DP_81_03 TP015 MGU - MAP GENERATION COMMAND LINE UTILITY - DEMO MODE (ECS-
ECSTC-2518) 

DESCRIPTION: 
1. Identify several science granules for HDF4 map generation belonging to collections that have been enabled for HDF4 map generation.  
 
Run the MGU in Demo Mode, using the granule IDs of the selected science granules as input.  
 
Specify a destination directory at which the MGU will place the generated map files. Allow the MGS to work off the event queue. 
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PRECONDITIONS: 
 
 
g3assp.004  
 
g3asspb.004 

10 granules (HDF) (have no maps)  
 
10 granules (non_HDF) 

/sotestdata/DROP_801/DP_81_03/Criteria/150/hdf  
 
/sotestdata/DROP_801/DP_81_03/Criteria/150/non_hdf 

 
STEPS:   
# Action Expected Result Notes 
1 Ingest test data. <br />Note down granule IDs as group1 and group2 (non-

hdf).<br />Run<br />EcAmInsertMapGenerationRequest.pl –mode 
&lt;MODE&gt; -file &lt;group1&amp;group2&gt; -demo -outputDir 
&lt;testDir&gt;<br />Run<br />EcAmMGSStart &lt;MODE&gt; 

In AIM verify that no information 
exists for created HDF4.<br /><br 
/>select LastUpdate from AmGranule 
<br />where GranuleId in (select * 
from AmHdfMapGranuleXref<br 
/>where ScienceId in 
(&lt;group1&gt;))<br /><br />Go to 
&lt;testDir&gt;, find HDF4 maps. <br 
/>Ensure that these files belong to 
HDF4 collection <br /><br />select 
Description in AmDaFormat<br 
/>where FormatId in (<br />select 
FileDataFormatId from 
AmCollection<br />where 
ShortName='g3assp.004' and 
VersionId=004)<br /><br />In 
/usr/ecs/&lt;mode&gt;/CUSTOM/logs 
directory, open 
EcAmInsertMapGenerationRequest.lo
g and ensure output directory matches 
the name of testDir. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
1. Verify that the map files that were generated are not archived in the on-line archive but are found in the specified destination directory, and that no HDF4 map 
file linkage information was created for the science granules used as input.    Verify that the MGS has logged performance information in the log.  
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108 DP_81_03 TP016 MGS - SERVICE HOST CONFIGURATION (ECS-ECSTC-2519) 

DESCRIPTION: 
1. Identify several ESDTs for HDF4 map generation. Ensure that at least 500 granules are included in the selection. 
 
Identify the hosts and the maximum number of concurrent instances of the map generation operations permitted to run on each selected host. Run the MGU 
command line utility in Operational mode.  
 
PRECONDITIONS: 
 
 
ACR3L2DM.001  
 
MI1ANAV.002  
 
MYD10A1.005 

200 granules (have no maps)  
 
200 granules (have no maps)  
 
100 granules (have no maps) 

/sotestdata/DROP_801/DP_81_03/Criteria/160 

Ensure that hosts that tests are run on, are in config file(/usr/ecs/<mode>/CUSTOM/cfg directory) 
 
STEPS:   
# Action Expected Result Notes 
1 Select 500 granules from several ESDTs for HDF4 map genearation. Open 

config file of MGS (/usr/ecs/&lt;mode&gt;/CUSTOM/cfg directory) and note 
the following:<br />AIMMapGenerationServiceHosts and 
AIM_MaxPoolSize<br />Run <br />EcAmInsertMapGenerationRequest.pl -
mode&lt;mode&gt; –file &lt;listOfGranuleIds&gt;<br /> 

In AIM, table 
AmHdfMapGranuleXref  there should 
be row for each science granule. Note 
down all relevant HdfMapIds<br 
/><br />select HdfMapId from 
AmHdfMapGranuleXref<br />where 
ScienceId in 
(&lt;listOfGranuleIds&gt;)<br /><br 
/>In AmDataFile table, find directory 
path for each HdfMapId and verify 
their existence in<br />the 
datapool.<br /><br />select 
DirectoryPath from AmDataFile <br 
/>where GranuleId in 
(&lt;listOfHdfMapIds&gt;)<br /><br 
/>Open 
EcAmInsertMapGenerationRequest.lo
g in  
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# Action Expected Result Notes 
/usr/ecs/&lt;mode&gt;/CUSTOM/logs 
directory. <br />Ensure that there are 
more than 1 Thread ID throughout the 
file. <br />Ensure that number of 
Thread IDs is less than 
AIM_MaxPoolSize<br />Ensure that 
host on log file matches the one in 
configuration file 
(AIMManGenerationServiceHosts). 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
1. Verify that the HDF4 map files were successfully generated for all 500 science granules. 
 
Verify that the MGS parallelized its map generation operations. 
 
Verify that the map generation operations were performed on the specified hosts and that the number of concurrent map generation operations did not exceed the 
configured limit for each host.  
 

109 DP_81_03 TP017 MGS - CONCURRENT WITH ECS OPERATIONS (ECS-ECSTC-2520) 

DESCRIPTION: 
1. Run the Release 8.1 workload spec test. Confirm that workload targets have been defined for the generation of HDF4 maps, for both forward ingest of HDF4 
enabled collections and for the background generation of HDF4 maps for granules already resident in the on-line archive.  
 
PRECONDITIONS: 
 
 
Use performance test 
ESDTs 

Use performance test granules Use performance test data directories 

 
STEPS:   
# Action Expected Result Notes 
1 <i>Waiting on  workload metrics (due on 09/07)</i>  #comment 
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TEST DATA: 
 
EXPECTED RESULTS: 
1. Verify that the work load targets have been achieved as per WL_81_01. 
 

110 DP_81_03 TP018 DATA POOL GRANULE REPLACEMENT AND DATA POOL CLEAN-UP (ECS-
ECSTC-2521) 

DESCRIPTION: 
1. For a collection with science granule replacement and HDF4 map generation enabled, ingest several science granules for which HDF4 map already exist.  
Ensure that the replacement logic will result in the replacement of the pre-existing science granule. 
 
2. Perform a Data Pool Clean up operation. 
 
3 Run the BMGT manual Export cycle. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Enable science granule replacement and HDF4 map generation for 

MYD10A2.005.  Update AmCollection set replacementOn = “Y” where 
ShortName = &quot;MYD10A2' and VersionID = 5.  Enable HDF4Map 
generation for MYD10A2.005 collection in Ingest GUI.<br />Bounce DPAD 
and Ingest. Ingest original test granules first and wait until BMGT exports a 
cycle.  In the next BMGT cycle,  ingest 3 granules that already have HDF4 
maps again. 

Check the timestamp of the granule in 
datapool to see if the new granule 
replaced pre-existing science granule.  
Check AmHdfMapGranuleXref table 
for the link between science granule 
and the generated HDF4 map.  Check 
pre-existing science granule and 
HDF4 map are now in hidden datapool 
(under .orderdata). 

 

2 Run the EcDlCleanUpFilesOnDisk.pl script in the 
/ecs/formal/DPL/cleanup/script/ folder. 

Check the symbolic links from step 1 
are removed for the HDF4 map 
granules and science granules that 
were replaced. 

 

3 Run EcBmBMGTManualStart.pl --mode &lt;MODE&gt; --granuleId 
&lt;INPUT_FILE&gt; -delete -metg. 

Verify BMGT export package 
includes METG and METU and the 
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# Action Expected Result Notes 
output xml includes granule 
replacement events in step 1 and 
HDF4 map links removed in step 2. 

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

      MYD10A2.005   
3 granules 
(have maps) 

  /sotestdata/DROP_801/DP_81_03/Criteria/180   

 
EXPECTED RESULTS: 
1. Verify that the new science granule has replaced the pre-existing science granule.  
 
Verify that a newly generated HDF4 map is correctly linked to the new replacement science granule.  
 
Verify that the pre-existing science granule and HDF4 map are now in the hidden data pool.  
 
2. Verify that the symbolic links have been removed for the HDF4 map granules and science granules that were replaced. 
 
3. Verify that the BMGT discovers and exports the granule replacement and removal events verified in V1 and V2 of criterion 180. 
 

111 DP_81_03 TP019 PUBLISH THE SCIENCE GRANULE FOR A PUBLIC HDF4 MAP FILE (ECS-
ECSTC-2522) 

DESCRIPTION: 
1. Enable HDF4 map generation for a collection that is not public.  
 
Ingest several science granules belonging to the collection.  
 
Confirm that the science granules have been placed in the hidden data pool and are not public.  
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Confirm that an HDF4 map has been created and placed in the public data pool.  
 
Confirm that the database correctly references the HDF4 map in the public data pool to the science granules in the hidden data pool. Publish several granules 
from the collection. 
 
2. Run the BMGT manual Export cycle. 
 
PRECONDITIONS: 
 
 
MI1AMOT.003 10 granules (hidden) /sotestdata/DROP_801/DP_81_03/Criteria/190 
 
STEPS:   
# Action Expected Result Notes 
1 Choose a collection that is not configured to be in public datapool from Ingest 

GUI.  Enable HDF4 map generation for that collection in Ingest GUI.  Ingest 
test data granules. 

Make sure the granules ingested are in 
hidden datapool (must be under 
.orderdata directory in datapool and 
granules should have isOrderOnly='H' 
in AmGranule table).  Check for 
HDF4 map data under HDF_MAP.001 
directory in Public datapool.  In 
database, verify that science granule in 
AmGranule table is hidden and the 
Hdf4 map associated with science 
granule in AmHdfMapGranuleXref 
table is in public (isOrderOnly = null).  
Verify symbolic links between the 
HDF4 map files and newly published 
science granules are created and the 
links reside in public directory of 
science granules. 

 

2 Publish the granules ingested in step 1 using the publish utility.  
EcDlPublishUtilityStart &lt;MODE&gt; -ecs -g &lt;ecsID1&gt; 
&lt;ecsId2&gt;... 

Publish utility should not return any 
error. 

 

3 Run EcBmBMGTManualStart.pl --mode &lt;MODE&gt; --gf 
&lt;INPUT_FILE&gt;  -metg. 

Verify BMGT export package 
includes METG and the output xml 
includes HDF4 map links verified in 
step 1. 

 



 

308 
 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
1. Verify that a symbolic link has been created between the HDF4 map files in the public data pool and the newly published science granules, and that the link 
resides in the public directory for the science granules.  
 
2. Verify that the BMGT discovered the HDF4 map links verified in V1 of criterion 190.  
 

112 DP_81_03 TP020 UN-PUBLISH THE HDF4 ARCHIVE MAP (ECS-ECSTC-2523) 

DESCRIPTION: 
1. Select several of the HDF4 maps generated and archived in criterion 190 for un-publishing and un-publish them. 
 
2. Run the BMGT manual Export cycle. 
 
PRECONDITIONS: 
Use Criterion 190 data 
 
STEPS:   
# Action Expected Result Notes 
1 Use Unpublish utility to unpublish HDF4 maps generated in criterion 190.  

EcDlUnpublishStart.pl -mode &lt;MODE&gt; -g &lt;id1&gt;,&lt;id2&gt;... 
Check public datapool and make sure 
the link between the public science 
granules and the associated HDF4 
map files are removed. 

 

2 Run EcBmBMGTManualStart.pl -mode &lt;MODE&gt; -gf 
&lt;INPUT_FILE&gt; -export -metg. 

Verify BMGT export package 
includes METG and the output xml 
does not contain removed HDF4 map 
links in step 1. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
1. Verify that the symbolic link between the HDF4 map files in the public data pool and their associated public science granules has been removed.  
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2. Verify that the BMGT discovered the HDF4 map links removed in V1 of criterion 200. 
 

113 DP_81_03 TP021 PUBLISH THE HDF4 ARCHIVE MAP (ECS-ECSTC-2524) 

DESCRIPTION: 
1. Select several of the HDF4 maps from criterion 200 for publishing and publish them. 
 
2. Run the BMGT manual Export cycle. 
 
PRECONDITIONS: 
Use criterion 200 data. 
 
STEPS:   
# Action Expected Result Notes 
1 Use the unpublished HDF4 maps from criterion 200 and publish them using 

the publish utility.  EcDlPublishUtilityStart &lt;MODE&gt; -ecs -g 
&lt;ecsID1&gt; &lt;ecsId2&gt;... 

Check public datapool and make sure 
the links between the public science 
granules and HDF4 maps are created. 

 

2 Run EcBmBMGTManualStart.pl --mode &lt;MODE&gt; --gf 
&lt;INPUT_FILE&gt; -metg. 

Verify BMGT export package 
includes METG and the output xml 
includes the newly created HDF4 map 
links  verified in step 1. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
1. Verify that a symbolic link has been created between the science granules in the public data pool and the newly published HDF4 map granules, and that the 
link resides in the public directory for the science granules. 
 
2. Verify that the BMGT discovered the HDF4 map links verified in V1 of criterion 210. 
 

114 DP_81_03 TP022 UN-PUBLISH A SCIENCE GRANULE (ECS-ECSTC-2525) 

DESCRIPTION: 
1. Unpublish the science granules from criterion 210. 
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PRECONDITIONS: 
Use data fro criterion 210. 
 
STEPS:   
# Action Expected Result Notes 
1 Unpublish the public science granules from criterion 210 using the unpublish 

utility.  EcDlUnpublishStart.pl -mode &lt;MODE&gt; -g 
&lt;id1&gt;,&lt;id2&gt;... 

Check the public data pool and make 
sure the symbolic link between the 
HDF4 map files and the associated 
newly un-published science granules 
have been removed.  Symbolic links in 
original public science directory 
should be removed and new hidden 
directory for science granules should 
have no links. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
1. Verify that the symbolic link between the HDF4map files in the public datapool and their associated newly un-published science granules has been removed. 
 

115 DP_81_03 TP023 DATA POOL LINK VERIFICATION (ECS-ECSTC-2526) 

DESCRIPTION: 
1. Run the link verification utility against a set of collections which have granules with HDF4 map linkages, of which at least 20% of the link files point to non-
existent hdf maps.  
 
PRECONDITIONS: 
 
 
AE_5DSno.002  
 
AE_DySno.002 

10 granules  
 
10 granules 

/sotestdata/DROP_801/DP_81_03/Criteria/230 

 
STEPS:   
# Action Expected Result Notes 
1 Verify the collections that configured properly. Modfiy 2 HDF4 map linkages   



 

311 
 

# Action Expected Result Notes 
of AE_5DSno.002 and 2 HDF4 map linkages of AE_DySno.02 to be invalid. 

2 Use the DPM GUI to verify the &quot;Allow ordering and viewing of 
associated MP granule&quot; is set to Yes 

  

3 Use DPM GUI to verify that &quot;Data Pool Insertion&quot; is set to 
&quot;Valid for Data Pool Inserts&quot; 

  

4 Verify the collection settings using:  select ShortName, 
PublishByDefaultFlag, AllowPublishFlag, ReplacementOnFlag, 
OrderViewHDF4MAPFlag from AmCollection where (ShortName in 
('AE_DySno', 'AE_5DSno') and VersionId = 2) or ShortName = 
'HDF_MAP';<br />Any changes require a bounce of EcDlActionDriver and 
EcDlProcessingService. 

ShortName PublishByDefaultFlag 
AllowPublishFlag 
ReplacementOnFlag 
OrderViewHDF4MAPFlag<br /> -----
---- -------------------- ---------------- ----
------------- --------------------<br /> 
AE_DySno  Y                    Y                
Y                 Y                   <br /> 
HDF_MAP   Y                    Y                
Y                 N                   <br /> 
AE_5DSno  Y                    Y                
Y                 Y 

 

5 Ingest granules in test data. Set up polling locations for directories 
/sotestdata/DROP_801/DP_81_03/Criteria/230/AE_DySno.002 and 
/sotestdata/DROP_801/DP_81_03/Criteria/230/AE_5DSno.002 

Granules are published in the datapool 
in the public collection directory with 
HDF_MAP link files pointing to the 
generated map file. 

 

6 rename two HDF_MAP files that the link files in the science granule's public 
directory point to 

  

7 On f4dpl01 run EcDlLinkCheck.pl &lt;public collection directory&gt; 
(Allternate modes have it on f4hel01) 

Verify the the invalid HDF4 map links 
are identified 

 

8 Run EcDlLinkCheck.pl &lt;public collection directory&gt; -fix Verify the the invalid HDF4 map links 
are removed 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
1. Verify that the invalid HDF4 links are identified and removed as the default repair action.  
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116 DP_81_03 TP024 DATA POOL ORPHAN AND PHANTOM CHECKING (ECS-ECSTC-2527) 

DESCRIPTION: 
1. Run the orphan and phantom checking utilities against a set of collections which have granules with HDF4 maps, of which at least 10% are orphans and 10% 
are phantoms 
 
PRECONDITIONS: 
Run Test case 117 
 
STEPS:   
# Action Expected Result Notes 
1 Run Test Case 117 (DP_81_03_TP_23). hdf map links have been removed  
2 remove entries from AmHdfMapGranuleXref for a granule from each 

collection that didn't have its link file removed 
  

3 Modify the EcDlCleanupFilesOnDisk.cfg and set MAX_ORPHAN_AGE = 
0.  Note the VALIDATION_OUTPUT_DIR. 

  

4 Run orphan and phantom check utilities.  EcDlCleanupFilesOnDisk.pl 
&lt;mode&gt;  –outputDir 250 -fix 

The science granules that had their hdf 
map links removed should be 
identified as phantoms in the output 
files located in 
VALIDATION_OUTPUT_DIR/250. 
Verify orphaned HDF4 map links  are 
removed. 

 

5 Run EcDlRestoreOlaFromTapeStart to restore the broken links and run 
EcDlCleanupFilesOnDisk.pl again 

Orphan and phantom links found in 
step 1 should not be found again. 
Verify phantom HDF4 map granules 
are accessible from HDF4 map file 
linkage in public data pool again. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
1. Verify that the orphaned HDF4 maps have been removed as the default repair action.  
 
2. Verify that at the end of the repair action, that the phantom HDF4 map granules are once again accessible from the HDF4 map file linkage in the public data 
pool for the associated science granule.  
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117 DP_81_03 TP025 DATA POOL INVENTORY VALIDATION – ORPHAN/PHANTOM CHECKING 
PERFORMANCE (ECS-ECSTC-2528) 

DESCRIPTION: 
Perform a Data Pool validation to check for orphan and phantom HDF4 map granule links.  
 
Ensure that the check includes collections that have at least 200,000 granules with associated HDF4 map granules.  
 
Ensure that the check will report at least ten (10) orphan HDF4 map links, as well as ten (10) phantom HDF4 map links. 
 
PRECONDITIONS: 
 
 
PVC-dependent Too large for EDF   
 
STEPS:   
# Action Expected Result Notes 
1 Check the collections have at least 200,000 granules with associated HDF4 

map granules.  Make sure there are at least 10 orphan HDF4 map links and 
ten phantom HDF4 map links.  If there are less than 10, create orphan HDF4 
map links by removing the entries in the database (AmHdfMapGranuleXref 
table) and create phantom links by removing the physical links in filesystem.    
Perform Datapool Validation by running EcDlCleanupFilesOnDisk.pl 
&lt;mode&gt; -maxFileAge 7 –outputDir 250 

vi the EcDlCleanupFilesOnDisk.log 
and verify that the phantoms and 
orphans generated in S1 are logged.  
Verify that the orphan and phantom 
check completes in X hours or less, 
where X is the number of granules 
covered by the test divided by 1 
million. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
Verify that the discrepancies are logged and reported correctly. Verify that the orphan and phantom check completes in X hours or less, where X is the number of 
files and links covered by the test divided by 1 million. 
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118 DP_81_03 TP026 DATA POOL UTILITIES - DATA POOL INVENTORY VALIDATION – LINK 
CHECKING PERFORMANCE (ECS-ECSTC-2529) 

DESCRIPTION: 
1. Check the links in a Data Pool path containing at least 360,000 links, of which at least 270,000 are links to HDF4 map granules of which at least ten (10) are 
invalid. 
 
PRECONDITIONS: 
 
 
PVC-dependent Too large for EDF 
 
STEPS:   
# Action Expected Result Notes 
1 Make sure links in a Data Pool path contains at least 360,000, of which at 

least 270,000 are links to HDF4 map granules.  Run EcDlLinkCheck.ksh 
/datapool/&lt;mode&gt;/user/ 
/usr/ecs/&lt;mode&gt;/CUSTOM/data/DPL/Validation/260 /brokenLinks 

Check the log file and verify the 
discrepancies are logged correctly.  
Verify that the link check completes in 
X hours or less, where X is the 
number of symbolic links in the 
hidden Data Pool path selected for the 
test divided by 180,000 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
1. Verify that the discrepancies are logged and reported correctly.  
 
Verify that the link check completes in X hours or less, where X is the number of symbolic links in the hidden Data Pool path selected for the test divided by 
180,000. 
 

119 DP_81_03 TP027 DATA POOL UTILITIES - DATA POOL COLLECTION MOVE (ECS-ECSTC-
2530) 

DESCRIPTION: 
1. Ensure that there are no collections for which ftp access has been enabled for their associated HDF4 map granules. Attempt to move the HDF4 map collection 
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2. Enable at least one collection for ftp access to its associated HDF4 map granules. Attempt to move the HDF4 map collection.  
 
PRECONDITIONS: 
Mode-dependent 
 
STEPS:   
# Action Expected Result Notes 
1 Check in Datapool Maintenance GUI that ftp access is disabled for their 

associated HDF4 map granules. Set &quot;Allow ordering and viewing of 
associated MP granule&quot; to &quot;No&quot;.  Run 
EcDlMoveCollection.pl and move HDF4map collection 

Make sure the collection move 
finishes successfully. 

 

2 Run EcDlMoveCollection.pl and move the science collection that have 
associated HDF4 maps. 

Make sure the collection move 
finishes successfully and check the 
HDF4 archive map symbolic links 
were moved as well. 

 

3 Enable at least one collection for ftp access to its associated HDF4 map 
collection.  Run EcDlMoveCollection.pl 

Verify the move collection attempt is 
rejected and error message is 
displayed. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
1. Verify that this is possible.  
 
2. Verify that the attempt is rejected and the reason for rejection is explained in an error message. 
 

120 DP_81_03 TP028 DATA POOL COLLECTION REMAP (ECS-ECSTC-2531) 

DESCRIPTION: 
1. Ensure that there are no collections for which ftp access has been enabled for their associated HDF4 map granules.  
 
Attempt to remap the HDF4 map collection. 
 
PRECONDITIONS: 
Mode-dependent 
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STEPS:   
# Action Expected Result Notes 
1 Make sure ftp access for associated HDF4 map granules is enabled for at least 

one collection in Datapool Maintenance GUI by setting &quot;Allow 
ordering and viewing of associated MP granule&quot; to &quot;Yes&quot;.  
Run EcDlRemap.pl &lt;MODE&gt; -esdt &lt;ShortName&gt; <br />   -
version &lt;Version&gt; -oldgrp &lt;Any groupName&gt;  -newgrp 
&lt;destination group&gt;<br /> 

Verify that the remap attempt is 
rejected and the error message is 
displayed. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
1. Verify that the attempt is rejected and the reason for rejection is explained in an error message. 
 

121 DP_81_02_TP001 SUBMIT ESI PROCESSING REQUESTS (ECS-ECSTC-2532) 

DESCRIPTION: 
Test Case ID - 10 
 
  
 
Submit at least 50 and no more than 100 processing requests via the External Web API.  Request the return of URLs pointing to the output files. Cover the 
processing options below (the list below can be expanded to list the precise set of requests to be submitted):  
 
a)      Spatial subsetting to an LLBOX with which the target granule overlaps without data subsetting.  
 
b)      Data subsetting at the object level, at the field level, and at the band level with and without spatial subsetting.  
 
c)      Re-projection to a projection that is valid for the target collection and granule, covering all types of projections as part of this test, with and without spatial 
and data subsetting  
 
d)     Resampling employing all resampling parameters that are offered by the API, covering granules that were spatially and data subsetted and re-projected, as 
well as some granules to which not all of these conditions apply.  
 
e)      Re-formatting to GeoTIFF, including multi-band GeoTIFF, as well as leaving the result in HDF-EOS format.  
 
f)       No change, i.e., obtaining the original granule without modification.  
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PRECONDITIONS: 
For this test use at least two granules each from the following categories, including both public and hidden granules:  
 
AMSR: AE_DySno, AE_L2A, AE_Ocean, AE_SI12  
 
NSIDC MODIS: MOD10A1, MOD10A2, MOD10CM, MYD10_L2, MYD_29.5, MYD29P1N  
 
Current EDC MODIS collections and at least one current MISR collection for each of the MISR processing levels L1B, 2, and 3 shall also be used in this test. 
 
STEPS:   
# Action Expected Result Notes 
1 Before starting this test go to the Data Access Configuration Interface 

website. 
Verify that the collections that are to 
be processed are added as a part of a 
service. If they are not refer to the ITP 
that shows on how to add an existing 
collection to a service. Once verified 
that the collection is part of a service, 
it can be processed. 

 

2 Using the ESI/EGI website, submit at least 50 and no more than 100 
processing requests via the External Web API(refer to the Pre-Conditions to 
see a list of Collections that need be tested).  Request the return of URLs 
pointing to the output files. Over all of the requests divide them equaly 
amongst the next 6 processing steps. Using a working processing tool part of 
the ESI website, cover the processing option below:<br />a)      Spatial 
subsetting to an LLBOX with which the target granule overlaps without data 
subsetting. This can be achieved by putting values in the Spatial Subset 
section of the form. 

Verify that the processing for a 
granule under the listed collections 
executes and processes with no errors. 
Also verify that the correctness of the 
result matches the one produced by the 
HEG standalone tool. To install the 
standalone tool and learn how to use it 
navigate to 
http://newsroom.gsfc.nasa.gov/sdptool
kit/HEG/HEGHome.html 

 

3 Using a working processing tool part of the ESI website, cover the processing 
option below:<br />b)      Data subsetting at the object level, at the field level, 
and at the band level with and without spatial subsetting. This option can be 
achieved by selecting any options from the Bands section tree of a granule 
processing. Try a number of options for each granule 

Just as in the preceding step verify that 
there are no errors produced. Also 
verify that the corectness of the 
images produced(select GeoTiff in the 
Formats Option of the form) matches 
the picture produced from the 
standalone tool. 

 

4 Using a working processing tool part of the ESI website, cover the processing 
option below:<br />c)      Re-projection to a projection that is valid for the 
target collection and granule, covering all types of projections as part of this 
test, with and without spatial and data subsetting. This step can be done by 

Verify that there are no errors 
produced. Also verify that the 
corectness of the images 
produced(select GeoTiff in the 

 



 

318 
 

# Action Expected Result Notes 
selecting any of the projections outlined on the ESI webform. If no 
parameters are put in the parameter boxes then the defaults will be chosen. 
Try to cover all scenarios, with empty boxes as well as boxes filled in with 
custom parameters. 

Formats Option of the form) matches 
the picture produced from the 
standalone tool. The images produced 
for the same granule but with different 
projections should differ. Verify that 
this is the case. 

5 Using a working processing tool part of the ESI website, cover the processing 
option below:<br />d)     Resampling employing all resampling parameters 
that are offered by the API, covering granules that were spatially and data 
subsetted and re-projected, as well as some granules to which not all of these 
conditions apply. <br />This option really combined all of the three steps 
above. Try and combine what was done before in one request. 

Verify that there are no errors 
produced. Also verify that the 
corectness of the images 
produced(select GeoTiff in the 
Formats Option of the form) matches 
the picture produced from the 
standalone tool. The images produced 
for the same granule but with different 
resampling options should differ. 
Verify that this is the case. 

 

6 Using a working processing tool part of the ESI website, cover the processing 
option below:<br />e)      Re-formatting to GeoTIFF, including multi-band 
GeoTIFF, as well as leaving the result in HDF-EOS format. This option can 
be achieved by selecting GeoTiff from the Format dropdown. Try a few 
granules with both options only. Everything else should be left at its defult 
state. 

Verify that there are no errors 
produced. 

 

7 Using a working processing tool part of the ESI website, cover the processing 
option below:<br />f)       No change, i.e., obtaining the original granule 
without modification.<br />Process a granule with just the default options 
produced on the ESI form. Nothing should be selected 

Verify that there are no errors 
produced. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
For each of these cases, verify that the resulting HEG executions are correct, for example, by verifying that the HEG parameter file is correct and the correct 
executable will be invoked; or by verifying the resulting outputs against the result of the same HEG processing requests performed via the current software.  
 
Verify that the correct URLs are returned. 
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122 DP_81_02_TP002 ESI PROCESSING ON PLATFORM NOT ATTACHED TO THE SAN (ECS-
ECSTC-2533) 

DESCRIPTION: 
Test Case ID - 20 
 
  
 
Repeat at least 10 of the test scenarios in DP_81_02_TP001 (Test Case ID - 10) but ensure that the HEG tool runs on a platform different from the one used by 
the SDPS External Web Service API and simulate a situation where the tool platform is not attached to the StorNext file systems. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Repeat at least 10 of the test scenarios in DP_81_02_TP001 (Test Case ID - 

10) but ensure that the HEG tool runs on a platform different from the one 
used by the SDPS External Web Service API and simulate a situation where 
the tool platform is not attached to the StorNext file systems.<br />To 
achieve that the best case is to execute some of the tests in DP_81_02_TP001 
(Test Case ID - 10) on the same ESI interface but deployed on a different 
host. A host that is suitable is the i4oml01. 

The ESI webpage on an alternative 
host has been found. Verify that this 
instance is not connected to the 
/datapool folder, or the stornext 
systems 

 

2 Configure a new service in the Data Access GUI which points to a HEG (or 
other tool adapter) running on a host which is not connected to the datapool 
file system.  Configure the collection you wish to test with to be processable 
via this new service.   The best place to run this service is i4oml01.  See one 
of the Data Access developers to ensure that an appropriate tool adapter is 
installed and up to date on this host. 

Verify that the new service shows up 
under the collection used for testing. 

 

3 Open the ESI webpage, drill down to a granule in the collection used for this 
test, and fill out the order form specifying the newly created service.   Submit 
the request to EGI. 

Verify that the results are accessable 
from the web browser (with no need to 
log in to a specific machine to see the 
file) and that they match to what was 
observed in the DP_81_02_TP001 
(Test Case ID - 10). Also verify that 
the results match the results obtained 
from the HEG standalone tool. 
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TEST DATA: 
 
EXPECTED RESULTS: 
Verify that the results are the same as those in DP_81_02_TP001 (Test Case ID - 10). 
 

123 DP_81_02_TP004 ESI HEG PROCESSING ERRORS (ECS-ECSTC-2534) 

DESCRIPTION: 
Test Case ID - 30 
 
  
 
Submit requests that will result in HEG processing errors or no outputs.  Use the list of NCRs and HEG improvements made to recognize such errors as a guide 
to complete the list below. Examples:  
 
a)      Geographic subsetting for an area not covered by the granule in question.  
 
b)      Re-projections with parameters that are invalid given the geographic coverage of the granule.  
 
c)      Subsetting for bands that cannot be subsetted.  
 
d)     The HEG tool adapter cannot be contacted.  
 
e)      The HEG tool command fails. The HEG tool execution times out. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Note, all requests in this test should be submitted to the EGI service as 

either synchronous or asycnchronous requests.  The easiest way to build 
requests is to use the ESI inventory drilldown and then click the EGI link or 
use the provided wget command line.</i> 

 #comment 

2 Submit requests that will result in HEG processing errors or no outputs.<br 
/>a)      Geographic subsetting for an area not covered by the granule in 
question. <br />For this part first find teh granule to be used for this test.  Use 
the Simple Inventory Interface to get some information about the granule: e.g.  
http://f4hel01:22500/SimpleInventoryInterface_DEV01/geofile/290275.xml 

The maximum allowed bounding box 
has been determined for the granule. 
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# Action Expected Result Notes 
for granule 290275 in the DEV01 mode. The elements in the XML named 
BBox will list the allowable bounding box dimensions for this granule.    Any 
requests for subsetting outside of those coordinates would produce an error 
since the granule does not have that information. 

3 Submit a request to EGI with coordinates that fall outside of the granule's 
range. 

The request should fail and an error 
message should be produced. 

 

4 b)      Re-projections with parameters that are invalid given the geographic 
coverage of the granule. This part deals with a reprojection to a different 
projection with invalid selected parameters. Such examples could be selecting 
negative numbers or out of bounds values for otherwise bounded parameters. 
For more help on selecting those values contact the HEG administrator.<br 
/>When ready head over to the ESI website and submit a valid granule 
processing with a re-projection to a different projection by selecting a 
projection and supplying invalid projection values. 

The ESI website produces an error 
showing what went wrong. 

 

5 c)      Subsetting for bands that cannot be subsetted.  <br />For this part of the 
test select a band that is not supported for the granule. For more datails on 
selecting one contact the HEG support specialist. One example is the 
AE_Ocean collection, the Position_in_Orbit and Scan_quality_flag bands. 

When processing an error is seen 
displaying what the problem is. 

 

6 d)     The HEG tool adapter cannot be contacted. <br />In order to do this 
stem one would have to stop the HegService tool adapter from the Tomcat 
Manager. Open the Tomcat Manager GUI for the mode that you are working 
for and find HegService_&lt;MODE&gt;. Click on the stop link to stop the 
tool adapter. Once the tool adapter has been stopped navigate back to the ESI 
website and try to process a granule. 

Since the tool adapter has been 
stopped the granule should not be 
processed and a valid error message 
should be returned. 

 

7 e)      The HEG tool command fails. The HEG tool execution times out.<br 
/>For this part select a granule that is part of collection that will take 
processing for a long enough time so that the HEG systems times out.  If 
necessary set the timeout value sufficiently low in the HegService properties 
file such taht teh execution will not complete in the allowed time. 

The system will produce the 
appropriate error - it will time out. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
Verify that the Internal API returns:  
 
a)   A correct classification of the error 
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b)   An error description 
 

124 DP_81_02_TP005 SDPS WEB API REQUEST ERROR HANDLING - NO SAN CONNECTION (ECS-
ECSTC-2535) 

DESCRIPTION: 
Test Case ID - 50 
 
  
 
Repeat several of the test scenarios in DP_81_02_TP004( Test Case 30) but ensure that the HEG tool runs on a platform different from the one used by the SDPS 
External Web Service API and simulate a situation where the tool platform is not attached to the StorNext file systems. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Repeat several of the test scenarios in  DP_81_02_TP004( Test Case 30) but 

ensure that the HEG tool runs on a platform different from the one used by 
the SDPS External Web Service API and simulate a situation where the tool 
platform is not attached to the StorNext file systems.<br /><br />To achieve 
that the best case is to execute some of the tests in TP001 on the same ESI 
interface but specifying a tool adapter deployed on a different host. A host 
that is suitable is the i4oml01. 

The ESI webpage on an alternative 
host has been found. Verify that this 
instance is not connected to the 
/datapool folder, or the stornext 
systems 

 

2 Configure a new service in the Data Access GUI which points to a HEG (or 
other tool adapter) running on a host which is not connected to the datapool 
file system.  Configure the collection you wish to test with to be processable 
via this new service.   The best place to run this service is i4oml01.  See one 
of the Data Access developers to ensure that an appropriate tool adapter is 
installed and up to date on this host. 

verify  that the new service shows up 
under the collection used for this test. 

 

3 Open the ESI webpage, drill down to a granule in the collection used for this 
test, and fill out the order form specifying the newly created service.   Submit 
the request to EGI. 

Verify that the results are accessable 
from the web browser (with no need to 
log in to a specific machine to see the 
file) and that they match to what was 
observed in the DP_81_02_TP004 
(Test Case ID - 30). Also verify that 
the results match the results obtained 
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# Action Expected Result Notes 
from the HEG standalone tool. 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
Verify that the result for these test scenarios is the same as in DP_81_02_TP004( Test Case 30). 
 

125 DP_81_02_TP006 SDPS WEB API CONCURRENT REQUESTS (ECS-ECSTC-2536) 

DESCRIPTION: 
Test Case ID - 60 
 
  
 
Submit several of the requests mentioned in DP_81_02_TP001 (Test Case ID - 10) and DP_81_02_TP002 (Test Case ID - 20) concurrently. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Select at least one HEGable collection that has several ingested granules 

which can be processed. 
A list of colelctions for this test has 
been made. 

 

2 Ensure that there is at least one sercvice enabled for each of the colelctions.  
This can be done in the Data Access GUI.  To link a collection to an existing 
service, in the Data Access GUI, go to the 'Collection Configuration&quot; 
tab, and right click the collection.  Then click &quot;Add new Service&quot;.  
A list of valid services will be given.  Click on one of those services.  Any 
valid service could be used, but the HEG service is probably the best one to 
use. 

Verify that at least one service shows 
up under each of the collections being 
tested in the &quot;Collection 
Configuration&quot; tab. 

 

3 Submit four ESI requests via the EGI web service.  The ESI inventory 
drilldown can be used to generate a valid request.   Ensure there are 3 
granules requiring processing for each request. Also ensure that the granules 
requre heavy processing. Further change the properties files to an invalid 
request, in other words select an invalid BBOX, or invalid projection name, 
something that would fail when processing.  The requests will need to be 

Verify that the orders have been 
processed. Verify that by going to the 
Data Access Gui and seeing them 
queue in the Monitor tab. The four 
processed requests should appear on 
that page. Further verify that the GUI 
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# Action Expected Result Notes 
submitted concurrently:  The easiest way to do this would be to use ESI 
drilldown to build a request and then to copy the wget command line that is 
provided back to you.  Then, the wget command lines can be pasted in to one 
or more linux terminals and run that way, instead of in the browser. 

indicates that the requests have 
completed, except for the one which 
had an error.  Verify that it is clear that 
teh request with an error has failed.  
Also verify that the processing 
instructions can be viewed for each 
granule in each request. 

4 View the status of each request using the request status service: e.g. 
http://f4hel01:22500/egi_DEV01/request/464 for request id 464 in mode 
DEV01. 

Verify that the request status response 
indicates that teh requests have 
succeeded and that 3/3 granules have 
been processed for all except the failed 
request.  Verify that the response for 
the failed request indicates that the 
request failed.  Verify that the 
response for the successful requests 
lists URLs to download the results of 
the processing. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
Verify that the result is the same as that obtained in DP_81_02_TP001 (Test Case ID - 10) and DP_81_02_TP002 (Test Case ID - 20). 
 

126 DP_81_02_TP007 SDPS WEB API - REQUESTS IN MULTIPLE MODES (ECS-ECSTC-2537) 

DESCRIPTION: 
Test Case ID - 70 
 
  
 
Submit several of the requests mentioned in DP_81_02_TP001 (Test Case ID - 10) and DP_81_02_TP002 (Test Case ID - 20) concurrently and in two different 
modes.   
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 This test case operates in the same fashion TP006  does, with the only 

exception that one is running those same requests on two different running 
HEG Web Instances(different modes). Go back to TP006 and follow ste same 
steps but this time do them in two different instances of HEG ESI(modes). 

Just as in TP006 verify that the 
requests complete successfully and no 
errors have been observed. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
Verify that the result is the same as that obtained in DP_81_02_TP001 (Test Case ID - 10) and DP_81_02_TP002 (Test Case ID - 20). 
 

127 DP_81_02_TP009 SIMPLE INVENTORY INTERFACE (ECS-ECSTC-2538) 

DESCRIPTION: 
Test Case ID - 100 
 
  
 
Submit at least two requests for each type of SDPS inventory information supported by the simplified ‘SDPS Inventory Web API’, using that API:  
 
a)      Granule inventory information 
 
b)      Service information 
 
c)      Granule HDF information 
 
  
 
Also submit requests that will result in these errors:  
 
a)      Requests for information about a granule that is not in the AIM/DPL inventory  
 
b)      Requests for a service that is not configured in ESI 
 
PRECONDITIONS: 
 



 

326 
 

STEPS:   
# Action Expected Result Notes 
1 Submit at least two requests for granule inventory information by pointing 

your browser to: 
http://&lt;host&gt;:&lt;port&gt;/SimpleInventoryInterface_&lt;MODE&gt;/g
ranule/&lt;GranuleId&gt;.xml 

verify that you get a response 
containing XML conforming to the 
schema defined by 
http://newsroom.gsfc.nasa.gov/esi/8.1/
schemas/SimpleInventoryInterface.xsd 
and 
http://newsroom.gsfc.nasa.gov/esi/8.1/
schemas/doc/sii/index.html .  Verify 
that the information in this XML 
validates against the schema and is 
correct. 

 

2 Submit at least two requests for Service information by pointing your browser 
to 
http://&lt;host&gt;:&lt;port&gt;/SimpleInventoryInterface_&lt;MODE&gt;/s
ervice/&lt;Service name&gt;.xml 

Verify that you get an XML response 
containing information about the 
specified ESI service.  There is 
currently no XML schema defined for 
this response, but verify that it is well 
formed XML and looks like :                  
&lt;ServiceInfo&gt;&lt;Service&gt;&l
t;ServiceId&gt;1&lt;/ServiceId&gt;&lt
;Name&gt;HEG&lt;/Name&gt;&lt;De
scription&gt;HDF-EOS to GeoTiff 
Converter(HEG)&lt;/Description&gt;
&lt;ServicePath&gt;http://f4hel01:225
00/HegService_DEV01&lt;/ServicePa
th&gt;&lt;RequestType&gt;sync&lt;/
RequestType&gt;&lt;MaxActiveAsyn
cJobs&gt;4&lt;/MaxActiveAsyncJobs
&gt;&lt;MaxActiveSyncJobs&gt;4&lt
;/MaxActiveSyncJobs&gt;&lt;Timeou
t&gt;30&lt;/Timeout&gt;&lt;AllowTe
mporalFlag&gt;N&lt;/AllowTemporal
Flag&gt;&lt;AllowSpatialFlag&gt;Y&
lt;/AllowSpatialFlag&gt;&lt;Host&gt;i
4oml01:45443&lt;/Host&gt;&lt;/Servi
ce&gt;&lt;/ServiceInfo&gt; 

 

3 Submit at least two requests for Granule HDF information by pointing your 
browser to 

Verify that you get an XML response 
containing information information 
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# Action Expected Result Notes 
http://&lt;host&gt;:&lt;port&gt;/SimpleInventoryInterface_&lt;MODE&gt;/g
eofile/&lt;granuleId&gt;.xml 

about the contents of the HDF file(s) 
associated with the specified granule.  
.  There is currently no XML schema 
defined for this response, but verify 
that it is well formed XML and looks 
like :  
&lt;geoFileInfo&gt;&lt;File_URL&gt;
http://f4hel01:22500/getfile_DEV01?F
ILE_URLS=/datapool/DEV01/user/FS
2/MOST/MOD10CM.005/2010.03.01/
MOD10CM.A2010060.005.20100962
15323.hdf&lt;/File_URL&gt;&lt;For
mat&gt;HDF4&lt;/Format&gt;&lt;Dat
aObject&gt;&lt;Subset_Data_Layer&
gt;MOD_CMG_Snow_5km:Snow_Co
ver_Monthly_CMG&lt;/Subset_Data_
Layer&gt;&lt;Projection&gt;GEOGR
APHIC&lt;/Projection&gt;&lt;Projecti
on_Parameters/&gt;&lt;BBox&gt;-
90.0, -180.0, 90.0, 
180.0&lt;/BBox&gt;&lt;DataOrg&gt;
EOS_GRID&lt;/DataOrg&gt;&lt;hega
ble&gt;true&lt;/hegable&gt;&lt;/Data
Object&gt;&lt;DataObject&gt;&lt;Su
bset_Data_Layer&gt;MOD_CMG_Sn
ow_5km:Snow_Spatial_QA&lt;/Subse
t_Data_Layer&gt;&lt;Projection&gt;G
EOGRAPHIC&lt;/Projection&gt;&lt;
Projection_Parameters/&gt;&lt;BBox
&gt;-90.0, -180.0, 90.0, 
180.0&lt;/BBox&gt;&lt;DataOrg&gt;
EOS_GRID&lt;/DataOrg&gt;&lt;hega
ble&gt;true&lt;/hegable&gt;&lt;/Data
Object&gt;&lt;/geoFileInfo&gt; 

4 Submit a request for granule inventory information for a non existant granule 
by pointing your browser to : 
http://&lt;host&gt;:&lt;port&gt;/SimpleInventoryInterface_&lt;MODE&gt;/g
ranule/&lt;GranuleId&gt;.xml  where &lt;GranuleId&gt; refers to a granule 
that is not in the inventory. 

Verify that an error is returned 
indicating that the specified granule 
was not found 
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# Action Expected Result Notes 
5 Submit a request  for Service information for a non existant granule by 

pointing your browser to 
http://&lt;host&gt;:&lt;port&gt;/SimpleInventoryInterface_&lt;MODE&gt;/s
ervice/&lt;Service name&gt;.xml where Service name is not a configured 
service in ESI. 

Verify that an error is returned 
indicating that the specified service 
was not found 

 

6 Submit a request for Granule HDF information for a non existant granule by 
pointing your browser to 
http://&lt;host&gt;:&lt;port&gt;/SimpleInventoryInterface_&lt;MODE&gt;/g
eofile/&lt;granuleId&gt;.xml where granuleId is nto a valid granul ein the 
inventory. 

Verify that an error is returned 
indicating that the specified granule 
was not found 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
Verify the correctness of each result 
 

128 CRITERIA 30 9-20 (ECS-ECSTC-2539) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

129 CRITERIA 30 9-21-23 (ECS-ECSTC-2540) 

DESCRIPTION: 
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PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

130 CRITERIA 30 9-26-30 (ECS-ECSTC-2541) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

131 CRITERIA 30 BACKLOG SPRINT 1 (ECS-ECSTC-2542) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
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TEST DATA: 
 
EXPECTED RESULTS: 
 

132 CRITERIA 30 SPRINT 1 STORY 1 (ECS-ECSTC-2543) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

133 CRITERIA 30 SPRINT 1 STORY 2 (ECS-ECSTC-2544) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
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134 CRITERIA 30 SPRINT 1 STORY 3 (ECS-ECSTC-2545) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

135 DP_81_02_TP028 CONFIGURE PACKAGING OPTIONS (ECS-ECSTC-2546) 

DESCRIPTION: 
Test Case ID - 320 
 
  
 
Configure OMS to offer packaging options (gzip) for FTP Pull orders. 
 
Submit an FTP pull order that requires processing for at least two granules. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <br />Configure OMS to offer packaging options for FTP Pull orders.<br 

/>Submit an FTP pull order that requires processing for at least two granules. 
  

2 Connect to the host in which mode you are testing, and navigate to the 
following location:<br />/usr/ecs/DEV01/CUSTOM/cfg<br />Open 
EcOmOrderManager.CFG for editing. 

Make sure in 
EcOmOrderManager.CFG the 
following option is set:<br /> <br 
/>FTP_PULL_OPTIONS = GZIP 
UNIX TAR ZIP<br /> 

 

3 Submit an FTP Pull order using the EWOC client driver specifying your  An EWOC order has been submitted.  
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# Action Expected Result Notes 
email address in the properties file. (see DP_81_02_TP028). Verify that the order shows up in the 

OMS Gui and it processes fine. Verify 
that you received an email with links 
to the output products using all four 
different types of compression. 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
Verify that the order completes successfully. 
 
Verify that the DN contains an FTP pull download link to a gzip compressed file. 
 
Verify that the gzip compressed file contains all of the output files for the order and they are correct. 
 

136 DP_81_02_TP029 SDPS WEB API FOR LOCAL REQUESTS ON HIDDEN GRANULES (ECS-
ECSTC-2547) 

DESCRIPTION: 
Test Case ID - 330  
 
  
 
Submit a request from outside the firewall(EGI) that requires processing of a granule that is in the hidden Data Pool. 
 
Submit the same request from within the firewall(ESI). 
 
  
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>NOTE:  'Inside' and 'outside' of firewall in this test simply indicate which 

interface is being used to submit the request, the EGI (which runs on an 
 #comment 
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# Action Expected Result Notes 
externally accessible host and is open to outside clients such as Reverb) and 
ESI (whcih runs on an internal host and is only accessible within the local 
network).  Both parts of the test can be executed from the same actual client 
machine, as long as it is inside the DAAC firewall.</i> 

2 Find a granule that is hidden in the datapool (i.e. IsOrderOnlyFlag = 'H') A suitable granule has been identified.  
3 Go to the ESI order generation form for this granule at 

&lt;esi_url&gt;/forms/&lt;shortnam&gt;.&lt;versionid&gt;:&lt;GranuleId&gt
; (e.g. http://f4hel01:22500/esi_TS2/forms/MOD10CM.005:51405) 

Order options for the granule are 
displayed. 

 

4 Fill in the desired order options and press the 'Submit' button for teh 
processing tool which is being used. 

Order options hav been selected.  

5 Press the &quot;Submit POST to EGI&quot; button to submit a request for 
this granule to the EGI (external) interface. 

Verify that the request is rejected with 
an appropriate message. 

 

6 Return to the previous page and copy the URL under &quot;ESI Request 
URL (GET)&quot;.  copy this URL to the location bar and press enter. 

Verify that the request completes 
successfully and no errors are 
received. <br /> 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
Verify that the request originating from outside the firewall is rejected with an appropriate error message. 
 
Verify that the request originating from inside the firewall completes successfully. 
 

137 DP_81_02_TP030 SDPS WEB API REQUEST CLEANUP (ECS-ECSTC-2548) 

DESCRIPTION: 
Test Case ID - 340 
 
  
 
Configure the interval for keeping SDPS Web API outputs to 1 day. 
 
Submit an on-demand processing request. 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 Go to the HEG Data Access Configuration Interface in the mode that you are 

operating in and click on the Application Configuration tab. Configure the 
interval for keeping SDPS Web API outputs( REQUEST_CLEANUP_AGE) 
to 1 day and the cleanup interval (REQUEST_CLEANUP_INTERVAL) to 1 
hour. 

The interval SDPS Web API time 
limit has been set 

 

2 Next open the ESI website and select a valid HEGable granule to process. 
Process the granule as normal. 

Verify that a message has been seen in 
the output the displays that the user 
has 1 day to retrieve the output file. 
Also there should not be any errors in 
the output. Further verify that the 
output file shown in the output is 
present in the file system, as well as 
present as a download link.(Do not 
close the page, will be needed in step 
5) 

 

3 For this step do asynchronous request by using an EWOC request(for 
assistance look at DP_81_02_TP019 Processing Services Operator 
Interventions). 

Once the EWOC request has been 
executed verify that the output file is 
present, an email has been received, 
the granule request has been observed 
in the OMS GUI. 

 

4 Wait 1 day (or find a request that was completed &gt;= 1 day ago) Verify that the cleanup age has passed  
5 Go back to the file system and try to find the output files generated from step 

2 and 3 
The files should not be found. They 
should be deleted. Verify that also by 
clicking on the download link from 
step 2 (can also be retrieved by going 
to 
&lt;egi_URL&gt;/request/&lt;requestI
D&gt;) the browser should produce a 
file not found error 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
Verify that information is presented to the user specifying that the outputs will be unavailable after 1 day. 
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Verify that prior to 3 hours the files are available and accessible via the download link. 
 
Verify that the outputs are removed from the file system after 1 day has passed (it is acceptable for the removal from disk to take up to 10 minutes). 
 
Verify that clicking on the download link after the files have been removed results in an error indicating the files are not present. 
 
  
 

138 DP_81_02_TP031 SDPS WEB API ASYNCHRONOUS REQUESTS (ECS-ECSTC-2549) 

DESCRIPTION: 
Test Case ID - 350 
 
  
 
Submit several asynchronous web requests.  Ensure that the requests will take enough time to complete to allow for monitoring.  Ensure that at least one but not 
all requests specify email notification. 
 
  
 
Submit one asynchronous web request which exceeds the configured request size limitation. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 In the Data Access GUI, go to the Application Configuration tab.  Expand the 

EGI config group. Set the 
&quot;MAX_GRANS_SINGLE_ASYNC_REQUEST&quot; parameter to a 
value low enough that you can submit a request with more granules than this 
limit.  Note that MAX_GRANS_FOR_SYNC_REQUEST is already set to 1.  
This value should not be changed. 

Verify that it is possible to configure 
an asyncronous request size limitation. 
And that the synchronous request size 
limitation is hard coded to 1. 

 

2 <i>In order to submit the requests listed in the below steps, use the ESI 
interface to drill down, select granule(s), and build a request.    After clicking 
submit on the form, you will be presented with a number of links.  Click the 
EGI link for synchronous requests, or copy/paste the provided wget command 
line into a terminal for async requests.</i> 

 #comment 

3 Submit several asynchronous web requests with granule counts not exceeding 
the configured &quot;MAX_GRANS_SINGLE_ASYNC_REQUEST&quot; 

Verify that providing an email address 
can be included in an asynchronous 
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# Action Expected Result Notes 
value.  Ensure that the requests will take enough time to complete to allow for 
monitoring.  Ensure that at least one but not all requests specify email 
notification. 

web request. 

4 View the immediate response to the request, either in the browser or on the 
command line, depending on how the request was submitted. 

Verify that all of the requests receive 
request tracking information in the 
immediate request response, 
regardless of whether an email address 
is specified in the request. 

 

5 Check the inbox of the email address that was provided in the requests. Verify that all of the requests 
specifying email notification receive a 
request acceptance email which 
includes a request identification. 

 

6 Go to the Monitoring tab of the  Data Access GUI Verify that the Data Access GUI 
displays all of the requests currently in 
progress including which backend 
services are being used for the request, 
number of granules, and current state. 

 

7 Wait a few minutes and then once again check the inbox for the email address 
used in the requests 

Verify that all of the requests 
specifying email notification receive 
an email on completion of the request 
which includes the request 
identification and download link(s). 

 

8 Check the Monitoring tab of the Data Access GUI Verify that all requests below the 
request size limitation complete 
successfully. 

 

9 Submit one asynchronous web request which exceeds the configured request 
size limitation. Note that for this request you have to submit this 
Asynchronous request through the webpage by clicking on the &quot;Submit 
POST to EGI&quot; button. 

Verify that the request exceeding the 
request size limitation is rejected with 
an appropriate error message and not 
queued for processing. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
Verify that it is possible to configure a request size limitation. 
 
Verify that providing an email address can be included in an asynchronous web request. 
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Verify that the Data Access GUI displays all of the requests currently in progress including which backend services are being used for the request, number of 
granules, and current state. 
 
Verify that all requests below the request size limitation complete successfully. 
 
Verify that the request exceeding the request size limitation is rejected with an appropriate error message and not queued for processing.  
 
Verify that all of the requests specifying email notification receive a request acceptance email which includes a request identification. 
 
Verify that all of the requests receive request tracking information in the immediate request response, regardless of whether an email address is specified in the 
request.  
 
Verify that all of the requests specifying email notification receive an email on completion of the request which includes the request identification and download 
link(s). 
 
  
 
  
 

139 DP_81_02_TP032 SDPS WEB API ASYNCHRONOUS DUPLICATE REQUESTS (ECS-ECSTC-2550) 

DESCRIPTION: 
Test Case ID - 360 
 
  
 
[DESIRABLE] 
 
  
 
Submit several identical asynchronous requests within a short time period to the SDPS web service and one request by the same user that specifies a similar but 
different request. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>This is currently not implemented and will fail.</i>  #comment 
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# Action Expected Result Notes 
2 (Desirable - may not get implemented soon) Submit several identical 

asynchronous requests within a short time period to the SDPS web service 
and one request by the same user that specifies a similar but different request. 

Verify that the identical requests do 
not cause processing to occur more 
than one time and do not cause an 
additional request to be created (ie 
verify that the same request ID is 
returned for all of the identical 
requests).<br />Verify that the similar 
but different request is processed and 
has a different request ID than the 
others.<br />Verify that all requests 
complete successfully and no errors 
are returned to the end user. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
Verify that the identical requests do not cause processing to occur more than one time and do not cause an additional request to be created (ie verify that the same 
request ID is returned for all of the identical requests). 
 
Verify that the similar but different request is processed and has a different request ID than the others. 
 
Verify that all requests complete successfully and no errors are returned to the end user. 
 

140 DP_81_02_TP033 SDPS WEB API SUSPEND AND RESUME REQUEST ACCEPTANCE (ECS-
ECSTC-2551) 

DESCRIPTION: 
Test Case ID - 370 
 
  
 
Suspend the acceptance of requests via the SDPS Web API for two collections. 
 
Submit one request for each of the two suspended collections and submit at least one request for two collections that are not suspended. 
 
Perform Verification Set 1. 
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Suspend the acceptance of all requests via the SDPS Web API. 
 
Submit at least one request for each of the 4 collections used previously. 
 
Perform Verification Set 2. 
 
Resume the acceptance of requests via the SDPS Web API for the two collections. 
 
Submit at least one request for each of the 4 collections used previously. 
 
Perform Verification Set 3. 
 
Resume the acceptance of all requests via the SDPS Web API. 
 
Submit at least one request for each of the 4 collections used previously. 
 
Perform Verification Set 4. 
 
PRECONDITIONS: 
Need granules for at least four collections that can all be processed. 
 
STEPS:   
# Action Expected Result Notes 
1 Suspend the acceptance of requests via the SDPS Web API for two 

collections. This part can be achieved by going to the Configuration GUI, and 
going to the Collection Configuration Tab. Select a collection that has 
ingested granules that appear on the ESI/EGI website. Right click on that 
collection, and select Disable all services. This will disable processing for the 
collection in question.<br /> 

Verify that after that has been done the 
services under that collection show as 
greyed out. 

 

2 Perform Verification Set 1.<br />Suspend the acceptance of all requests via 
the SDPS Web API(Configuration GUI).<br />Submit at least one request for 
each of the 4 collections(2 disabled and 2 enabled) used previously. 

Verify that the requests for the two 
suspended collections are rejected 
with an appropriate error message.<br 
/>Verify that the requests for the two 
active collections complete 
successfully.<br />Verify that the Data 
Access GUI displays the correct status 
for each of the four collections (two 
suspended, two active). 
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# Action Expected Result Notes 
3 Perform Verification Set 2.<br />Resume(Enable) the acceptance of requests 

via the SDPS Web API for the two collections(the ones that were disabled in 
Step 2).<br />Submit at least one request for each of the 4 collections used 
previously. 

Verify that all requests have passed 
with an appropriate error message.<br 
/>Verify that the Data Access GUI 
displays the acceptance of all 
processing requests as suspended. 

 

4 Perform Verification Set 3.<br />Go back to the Config GUI and disable all 
four collections(see step 1).<br />Resume the acceptance of all requests via 
the SDPS Web API/EGI.<br />Submit at least one request for each of the 4 
collections used previously. 

Verify that all requests are rejected 
with an appropriate error message.<br 
/>Verify that the Data Access GUI 
displays the acceptance of all 
processing requests as suspended. 

 

5 Perform Verification Set 4.<br />Go back to the Config GUI and enable the 
four disabled collections in Step 4.<br />Run 4 ESI/EGI requests on granules 
that are part of that collection. 

Verify that the requests for all four 
collections complete successfully.<br 
/>Verify that the Data Access GUI 
displays all collections as active and 
the acceptance of processing requests 
as active. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
Verification Set 1: 
 
Verify that the requests for the two suspended collections are rejected with an appropriate error message. 
 
Verify that the requests for the two active collections complete successfully. 
 
Verify that the Data Access GUI displays the correct status for each of the four collections (two suspended, two active). 
 
  
 
Verification Set 2: 
 
Verify that all requests are rejected with an appropriate error message. 
 
Verify that the Data Access GUI displays the acceptance of all processing requests as suspended. 
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Verification Set 3: 
 
Verify that all requests are rejected with an appropriate error message. 
 
Verify that the Data Access GUI displays the acceptance of all processing requests as suspended. 
 
  
 
Verification Set 4: 
 
Verify that the requests for all four collections complete successfully. 
 
Verify that the Data Access GUI displays all collections as active and the acceptance of processing requests as active. 
 

141 DP_81_02_TP034 SDPS WEB API PERFORMANCE (ECS-ECSTC-2552) 

DESCRIPTION: 
Test Case ID - 380 
 
  
 
Submit a request for the SDPS Web API Description. 
 
Submit a request for the SDPS Processing Options Document covering at least 30 collections configured for HEG processing. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Note the the requirement only states the performance requirements for the 

server side processing and does not say anything about network latency.  It is 
assumed that when in a test environment, where the client and host are on the 
same network, this latency will be negligible.  Therefore, in these tests, we 
are looking at total round trip time. If performance proves to be insufficient, 
then we can find other ways to run the test (e.g. looking at server side logs).  
But doing it this way is preferable because it is easier to get the ellapsed 
times.</i> 

 #comment 

2 Perform a wget on Note the ellapsed time at the bottom of  
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# Action Expected Result Notes 
http://newsroom.gsfc.nasa.gov/esi/8.1/schemas/ESIRequestExternal.xsd. the wget output.  Verify that it is less 

than 1 second. 
3 <i>Note, the SDPS Web API Description has yet to be implemented.  So the 

next step will currently fail</i> 
 #comment 

4 Perform a wget on the SDPS Web API Description at 
http://newsroom.gsfc.nasa.gov/esi/8.1/schemas/index.html. 

Note the ellapsed time at the bottom of 
the wget output.  Verify that it is less 
than 1 second. 

 

5 Construct 30 collection capability request URLs in the form of: 
http://f4hel01:22500/esi_DEV01/capabilities/AE_DySno.002 (subsitiuting 
teh correct host, port, mode, shortname, and versionID).  Put these URLs in 
to a file, one per line.  Then run &quot;wget -i &lt;filename&gt;&quot; to 
download all of the files. 

Note the ellapsed time at the bottom of 
the wget output.  Verify that this 
indicates that the total time for all 30 
downlaods was less than 500 
milliseconds plus 100 milliseconds for 
each collection. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
Verify the SDPS Web API Description is returned in less than one second (measured from the arrival of the request to the start of transmission of the response). 
 
Verify that the SDPS Processing Options Document is returned in less than 500 milliseconds plus 100 milliseconds for each collection configured for processing 
(measured from the arrival of the request to the start of the transmission of the response). 
 

142 DP_81_02_TP035 SDPS WEB API MONITORING, MANAGEMENT, AND REPORTING (ECS-
ECSTC-2553) 

DESCRIPTION: 
Test Case ID - 390 
 
  
 
Submit requests to the SDPS Web API such that there are requests processing throughout the duration of the test. 
 
Perform verification set 1. 
 
Cause the HEG service to be unavailable. 
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Perform verification set 2. 
 
Cause the HEG service to be available again. 
 
Verification set 3: 
 
Cause the HEG service to be available again. 
 
PRECONDITIONS: 
 
 
 
 
S-MSS-
x0010  

The SDPS System Monitoring, Event Detection, and Response Service shall allow DAAC staff to monitor the capacity demands for internal resources 
that are used to process web access requests submitted via the SDPS Web API [DESIRABLE: separately for accesses from ECHO/Reverb vs. others.].  

S-MSS-
x0020  

The SDPS System Monitoring, Event Detection, and Response Service shall allow DAAC staff to monitor the status (e.g., availability) of internal 
resources that are required to process web access requests submitted via the SDPS Web API.  

S-MSS-
x0030  

The SDPS System Monitoring, Event Detection, and Response Service shall be able to alert DAAC staff when internal resources that are required to 
process web access requests submitted via the SDPS Web API have become unavailable and clear such alerts when the availability of such resources 
has been restored.  

 
STEPS:   
# Action Expected Result Notes 
1 Submit requests to the SDPS Web API such that there are requests processing 

throughout the duration of the test.  For instance, submit a bunch or requests 
beforehand to build a queue, or have a script running which trickles requests 
in while performing the test.  The idea is to replicate a normal operational 
environment. 

Verify that requests are queued and 
processing in teh HEG service.  Verify 
that it is possible in hyperic to:<br />-
monitor the number of requests in 
progress for the HegService.<br />-
monitor the number of queued 
requests<br />-monitor the average 
completion time for requests<br />-
monitor the cpu and memory usage of 
the hosts where HegService, esi, egi, 
and other data access services are 
running.<br /> 

 

2 Cause the HEG service to be unavailable using either the tomcat manager or 
thru Hyperic. 

Verify that a hyperic alert is generated 
within one minute of the HEG service 
becoming unavailable and that:<br />-
The HEG Service status is displayed 
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# Action Expected Result Notes 
as unavailable in the Hyperic GUI. <br 
/>-An email has been dispatched and 
delivered from Hyperic.<br />- Shut 
down the hyperic Agent<br /> 

3 Cause the HEG service to be available again using either the tomcat manager 
or thru Hyperic. 

Verify that once started, the HEG 
service is shown as started in Hyperic 
with 100% availability.  <br />Verify 
that the alert is marked as fixed in the 
Hyperic GUI within one minute of the 
HEG service becoming available and 
that:<br />-The HEG Service status is 
displayed as available in the Hyperic 
GUI. <br />-An email has been 
dispatched and delivered from Hyperic 
indicating that the HEG Service is 
now available.<br />-Bring the 
hyperic Agent up 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
Use Hyperic for the verification steps 
 
  
 
Verification set 1: 
 
Verify that it is possible to monitor the number of HEG requests in progress. 
 
Verify that it is possible to monitor the memory usage and CPU usage of the host on which the HEG service, esi, egi, and other services are running. 
 
  
 
Verification set 2: 
 
Verify that an alert is generated within one minute of the HEG service becoming unavailable. 
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Verify that the HEG status is displayed as unavailable. 
 
  
 
Verification set 3: 
 
Verify that the alert is marked as fixed within one minute of the HEG service becoming available. 
 
Verify that the HEG status is displayed as available. 
 

143 DP_81_02_TP036 EXPORT SDPS WEB API METRICS TO EMS (ECS-ECSTC-2554) 

DESCRIPTION: 
Test Case ID - 400 
 
  
 
Submit ESI requests for collections specified in test case 10 such that there are a combination of both synchronous and asynchronous web requests which require 
both the HEG and GDAL services.  In addition submit several OMS orders requesting processing using both the HEG and GDAL services. 
 
  
 
Run the EMS extraction utility and send the resulting flat file to EMS for verification. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>The first set of test procedures can be done locally without a crontab 

setup</i> 
 #comment 

2 Verify that the mode is configured to log Apache events.  <br />Make an 
Data Access request for processing.<br />Download the downloadURL in the 
response from ESIR.<br /> 

On the x4eil01 machine run:<br /><br 
/>grep CustomLog 
/usr/ecs/OPS/COTS/apache/conf/httpd
.conf | grep &lt;MODE&gt;<br /><br 
/>Check to make sure the file:<br 
/><br 
/>x4eil01:/usr/ecs/&lt;MODE&gt;/CU
STOM/data/DPL/EcDlDataAccessApa
che.log<br /><br />is updated with 
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# Action Expected Result Notes 
information pertainting to what you 
downloaded from ESIR. 

3 Run a series of Data Access requests through to capture the following 
scenarios from ESIR :<br /><br />1) Download of individual output files 
(SCIENCE and METADATA (.xml)) by clicking on downloadURL in 
request response. <br /><br />2) Download of gzip file containing all output 
files<br /><br />3) Modify the download URL by changing the filename to 
something that does not actually exist for a given request<br /><br />4) 
Specify an output file for a request that did not successfully process<br /><br 
/>Scenarios 1 and 2 should end up with EMS entries.  Scenario 3 and 4 
should not.  Be sure to actually download the files, not just view the links. 
Also make sure that you  save the download urls in a temporary location. 

  

4 Run the following scrip to read the entries in EcDlDataAccessApache.log 
into the EcInDb_&lt;MODE&gt;..AmDaTransfer database table.<br /><br 
/>x4eil01:/usr/ecs/&lt;MODE&gt;/CUSTOM/utilitiesEcDlDaRollupApacheL
ogs.ksh 

Verify that this script moved the data 
in :<br /><br 
/>x4eil01:/usr/ecs/&lt;MODE&gt;/CU
STOM/data/DPL/EcDlDataAccessApa
che.log<br /><br />to a similar file 
with a timestamp appended. The 
above file should now be zero bytes. 
<br />Also Verify the script populated 
AmDaTransfer by running the 
following sql in the 
EcInDb_&lt;MODE&gt; database:<br 
/><br />select * from AmDaTransfer 
where TransferDateTime &gt; 
dateadd(dd, -&lt;days since last time 
Apache log was imported into 
database&gt;, getdate()) 

 

5 Now run the EMS data extractor to create a flat file that can be exported to 
EMS:<br /><br 
/>x4spl01:/usr/ecs/&lt;MODE&gt;/CUSTOM/utilities/EcDbEMSdataExtract
or.pl -mode &lt;MODE&gt; -extracttype DistHTTP -startdate YYYYMMDD 
-enddate YYYYMMDD<br /><br />Where start date is yesterdays date and 
enddate is todays date. 

  

6 Now look at the flat file that was generated by the EMS script.  The location 
of this file can be found by running the following command in the mode's 
logs directory:<br /><br />grep Transfer *EMS*<br /> 

Verify that the flat file conforms to the 
specification located at:<br /><br 
/>http://newsroom.gsfc.nasa.gov/esi/d
ev/schemas/EMSDistribution.xsd<br 
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# Action Expected Result Notes 
/> 

7 For this part while keeping some of the download urls delete the granule and 
then retry the download request. 

Verify that the event is logged and that 
the granule has been deleted. 

 

8 <i>The tester will need to obtain EMS credentials in order to view the EMS 
metrics after export.</i> 

 #comment 

9    
10 Use these sql statements to validate the flat file created:<br /><br />select * 

from AmDaTransfer <br /><br /><br />select * from AmDaRequest where 
RequestId = (in the flat file)<br /><br />select * from AmDaJob where 
RequestId = <br /><br />select * from AmDaJobDetail where JobId = <br 
/><br />select * from AmDaOutputFile<br /><br />select JobVolumeRatio 
from EMSDistHTTPTransfer_View where RequestId = ''<br /> 

  

11 <i>This test is for End to End testing with EMS</i>  #comment 
12 Determine the designated frequency of exports to EMS.  Verify that there is a 

cron job or other mechanism set up to export metrics on that specified 
schedule. 

EMS export has been properly 
configured 

 

13 Note the date and time of the requests specified below.  Ensure that they all 
fall within the same EMS metrics period.  This will make it easier to find the 
metrics for these requests in later steps. 

additional info is obtained to help in 
later verification steps. 

 

14 Submit ESI requests for collections specified in test case 10 such that there 
are a combination of both synchronous and asynchronous web requests which 
require both the HEG and GDAL services.  In addition submit several OMS 
orders requesting processing using both the HEG and GDAL services. 

Verify that all submitted requests are 
successful. 

 

15 Submit a number of requests which result in error. Verify that these requests fail.  
16 Submit a request for the output files of each of the successful processing 

requests.  For some of these, request the output in a zip file. 
Verify that the requested files are 
received (both single files and zip) 

 

17 Submit a few requests for output files of processing requests which will result 
in an error (e.g. a request for a valid processing request but specifying a non 
existance ile, oir a request for the output of a non existant request) 

Verify that the requests fail with an 
error. 

 

18 Allow the EMS extraction script to run on its normal schedule. Verify that the EMS script ran 
successfully. 

 

19 Log in to the EMS and view metircs for the provider representing the Mode 
where this test is being run. 

Verify that metrics exist for the time 
frame in which the test requests in this 
test were performed. 

 

20 View the metrics for successful processing requests during the time frame in 
which the requests were performed. 

Verify that a record exists for each 
successful processing request.  Verify 
that the record indicates whether the 
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# Action Expected Result Notes 
request was synchronous or 
asynchronous, the number of granules 
included, the tool used (e.g. HEG or 
GDAL), the processing options, and 
the processing duration among other 
things. 

21 View the metrics for failed processing requests during the time frame in 
which the requests in this test were performed. 

Verify that a record exists for each 
failed processing request.  Verify that 
the record includes the same items 
listed for successful requests, but also 
an indication as to teh reason for the 
failure (e.g. an error code). 

 

22 View the metrics for successful data transfer requests during the time frame 
in which the requests in this test were performed. 

Verify that a record exists for each 
successful file transfer request.  Verify 
that the record indicates the type of 
request(single file or zip), the IP 
address of the requestor, and the 
transfer duration among other things. 

 

23 View the metrics for failed data transfer requests during the time frame in 
which the requests in this test were performed. 

Verify that a record exists for each 
successful file transfer request.  Verify 
that the record includes all of the 
fields listed for successful request, and 
in addition an indication of why the 
request failed (e.g. error code). 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
Verify that all metrics are successfully processed by EMS for synchronous web requests, asynchronous web requests, and orders for both the HEG and GDAL 
services. 
 

144 DP_81_02_TP037 UPDATE COLLECTION PROCESSING OPTIONS (ECS-ECSTC-2555) 

DESCRIPTION: 
Test Case ID - 85 
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Using the Data Access GUI configure a collection that does not currently have any associated processing options to pre-populate the processing options to be the 
same as another collection. 
 
Update the pre-populated processing options such that all of the values are different than the pre-populated values. 
 
  
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 This test case deals with cloning a collection of an already created collection. 

Start by going to the Data Access Configuration Interface website, and 
clicking on the Service Configuration tab. 

The service configuration tab has been 
clicked. 

 

2 Open a valid service and make a note of what has been selected for that 
service. Then right click on any one valid service, and from the options select 
Clone Service. 

Verify that a new window is displayed 
that contained all the original settings 
of the original service. 

 

3 On the new window (Edit Service:) add a new Service Description and a new 
Service name. When done click on Update Service. 

Compare the information that you see 
on the Edit Service window with the 
information from step 2. The 
information should match 1:1. Also 
verify that the service has been cloned 
and when the button clicked the 
service has appeared as a new entry on 
the Services tree 

 

4 Open the ESI webpage and go to the mode that has been selected, and then to 
the collection, and then pick a granule from the list of shown granules. Use 
the new service name that you have cloned in the step above. Process a 
granule with the default settings. 

Verify that the granule processes 
normaly and no errors have been seen. 

 

5 Go back to that same granule and process it using the original processing tool 
and by using the same default options. 

Verify that the granule processes 
normaly and no errors have been seen, 
and also the granule has identical 
results to the granule processed in the 
step above. 

 

6 Go back to the Data Access Configuration Interface website, and click on the 
Service Configuration tab, and select the recently cloned service. Make some 
changes to it so that it is different from the original processing service, and 

The changes have been saved.  
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# Action Expected Result Notes 
click on Update Service to update the changes. 

7 Go back to the ESI website and open the same granule that you have opened 
in steps 4 and 5. 

Verify that for the changed cloned 
service the changes are seen on the 
form, for example if bands are 
removed then are not seen. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
Verify that it is possible to clone the configuration of processing options of one collection to another collection. 
 
Verify that it is possible to modify all of the processing options for a collection after its initial population. 
 
  
 

145 DP_81_02_TP039 SDPS WEB API CAPACITY MANAGEMENT AND TUNING (ECS-ECSTC-2556) 

DESCRIPTION: 
Test Case ID - 375 
 
   
 
In the Data Access GUI, go to the “Application Configuration” tab. 
 
Find the parameter “MAX_GRANS_SINGLE_ASYNC_REQUEST”.  Set this parameter to 5. 
 
Find the parameter “MAX_GRANS_QUEUE_ASYNC_REQUESTS”.  Set this parameter to 9. 
 
Find the parameter “MAX_GRANS_FOR_CHEAP_REQUEST”.  Set this parameter to 4. 
 
Find the parameter “MAX_GRANS_FOR_SYNC_REQUEST”.  Set this parameter to 1.  
 
  
 
In the Data Access GUI, go to the “Service Configuration” tab. 
 
Double click on the service being tested (e.g. HEG).   
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Set the “Max Synchronous Jobs” and “Max Asynchronous Jobs” both to 2.  
 
  
 
A)     Submit an asynchronous request for 6 granules.  
 
B)     Submit a synchronous request for 2 granules.   
 
C)     Submit an asynchronous request for 5 granules, followed immediately by another request for 5 granules and by another synchronous request for 1 granule.  Ensure that the all 
requests are received before the first one completes processing.  You may need to choose processing options which are known to take a considerable amount of time.  
 
D)     Submit an asynchronous request for 5 granules, followed immediately by another request for 4 granules. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 In the Data Access GUI, go to the “Application Configuration” tab. <br 

/>Click to expand the &quot;EGI&quot; configuration group.<br />Find the 
parameter “MAX_GRANS_SINGLE_ASYNC_REQUEST”.  Set this 
parameter to 5. <br />Find the parameter 
“MAX_GRANS_QUEUE_ASYNC_REQUESTS”.  Set this parameter to 6. 
<br />Find the parameter “MAX_GRANS_FOR_CHEAP_REQUEST”.  Set 
this parameter to 4. <br />Find the parameter 
“MAX_GRANS_FOR_SYNC_REQUEST”.  Set this parameter to 1. 

The specified config parameters 
should now be set. 

 

2 In the Data Access GUI, go to the “Service Configuration” tab. <br />Double 
click on the service being tested (e.g. HEG).  <br />Set the “Max 
Synchronous Jobs” and “Max Asynchronous Jobs” both to 2. 

The specified config parameter should 
now be set. 

 

3 <i>In order to submit the requests listed in the below steps, use the ESI 
interface to drill down, select granule(s), and build a request.    After clicking 
submit on the form, you will be presented with a number of links.  Click the 
EGI link for synchronous requests, or click the EGI POST button for async 
requests.</i> 

 #comment 

4 Submit an asynchronous request for 6 granules. Verify that the request  receives an 
error which indicates that the request 
exceeds the granule limit for ESI 
requests. 

 

5 Submit a synchronous request for 2 granules. Verify that the request receives an 
error which indicates that the request 
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# Action Expected Result Notes 
exceeds the granule limit for 
synchronous ESI requests and will 
need to be resubmitted as an 
asynchronous request. 

6 Submit three asynchronous request for 5 granules each(each request must be 
sibmitted 10-15 seconds later), followed by another synchronous request for 1 
granule.  Ensure that the all requests are received before the first one 
completes processing.  You may need to choose processing options which are 
known to take a considerable amount of time. 

Verify that the first request is 
successfully added to the processing 
queue (and eventually is processed 
and results are returned).  Verify that 
the second and/or third request 
receives an error specifying that the 
maximum number of queued granules 
has been exceeded and the request 
should be retried later.  Verify that the 
fourth (sync) request is successfully 
processed and results in the url(s) to 
download the resulting files being 
returned. 

 

7 Submit an asynchronous request for 5 granules, followed immediately by 
another request for 4 granules. 

Verify that both requests are 
successful, and that the first request is 
put on the queue for larger/slower 
requests and the second request is put 
on the queue for faster requests(this 
can be done by sorting the StartDate 
column in the Data Access Config 
GUI).  The second request should 
complete before the first, or if not, 
shall at least have some of its granules 
processed without having to wait for 
the first request to complete. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
A)     Verify that the request in step A) receives an error which indicates that the request exceeds the granule limit for ESI requests. 
 
B)     Verify that the request in step B) receives an error which indicates that the request exceeds the granule limit for synchronous ESI requests and will need to be resubmitted as 
an asynchronous request.  
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C)     Verify that the first request in step C) is successfully added to the processing queue (and eventually is processed and results are returned).  Verify that the second request in 
step C) receives an error specifying that the maximum number of queued granules has been exceeded and the request should be retried later.  Verify that the third request in step C) 
is successfully processed and results in the url(s) to download the resulting files being returned.  
 
D)     Verify that both requests in step D) are successful, and that the first request is put on the queue for larger/slower requests and the second request is put on the queue for faster 
requests.  The second request should complete before the first, or if not, shall at least have some of its granules processed without having to wait for the first request to complete.  
 

146 DP_81_02_TP038 SDPS WEB API ENABLE AND DISABLE PROCESSING FOR COLLECTIONS 
(ECS-ECSTC-2557) 

DESCRIPTION: 
Test Case ID - 87 
 
  
 
A)  
 
Disable all of the processing options for a collection. 
 
Submit one request require processing for the collection that has been disabled and one request for a collection for which processing is enabled. 
 
  
 
B)  
 
Enable the processing options for the previously disabled collection. 
 
Submit a request requiring processing for that collection. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Open the Data Access Configuration Interface GUI, and select a HEGable 

valid collection((while in the Collection Configuration tab)(that has ingested 
granules) in the mode that you are working in 

The collection has been selected.  

2 Right click on the collection and select Disable All Mapped Services. This 
will disable that collection for processing. 

The collection has been disabled. 
Verify that after right clicking again, 
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# Action Expected Result Notes 
the Disable All Mapped Services 
cannot be selected again. 

3 Go to the ESI/EGI website, and go to the collection, and select a single egi 
granule processing  that is part of that collection. Execute the autogenerated 
wget statement in any box in the testing environment 

Verify that since the collection is 
disabled an error has been observed 
specifying that the collection is 
disabled and no processing can be 
done on the granule. 

 

4 Perform verification set 2. Enable the processing options(see step 1) for the 
previously disabled collection.<br />Submit another egi request for a granule 
part of the same collection requiring processing for that collection. 

Verify that the request against the 
collection which was previously 
disabled in step 2 completes 
successfully. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
A) 
 
Verify that the request against the enabled collection in step A) completes successfully. 
 
Verify that the request against the disabled collection in step A) is rejected with an appropriate error indication IAW the SDPS-ECHO Web Interface ICD. 
 
  
 
B) 
 
Verify that the request submitted in step B) against the collection which was previously disabled in step A) completes successfully. 
 

147 DP_81_02_TP040 SDPS WEB API REQUEST CANCELATION (ECS-ECSTC-2558) 

DESCRIPTION: 
Test Case ID - 145 
 
  
 
Submit the following requests which specify HEG processing: 
 



 

355 
 

a.  Request for a single granule 
 
b.  Request for ten (10) granules all requiring HEG processing 
 
  
 
All requests  should be submitted to the EGI interface. 
 
  
 
The requests may be submitted simultaneously or in serial.  Cancelations will be done via HTTP DELETE requests 
 
  
 
For request a.) cancel the request while the HEG is actively executing the request ensuring that the HEG execution does not complete prior to the cancelation 
(you may want to use a request that you know will take a long time.).   
 
  
 
For order b.)  Allow at least one granule to process successfully, then cancel the request while at least 2 of the granules are currently being processed by the 
HEG. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 73  #referenced test-case 
2 Go to http://&lt;host&gt;:&lt;port&gt;/esi_&lt;MODE&gt;/inventory A list of collections should appear.  

This list contains all colelctions which 
have ConversionEnabledFlag set in 
the database and have at least 1 public 
granule.  The granule count next to 
each collection comes from the 
datapool webaccess statistics tables 
which are updated periodically, so 
may not always be totally accurate. 

 

3 Click one of the collections A list of granules will appear.  Note 
that this is a subset of all granules in 
the collection as displaying thousands 
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# Action Expected Result Notes 
of granules here is not very useful. 

4 Click the &quot;Order Form&quot; button next to one of the granules. A simple HTML form appears.  
5 Click the link for the service you wish to use You will be taken to the section of the 

page for the tool you have selected. 
 

6 In the order form select your order options.  All fields are optional and can be 
left blank.  The available options will be based on the configuration in the 
Data Access GUI 
(http://&lt;host&gt;:&lt;port&gt;/DataAccessGui_&lt;MODE&gt;/). 

  

7 Request Type: Select:<br />-Synchronous if you are 
submitting a single granule and want it 
to be processed and returned directly 
to you, rather than getting back an 
order ID.  A synchronous request will 
generally take longer to get a 
response, but there are less steps 
involved to get the data.  <br />-
Asynchronous if you are submitting 
more than one granule and/or want a 
quicker response containing the order 
ID instead of waiting for the 
processing to complete first.  
Asynchronous is required if the 
request will be submitted to OMS. 

 

8 Format: Select the desired output format.  Note 
that currently, if the service being used 
is a GDAL service, Format is the only 
processing option you can select 
(cannot select projection, bands, 
resampling, or spatial subsetting). 

 

9 Projection/Projection Parameters: Select the desired output projection 
and its parameters if reprojection is 
desired 

 

10 Bands: Select the desired band to extract if 
band subsettign is desired 

 

11 Spatial Subset: Specify a bounding box if spatial 
subsetting is desired 

 

12 Resampling: Select a resample dimension and value 
if resampling is desired 
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# Action Expected Result Notes 
13 Email Address: Enter your email address to receive 

status information about your request.  
This is required for asynchronous 
requests. 

 

14 Additional Granule IDs: If the request type is Asynchronous 
and multiple granules from teh same 
collection are to be included in the 
same request (with all the same order 
options), Enter them here, separated 
by commas. 

 

15 Click the submit button that appears at the top and bottom of the section for 
each tool. 

A page will appear with a number of 
submittal options. 

 

16 External EGI Request URL (POST):<br />This is the simplest way to submit 
a request directly to EGI.  This option works for both synchronous and 
asynchronous request types.  <br />Click the &quot;Submit POST&quot; 
button to submit the request<br />Alternatively, you can copy the wget 
command line script listed below the submit button.  This command should 
be run from the command line.  This is useful as it can be saved in a file for 
later use or scripted easily. 

  

17 Response will be an XML file containing the order Id of the request along 
with a URL to get the status of the request (for asynchronous) or a list of 
download URLs (for synchronous). 

  

18 External EGI Request URL (GET) [synchronous only]:<br />This only 
appears if Request Type is Synchronous, but it is useful in that it can be 
copied to a browser address bar and run that way.  It is also easy to same in a 
text file or book mark for later use.  <br />Click the link to submit 

Response will be an XML file 
containing download URLs for the 
results of the requested processing. 

 

19 EWOC parameter file optionselect line [asynchronous only]:<br />This is the 
line you would add to an EWOC test driver properties file in order to perform 
the requested processing via OMS.  The order will be submitted as an FTP 
Pull order.  Once the provided line is in the properties file, there are some 
other things taht need to be added there.  see an existing example. Once the 
file is complete, run:<br />./EcDmEwocTestClientStart DEV01 f4eil01 
22500 &lt;filename&gt; n 

Response to running EWOC test client 
is the created order id. 

 

20 ESI Request URL (GET):<br />This should only be used if you are 
specifically submitting a request to the internal ESI service.  This request will 
not be tracked in the database and avoids EGI and OMS.  This is only for 
very specific testing cases. 
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TEST DATA: 
 
EXPECTED RESULTS: 
Verify that the attempt to cancel the single granule request (a) results in an error message stating that it cannot be cancelled since it is already processing or 
completed.   
 
Verify that the multi granule request(b) is successfully cancelled and given a status of 'cancelled' 
 
Verify that any granules which were queued for request (b) but had not yet been dispatched for processing are not dispatched after the request is cancelled.  
 

148 DP_81_02_TP041 SDPS WEB API HEG REGRESSION - MODIS (ECS-ECSTC-2559) 

DESCRIPTION: 
This test will exercise common MODIS HEG processing use cases. 
 
  
 
Background:  
 
  
 
Sources: 
 
          MODIS product descriptions and linked documents available at the LPDAAC web site,  
 
         EMS data to derive granule counts and sizes, 
 
         Feedback from Abe Taaheri and Jon Pals 
 
  
 
Notes: 
 
         2011 Dist is the number of distributed granules Jan – Mar, 2011. 
 
         Size (MB) reflects the average size of a distributed compressed granule. 
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         Where there was a choice between MYD / MOD products, I picked the one with the higher distribution. 
 
         Based on feedback from Abe, MCD43A3.5 and MCD43C1.5 are not suitable substitutes for MOD43B3.4 and MOD43C1.4 and have been removed. 
 
         Based on feedback from Jon, MCD43A1.005 has been added because it includes a 3-D field.   
 
         MOD09GQ was chosen over MOD09A1 and MOD09GA, even they have higher distribution numbers) because of the higher resolution and number of 
pixels.  
 
         MOD11A1.5 and MOD15A2.5[JLP1]  were chosen strictly because of their popularity. 
 
         MOD11_L2.5 was included because it is a swath product and the most popular fire product. 
 
         MOD09CMG.5 was included because it uses a geographic grid. 

 
 [JLP1]This isn’t present in the table.  Was it intentionally deleted?  
 
PRECONDITIONS: 
Granules for test: 
 
  
 
  
 
 
 
 
 
 
 
ESDT Selected Granules Granule Characteristics 
MOD09GQ.005 A2010033.h09v02 

 
A2010033.h10v02 
 
A2010033.h12v05 
 
A2010046.h18v00 

Alaska + Russia (crosses 180° Longitude) 
 
Alaska, State Plane 5006 (Transverse Mercator) 
 
Maryland, State Plane 1900 (Lambert Conformal Conic) 
 
North Pole (very few land pixels) 
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A2010033.h25v04 

 
Mongolia (no open water pixels) 

MOD11A1.005 A2010033.h09v02 
 
A2010033.h10v02 
 
A2010033.h12v05 
 
A2010046.h18v00 
 
A2010033.h25v04 

Alaska + Russia (crosses 180° Longitude) 
 
Alaska, State Plane 5006 (Transverse Mercator) 
 
Maryland, State Plane 1900 (Lambert Conformal Conic) 
 
North Pole (very few land pixels) 
 
Mongolia (no open water pixels) 

MCD43A1.005 A2010033.h09v02 
 
A2010033.h10v02 
 
A2010033.h12v05 
 
A2010041.h18v00 
 
A2010033.h25v04 

Alaska + Russia (crosses 180° Longitude) 
 
Alaska, State Plane 5006 (Transverse Mercator) 
 
Maryland, State Plane 1900 (Lambert Conformal Conic) 
 
North Pole (very few land pixels) 
 
Mongolia (no open water pixels) 

MOD11_L2.005 A2010033.0050 
 
A2010033.0715 
 
A2010033.0210 
 
A2010033.0045 
 
A2011033.0415 

Alaska + Russia (crosses 180° Longitude) 
 
Alaska, State Plane 5006 (Transverse Mercator) 
 
Maryland, State Plane 1900 (Lambert Conformal Conic) 
 
North Pole (no land pixels) 
 
Mongolia (no open water pixels) 

MOD09CMG.005 A2010001 
 
A2010091 
 
A2010182 
 
A2010274 

January 
 
April 
 
July 
 
October 
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NSIDC Granules 
 
  
 
 
 
 
 
 

MOD10A1.005  
 
 
 
  
 
 
 
  
 
 
 
  

A2005177.h12v12 
 
A2007313.h16v16 
 
A2007321.h15v01 
 
A2008361.h24v05 
 
A2009001.h07v03 
 
A2009001.h18v04 
 
A2009100.h18v04 

 
 
  

MOD10A2.005  A2005177.h12v12 
 
A2007313.h16v16 
 
A2007321.h15v01 
 
A2008361.h24v05 
 
A2009001.h07v03 
 
A2009001.h18v04 
 
A2009097.h18v04 

 
 
  

MOD10CM.005  A2006001  
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MYD10A1.005  A2005177.h12v12 
 
A2007313.h16v16 
 
A2007321.h15v01 
 
A2008361.h24v05 
 
A2009001.h07v03 
 
A2009001.h18v04 
 
A2009100.h18v04 

 
 
  

MYD10CM.005  A2006001  
 
  

 
STEPS:   
# Action Expected Result Notes 
1 Data can be found in /sotestdata/DROP_801/HEG/MODIS_Land It may need 

to be ingested prior to test.  In order to find if the data in question is already 
ingested, and to find its granuleId use the following SQL:<br />select 
GranuleId, LocalGranuleID from AmGranule where LocalGranuleID like 
'%&lt;IDENTIFIER&gt;%' and ShortName = '&lt;SHORTNAME&gt;' and 
VersionId = &lt;VERSIONID&gt;<br />where &lt;IDENTIFIER&gt; is the 
ID used below to define the different granules and &lt;SHORTNAME&gt; 
and &lt;VERSIONID&gt; are the shortname and versionID of the collection 
in question. 

  

2 For instructions on how to construct and submit a request see Test case 150 
(DP_81_02_TP000.1).  It may be useful to save off the URLs or wget 
commands for each request for later reuse.  The mechanism of submital 
(syncronous/asynchronous, EWOC/EGI) is not too important for this test, but 
ideally. you shoudl do some of each. 

  

3 <i>MOD09GQ.005</i>  #comment 
4 A2010033.h09v02 Band Subset: “sur_refl_b01_1”, 

Spatial Subset: 60N, 170W, 63N, 
160W, Reproject to Geographic<br 
/>Band Subset: “sur_refl_b01_1”, 
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# Action Expected Result Notes 
Spatial Subset: 60N, 170W, 63N, 
160W, Reproject to UTM 

5 A2010033.h10v02 Band Subset: “sur_refl_b01_1”, 
Spatial Subset: 60N, 160W, 70N, 
150W, Reproject to State Plane 
5006<br />Band Subset: 
“sur_refl_b01_1”, Spatial Subset: 
60N, 160W, 70N, 150W, Reproject to 
TM 

 

6 A2010033.h12v05 Band Subset: “sur_refl_b01_1”, 
Spatial Subset: 37N, 80W, 40N, 75W, 
Reproject to State Plane 1900<br 
/>Band Subset: “sur_refl_b01_1”, 
Spatial Subset: 37N, 80W, 40N, 75W, 
Reproject to Lambert Conformal 
Conic 

 

7 A2010046.h18v00 Band Subset: “sur_refl_b01_1”, 
Spatial Subset: 75N, 0E, 90N, 70E, 
Reproject to Geographic<br />Band 
Subset: “sur_refl_b01_1”, Spatial 
Subset: 75N, 0E, 90N, 70E, Reproject 
to UTM 

 

8 A2010033.h25v04 Band Subset: “sur_refl_b01_1”, 
Reproject to Geographic<br />Band 
Subset: 
“sur_refl_b01_1”,”sur_refl_b02_1”, 
Reproject to Geographic<br />Band 
Subset: “sur_refl_b01_1”, Spatial 
Subset: 40N, 100E, 50N, 110E, 
Reproject to Geographic<br />Band 
Subset: “sur_refl_b01_1”, Spatial 
Subset: 40N, 100E, 50N, 110E, 
Reproject to UTM 

 

9 <i>MOD11A1.005</i>  #comment 
10 A2010033.h09v02 Band Subset: “LST_Day_1km”, 

Spatial Subset: 60N, 170W, 63N, 
160W, Reproject to Geographic<br 
/>Band Subset: “LST_Day_1km”, 
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# Action Expected Result Notes 
Spatial Subset: 60N, 170W, 63N, 
160W, Reproject to UTM 

11 A2010033.h10v02 Band Subset: “LST_Day_1km”, 
Spatial Subset: 60N, 160W, 70N, 
150W, Reproject to State Plane 
5006<br />Band Subset: 
“LST_Day_1km”, Spatial Subset: 
60N, 160W, 70N, 150W, Reproject to 
TM 

 

12 A2010033.h12v05 Band Subset: “LST_Day_1km”, 
Spatial Subset: 37N, 80W, 40N, 75W, 
Reproject to State Plane 1900<br 
/>Band Subset: “LST_Day_1km”, 
Spatial Subset: 37N, 80W, 40N, 75W, 
Reproject to Lambert Conformal 
Conic 

 

13 A2010046.h18v00 Band Subset: “LST_Day_1km”, 
Spatial Subset: 75N, 0E, 90N, 70E, 
Reproject to Geographic<br />Band 
Subset: “LST_Day_1km”, Spatial 
Subset: 75N, 0E, 90N, 70E, Reproject 
to UTM 

 

14 A2010033.h25v04 Band Subset: “LST_Day_1km”, 
Reproject to Geographic<br />Band 
Subset: “LST_Day_1km”,”Emis_31”, 
Reproject to Geopgraphic<br />Band 
Subset: “LST_Day_1km”, Spatial 
Subset: 40N, 100E, 50N, 110E, 
Reproject to Geographic<br />Band 
Subset: “LST_Day_1km”, Spatial 
Subset: 40N, 100E, 50N, 110E, 
Reproject to UTM 

 

15 <i>MCD43A1.005</i>  #comment 
16 A2010033.h09v02 Band Subset: 

“BRDF_Albedo_Parameters_vis”, 
Spatial Subset: 60N, 170W, 63N, 
160W, Reproject to Geographic<br 
/>Band Subset: 
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# Action Expected Result Notes 
“BRDF_Albedo_Parameters_vis”, 
Spatial Subset: 60N, 170W, 63N, 
160W, Reproject to UTM 

17 A2010033.h10v02 Band Subset: 
“BRDF_Albedo_Parameters_vis”, 
Spatial Subset: 60N, 160W, 70N, 
150W, Reproject to State Plane 
5006<br />Band Subset: 
“BRDF_Albedo_Parameters_vis”, 
Spatial Subset: 60N, 160W, 70N, 
150W, Reproject to TM 

 

18 A2010033.h12v05 Band Subset: 
“BRDF_Albedo_Parameters_vis”, 
Spatial Subset: 37N, 80W, 40N, 75W, 
Reproject to State Plane 1900<br 
/>Band Subset: 
“BRDF_Albedo_Parameters_vis”, 
Spatial Subset: 37N, 80W, 40N, 75W, 
Reproject to Lambert Conformal 
Conic 

 

19 A2010041.h18v00 Band Subset: 
“BRDF_Albedo_Parameters_vis”, 
Spatial Subset: 75N, 0E, 90N, 70E, 
Reproject to Geographic<br />Band 
Subset: 
“BRDF_Albedo_Parameters_vis”, 
Spatial Subset: 75N, 0E, 90N, 70E, 
Reproject to UTM 

 

20 A2010033.h25v04 Band Subset: 
“BRDF_Albedo_Parameters_vis”, 
Reproject to Geographic<br />Band 
Subset: 
“BRDF_Albedo_Parameters_vis”, 
”BRDF_Albedo_Parameters_nir”, 
Reproject to Geographic<br />Band 
Subset: 
“BRDF_Albedo_Parameters_vis”, 
Spatial Subset: 40N, 100E, 50N, 

 



 

366 
 

# Action Expected Result Notes 
110E, Reproject to Geographic<br 
/>Band Subset: 
“BRDF_Albedo_Parameters_vis”, 
Spatial Subset: 40N, 100E, 50N, 
110E, Reproject to UTM 

21 <i>MOD11_L2.005</i>  #comment 
22 A2010033.0050 Band Subset: “LST”, Spatial Subset: 

65N, 170W, 75N, 150W, Reproject to 
Lambert Equal Area Azimuthal<br 
/>Band Subset: “LST”, Spatial Subset: 
65N, 170W, 75N, 150W, Reproject to 
Polar Stereographic 

 

23 A2010033.0715 Band Subset: “LST”, Spatial Subset: 
55N, 160W, 70N, 130W, Reproject to 
Lambert Equal Area Azimuthal<br 
/>Band Subset: “LST”, Spatial Subset: 
55N, 160W, 70N, 130W, Reproject to 
Polar Stereographic 

 

24 A2010033.0210 Band Subset: “LST”, Spatial Subset: 
30N, 77W, 40N, 63W, Reproject to 
Lambert Equal Area Azimuthal<br 
/>Band Subset: “LST”, Spatial Subset: 
30N, 77W, 40N, 63W, Reproject to 
Polar Stereographic 

 

25 A2010033.0045 Band Subset: “LST”, Spatial Subset: 
70N, 130W, 80N, 70W, Reproject to 
Lambert Equal Area Azimuthal<br 
/>Band Subset: “LST”, Spatial Subset: 
70N, 130W, 80N, 70W, Reproject to 
Polar Stereographic 

 

26 A2011033.0415 Band Subset: “LST”, Project to 
Geographic<br />Band Subset: “LST”, 
“Emis_32”, Project to Geographic<br 
/>Band Subset: “LST”, Spatial Subset: 
40N, 90E, 50N, 110E, Reproject to 
Lambert Equal Area Azimuthal<br 
/>Band Subset: “LST”, Spatial Subset: 
40N, 90E, 50N, 110E, Reproject to 
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# Action Expected Result Notes 
Polar Stereographic 

27 <i>MOD09CMG.005</i>  #comment 
28 A2010001 Band Subset: “Course Resolution 

Surface Reflectance Band 2”<br 
/>Band Subset: “Course Resolution 
Surface Reflectance Band 1”, “Course 
Resolution Surface Reflectance Band 
2”<br />Band Subset: “Course 
Resolution Surface Reflectance Band 
2”, Spatial Subset: 25N, 125W, 50N, 
65W, Reproject to Lambert Conformal 
Conic<br />Band Subset: “Course 
Resolution Surface Reflectance Band 
2”, Spatial Subset: 25N, 125W, 50N, 
65W, Reproject to Transverse 
Mercator 

 

29 A2010091 Band Subset: “Course Resolution 
Surface Reflectance Band 2”, Spatial 
Subset: 25N, 125W, 50N, 65W, 
Reproject to Lambert Conformal 
Conic<br />Band Subset: “Course 
Resolution Surface Reflectance Band 
2”, Spatial Subset: 25N, 125W, 50N, 
65W, Reproject to Transverse 
Mercator 

 

30 A2010182 Band Subset: “Course Resolution 
Surface Reflectance Band 2”, Spatial 
Subset: 25N, 125W, 50N, 65W, 
Reproject to Lambert Conformal 
Conic<br />Band Subset: “Course 
Resolution Surface Reflectance Band 
2”, Spatial Subset: 25N, 125W, 50N, 
65W, Reproject to Transverse 
Mercator 

 

31 A2010274 Band Subset: “Course Resolution 
Surface Reflectance Band 2”, Spatial 
Subset: 25N, 125W, 50N, 65W, 
Reproject to Lambert Conformal 
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# Action Expected Result Notes 
Conic<br />Band Subset: “Course 
Resolution Surface Reflectance Band 
2”, Spatial Subset: 25N, 125W, 50N, 
65W, Reproject to Transverse 
Mercator 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
The results of each test should be viewed in a GeoTiff capable image viewer such as ENVI or eog.  The images should be inspected to ensure that they contain 
viewable data and that data seems to be in the expected projection and there are no obvious errors present.  This may require some consultaion with the Science 
Office of HEG developers to gain an idea of what 'expected' means for each ESDT/projection/ band/ etc.   
 

149 DP_81_02_TP042 SDPS WEB API HEG REGRESSION - ASTER (ECS-ECSTC-2560) 

DESCRIPTION: 
This test will exercise common MODIS HEG processing use cases. 
 
  
 
Background:  
 
  
 
ASTER L1B is the only product proposed for inclusion in the benchmark suite.  
 
PRECONDITIONS: 
Granules for test: 
 
  
 
  
 
 
 
ESDT Selected Granules Granule Characteristics 
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AST_L1B.003 05272010220817 
 
02192011160332 
 
02012011211726 
 
01082011050521 

Alaska 
 
Maryland, DC, Northern Virginia 
 
Pacific off Hawaii (no land pixels) 
 
Boulder (Night) 

 
STEPS:   
# Action Expected Result Notes 
1 Data can be found in /sotestdata/DROP_801/HEG/MODIS_Land It may need 

to be ingested prior to test.  In order to find if the data in question is already 
ingested, and to find its granuleId use the following SQL:<br />select 
GranuleId, LocalGranuleID from AmGranule where LocalGranuleID like 
'%&lt;IDENTIFIER&gt;%' and ShortName = '&lt;SHORTNAME&gt;' and 
VersionId = &lt;VERSIONID&gt;<br />where &lt;IDENTIFIER&gt; is the 
ID used below to define the different granules and &lt;SHORTNAME&gt; 
and &lt;VERSIONID&gt; are the shortname and versionID of the collection 
in question. 

  

2 For instructions on how to construct and submit a request see Test case 150 
(DP_81_02_TP000.1).  It may be useful to save off the URLs or wget 
commands for each request for later reuse.  The mechanism of submital 
(syncronous/asynchronous, EWOC/EGI) is not too important for this test, but 
ideally. you shoudl do some of each. 

  

3 <i>AST_L1B.003</i>  #comment 
4 05272010220817 Band Subset: “ImageData1”, Pixel 

Size, Reproject to Geographic 
 

5 02192011160332 Band Subset: “ImageData1”, 
Reproject to Geographic<br />Band 
Subset: “ImageData1”,”ImageData2”, 
Pixel Size, Reproject to State Plane 
1900 

 

6 02012011211726 Band Subset: “ImageData1”, Pixel 
Size, Reproject to Geographic 

 

7 01082011050521 Band Subset: “ImageData10”, Pixel 
Size, Reproject to State Plane 0501<br 
/> 
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TEST DATA: 
 
EXPECTED RESULTS: 
The results of each test should be viewed in a GeoTiff capable image viewer such as ENVI or eog.  The images should be inspected to ensure that they contain 
viewable data and that data seems to be in the expected projection and there are no obvious errors present.  This may require some consultaion with the Science 
Office of HEG developers to gain an idea of what 'expected' means for each ESDT/projection/ band/ etc.   
 

150 DP_81_02_TP043 SDPS WEB API HEG REGRESSION - MISR (ECS-ECSTC-2561) 

DESCRIPTION: 
This test will exercise common MODIS HEG processing use cases. 
 
  
 
Background:  
 
  
 
Sources: 
 
         MISR data product specifications Revision S from Sep 2010 
 
         EMS data to derive granule counts and sizes 
 
         Feedback from Abe Taaheri and Jon Pals 
 
Notes: 
 
         2011 Dist is the number of distributed granules Jan – Apr,2011. 
 
         Size (MB) reflects the average size of a distributed granule.  Note that for MISR, granule sizes can vary widely and large granules can be more than twice as 
large as the average. 
 
         MIL2ASAE.2, MIL2ASLS.2 were chosen because they are popular; use the HDF-EOS Stacked-Block Grid posing HEG challenges, and users likely want 
re-projection, spatial and science parameter subsetting 
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         MI1B2E.3, MI1B2T.3  were included because they are popular; are examples of MISR data with 3-D fields that have XDim, YDim, and SOMBlockDim 
only;  and are accessed by 2 HEG orders at ASDC; and are candidates for geographic subsetting, re-projection 
 
         MIL3DAE.4 was included because it is among the most popular examples of Level 3 products using a geographic grid 
 
         MIL3MRD.5 was selected as an example of a very large product using a geographic grid. 
 
PRECONDITIONS: 
Granules for test: 
 
  
 
  
 
 
 
 
 
 
 
 
ESDT Selected Granules Granule Characteristics 
MIL2ASAE.002 P177_O058716 

 
P024_O058721 
 
P072_O058724 

Russia to South Africa 
 
Canada to Mexico 
 
Alaska to New Zealand 

MIL2ASLS.002 P177_O058716 
 
P024_O058721 
 
P072_O058724 

Russia to South Africa 
 
Canada to Mexico 
 
Alaska to New Zealand 

MI1B2E.003 P177_O058716 (AN) 
 
P177_O058716 (DF) 
 
P024_O058721 (AN) 
 
P024_O058721 (DF) 

Russia to South Africa (AN camera) 
 
Russia to South Africa (DF camera) 
 
Canada to Mexico (AN camera) 
 
Canada to Mexico (DF camera) 
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P072_O058724 (AN) 
 
P072_O058724 (DF) 

 
Alaska to New Zealand (AN camera) 
 
Alaska to New Zealand (DF camera) 

MI1B2T.003 P177_O058716 (AN) 
 
P177_O058716 (DF) 
 
P024_O058721 (AN) 
 
P024_O058721 (DF) 
 
P072_O058724 (AN) 
 
P072_O058724 (DF) 

Russia to South Africa (AN camera) 
 
Russia to South Africa (DF camera) 
 
Canada to Mexico (AN camera) 
 
Canada to Mexico (DF camera) 
 
Alaska to New Zealand (AN camera) 
 
Alaska to New Zealand (DF camera) 

MIL3DAE.004 JAN_01_2010 
 
APR_01_2010 
 
JUL_01_2010 
 
OCT_01_2010 

January 
 
April 
 
July 
 
October 

MIL3MRD.005 JAN_2010 
 
APR_2010 
 
JUL_2010 
 
OCT_2010 

January 
 
April 
 
July 
 
October 

 
STEPS:   
# Action Expected Result Notes 
1 Data can be found in /sotestdata/DROP_801/HEG/MODIS_Land It may need 

to be ingested prior to test.  In order to find if the data in question is already 
ingested, and to find its granuleId use the following SQL:<br />select 
GranuleId, LocalGranuleID from AmGranule where LocalGranuleID like 
'%&lt;IDENTIFIER&gt;%' and ShortName = '&lt;SHORTNAME&gt;' and 
VersionId = &lt;VERSIONID&gt;<br />where &lt;IDENTIFIER&gt; is the 
ID used below to define the different granules and &lt;SHORTNAME&gt; 
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# Action Expected Result Notes 
and &lt;VERSIONID&gt; are the shortname and versionID of the collection 
in question. 

2 For instructions on how to construct and submit a request see Test case 150 
(DP_81_02_TP000.1).  It may be useful to save off the URLs or wget 
commands for each request for later reuse.  The mechanism of submital 
(syncronous/asynchronous, EWOC/EGI) is not too important for this test, but 
ideally. you shoudl do some of each. 

  

3 <i>MIL2ASAE.002</i>  #comment 
4 P177_O058716 Band Subset: “WaterLeavEqReflExp” 

(1.1km), Reproject to Geographic<br 
/>Band Subset: 
“RegBestEstimateSpectralOptDepth” 
(17.6km), Reproject to Geographic<br 
/>Band Subset: 
“WaterLeavEqReflExp” (1.1km), 
“RegBestEstimateSpectralOptDepth” 
(17.6km), Reproject to Geographic<br 
/>Band Subset: 
“WaterLeavEqReflExp” (1.1km), 
Spatial Subset: West Bound 15, South 
Bound -30, East Bound 35, North 
Bound 30, Reproject to Lambert Equal 
Area Azimuthal<br />Band Subset: 
“RegBestEstimateSpectralOptDepth” 
(17.6km), Spatial Subset: 30S, 15E, 
30N, 35E, Reproject to Lambert Equal 
Area Azimuthal<br />Band Subset: 
“WaterLeavEqReflExp” (1.1km), 
Spatial Subset: 15E, 30S, 35E, 30N, 
Reproject to Polar Stereographic<br 
/>Band Subset: 
“RegBestEstimateSpectralOptDepth” 
(17.6km), Spatial Subset: 30S, 15E, 
30N, 35E, Reproject to Polar 
Stereographic 

 

5 P024_O058721 Band Subset: “WaterLeavEqReflExp” 
(1.1km), Spatial Subset: 0N, 105W, 
50N, 80W, Reproject to Lambert 
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# Action Expected Result Notes 
Equal Area Azimuthal<br />Band 
Subset: 
“RegBestEstimateSpectralOptDepth” 
(17.6km), Spatial Subset: 0N, 105W, 
50N, 80W, Reproject to Lambert 
Equal Area Azimuthal<br />Band 
Subset: “WaterLeavEqReflExp” 
(1.1km), Spatial Subset: 0N, 105W, 
50N, 80W, Reproject to Polar 
Stereographic<br />Band Subset: 
“RegBestEstimateSpectralOptDepth” 
(17.6km), Spatial Subset: 0N, 105W, 
50N, 80W, Reproject to Polar 
Stereographic 

6 P072_O058724 Band Subset: “WaterLeavEqReflExp” 
(1.1km), Spatial Subset: 50S, 170E, 
35S, 180E, Reproject to Lambert 
Equal Area Azimuthal<br />Band 
Subset: 
“RegBestEstimateSpectralOptDepth” 
(17.6km), Spatial Subset: 50S, 170E, 
35S, 180E, Reproject to Lambert 
Equal Area Azimuthal<br />Band 
Subset: “WaterLeavEqReflExp” 
(1.1km), Spatial Subset: 50S, 170E, 
35S, 180E, Reproject to Polar 
Stereographic<br />Band Subset: 
“RegBestEstimateSpectralOptDepth” 
(17.6km), Spatial Subset: 50S, 170E, 
35S, 180E, Reproject to Polar 
Stereographic 

 

7 <i>MIL2ASLS.002</i>  #comment 
8 P177_O058716 Band Subset: “NDVI” (1.1km), 

Reproject to Geographic<br />Band 
Subset: “NormBlkSfcIrrad” (17.6km), 
Reproject to Geographic<br />Band 
Subset: “NDVI” (1.1km), 
“NormBlkSfcIrrad” (17.6km), 
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# Action Expected Result Notes 
Reproject to Geographic<br />Band 
Subset: “NDVI” (1.1km), Spatial 
Subset: 30S, 15E, 30N, 35E, Reproject 
to Lambert Equal Area Azimuthal<br 
/>Band Subset: “NormBlkSfcIrrad” 
(17.6km), Spatial Subset: 30S, 15E, 
30N, 35E, Reproject to Lambert Equal 
Area Azimuthal<br />Band Subset: 
“NDVI” (1.1km), Spatial Subset: 30S, 
15E, 30N, 35E, Reproject to Polar 
Stereographic<br />Band Subset: 
“NormBlkSfcIrrad” (17.6km), Spatial 
Subset: 30S, 15E, 30N, 35E, Reproject 
to Polar Stereographic 

9 P024_O058721 Band Subset: “NDVI” (1.1km), 
Spatial Subset: 0N, 105W, 50N, 80W, 
Reproject to Lambert Equal Area 
Azimuthal<br />Band Subset: 
“NormBlkSfcIrrad” (17.6km), Spatial 
Subset: 0N, 105W, 50N, 80W, 
Reproject to Lambert Equal Area 
Azimuthal<br />Band Subset: 
“NDVI” (1.1km), Spatial Subset: 0N, 
105W, 50N, 80W, Reproject to Polar 
Stereographic<br />Band Subset: 
“NormBlkSfcIrrad” (17.6km), Spatial 
Subset: 0N, 105W, 50N, 80W, 
Reproject to Polar Stereographic 

 

10 P072_O058724 Band Subset: “NDVI” (1.1km), 
Spatial Subset: 50S, 170E, 35S, 180E, 
Reproject to Lambert Equal Area 
Azimuthal<br />Band Subset: 
“NormBlkSfcIrrad” (17.6km), Spatial 
Subset: 50S, 170E, 35S, 180E, 
Reproject to Lambert Equal Area 
Azimuthal<br />Band Subset: 
“NDVI” (1.1km), Spatial Subset: 50S, 
170E, 35S, 180E, Reproject to Polar 
Stereographic<br />Band Subset: 
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# Action Expected Result Notes 
“NormBlkSfcIrrad” (17.6km), Spatial 
Subset: 50S, 170E, 35S, 180E, 
Reproject to Polar Stereographic 

11 <i>MI1B2E.003</i>  #comment 
12 P177_O058716 (AN) Band Subset: “Red Radiance/RDQI”, 

Reproject to Geographic<br />Band 
Subset: “Red Radiance/RDQI”, “Blue 
Radiance/RDQI”, “Green 
Radiance/RDQI”, Reproject to 
Geographic<br />Band Subset: “Red 
Radiance/RDQI”, Spatial Subset: 30S, 
15E, 30N, 35E, Reproject to Lambert 
Equal Area Azimuthal<br />Band 
Subset: “Red Radiance/RDQI”, 
Spatial Subset: 30S, 15E, 30N, 35E, 
Reproject to Polar Stereographic 

 

13 P177_O058716 (DF) Band Subset: “Red Radiance/RDQI”, 
Reproject to Geographic<br />Band 
Subset: “Red Radiance/RDQI”, 
Spatial Subset: 30S, 15E, 30N, 35E, 
Reproject to Lambert Equal Area 
Azimuthal<br />Band Subset: “Red 
Radiance/RDQI”, Spatial Subset: 30S, 
15E, 30N, 35E, Reproject to Polar 
Stereographic 

 

14 P024_O058721 (AN) Band Subset: “Red Radiance/RDQI”, 
Spatial Subset: 0N, 105W, 50N, 80W, 
Reproject to Lambert Equal Area 
Azimuthal<br />Band Subset: “Red 
Radiance/RDQI”, Spatial Subset: 0N, 
105W, 50N, 80W, Reproject to Polar 
Stereographic<br />Band Subset: 
“Red Radiance/RDQI”, Spatial 
Subset: 0N, 105W, 50N, 80W, 
Reproject to State Plane 4802 

 

15 P024_O058721 (DF) Band Subset: “Red Radiance/RDQI”, 
Spatial Subset: 0N, 105W, 50N, 80W, 
Reproject to Lambert Equal Area 
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# Action Expected Result Notes 
Azimuthal<br />Band Subset: “Red 
Radiance/RDQI”, Spatial Subset: 0N, 
105W, 50N, 80W, Reproject to Polar 
Stereographic<br />Band Subset: 
“Red Radiance/RDQI”, Spatial 
Subset: 0N, 105W, 50N, 80W, 
Reproject to State Plane 4802 

16 P072_O058724 (AN) Band Subset: “Red Radiance/RDQI”, 
Spatial Subset: 50S, 170E, 35S, 180E, 
Reproject to Lambert Equal Area 
Azimuthal<br />Band Subset: “Red 
Radiance/RDQI”, Spatial Subset: 50S, 
170E, 35S, 180E, Reproject to Polar 
Stereographic 

 

17 P072_O058724 (DF) Band Subset: “Red Radiance/RDQI”, 
Spatial Subset: 50S, 170E, 35S, 180E, 
Reproject to Lambert Equal Area 
Azimuthal<br />Band Subset: “Red 
Radiance/RDQI”, Spatial Subset: 50S, 
170E, 35S, 180E, Reproject to Polar 
Stereographic 

 

18 <i>MI1B2T.003</i>  #comment 
19 P177_O058716 (AN) Band Subset: “Red Radiance/RDQI”, 

Reproject to Geographic<br />Band 
Subset: “Red Radiance/RDQI”, “Blue 
Radiance/RDQI”, “Green 
Radiance/RDQI”, Reproject to 
Geographic<br />Band Subset: “Red 
Radiance/RDQI”, Spatial Subset: 30S, 
15E, 30N, 35E, Reproject to Lambert 
Equal Area Azimuthal<br />Band 
Subset: “Red Radiance/RDQI”, 
Spatial Subset: 30S, 15E, 30N, 35E, 
Reproject to Polar Stereographic 

 

20 P177_O058716 (DF) Band Subset: “Red Radiance/RDQI”, 
Reproject to Geographic<br />Band 
Subset: “Red Radiance/RDQI”, 
Spatial Subset: 30S, 15E, 30N, 35E, 
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# Action Expected Result Notes 
Reproject to Lambert Equal Area 
Azimuthal<br />Band Subset: “Red 
Radiance/RDQI”, Spatial Subset: 30S, 
15E, 30N, 35E, Reproject to Polar 
Stereographic 

21 P024_O058721 (AN) Band Subset: “Red Radiance/RDQI”, 
Spatial Subset: 0N, 105W, 50N, 80W, 
Reproject to Lambert Equal Area 
Azimuthal<br />Band Subset: “Red 
Radiance/RDQI”, Spatial Subset: 0N, 
105W, 50N, 80W, Reproject to Polar 
Stereographic<br />Band Subset: 
“Red Radiance/RDQI”, Spatial 
Subset: 0N, 105W, 50N, 80W, 
Reproject to State Plane 4802 

 

22 P024_O058721 (DF) Band Subset: “Red Radiance/RDQI”, 
Spatial Subset: 0N, 105W, 50N, 80W, 
Reproject to Lambert Equal Area 
Azimuthal<br />Band Subset: “Red 
Radiance/RDQI”, Spatial Subset: 0N, 
105W, 50N, 80W, Reproject to Polar 
Stereographic<br />Band Subset: 
“Red Radiance/RDQI”, Spatial 
Subset: 0N, 105W, 50N, 80W, 
Reproject to State Plane 4802 

 

23 P072_O058724 (AN) Band Subset: “Red Radiance/RDQI”, 
Spatial Subset: 50S, 170E, 35S, 180E, 
Reproject to Lambert Equal Area 
Azimuthal<br />Band Subset: “Red 
Radiance/RDQI”, Spatial Subset: 50S, 
170E, 35S, 180E, Reproject to Polar 
Stereographic 

 

24 P072_O058724 (DF) Band Subset: “Red Radiance/RDQI”, 
Spatial Subset: 50S, 170E, 35S, 180E, 
Reproject to Lambert Equal Area 
Azimuthal<br />Band Subset: “Red 
Radiance/RDQI”, Spatial Subset: 50S, 
170E, 35S, 180E, Reproject to Polar 
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# Action Expected Result Notes 
Stereographic 

25 <i>MIL3DAE.004</i>  #comment 
26 JAN_01_2010 Band Subset: “Optical depth 

average”<br />Band Subset: “Optical 
depth average”, “Single-scatter 
albedo”<br />Band Subset: “Optical 
depth average”, Spatial Subset: 20N, 
180W, 70N, 65W, Reproject to 
Transverse Mercator<br />Band 
Subset: “Optical depth average”, 
Spatial Subset: 20N, 180W, 70N, 
65W, Reproject to Lambert Conformal 
Conic 

 

27 APR_01_2010 Band Subset: “Optical depth average”, 
Spatial Subset: 20N, 180W, 70N, 
65W<br />Band Subset: “Optical 
depth average”, Spatial Subset: 20N, 
180W, 70N, 65W, Reproject to 
Transverse Mercator<br />Band 
Subset: “Optical depth average”, 
Spatial Subset: 20N, 180W, 70N, 
65W, Reproject to Lambert Conformal 
Conic 

 

28 JUL_01_2010 Band Subset: “Optical depth average”, 
Spatial Subset: 20N, 180W, 70N, 
65W<br />Band Subset: “Optical 
depth average”, Spatial Subset: 20N, 
180W, 70N, 65W, Reproject to 
Transverse Mercator<br />Band 
Subset: “Optical depth average”, 
Spatial Subset: 20N, 180W, 70N, 
65W, Reproject to Lambert Conformal 
Conic 

 

29 OCT_01_2010 Band Subset: “Optical depth average”, 
Spatial Subset: 20N, 180W, 70N, 
65W<br />Band Subset: “Optical 
depth average”, Spatial Subset: 20N, 
180W, 70N, 65W, Reproject to 
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# Action Expected Result Notes 
Transverse Mercator<br />Band 
Subset: “Optical depth average”, 
Spatial Subset: 20N, 180W, 70N, 
65W, Reproject to Lambert Conformal 
Conic 

30 <i>MIL3MRD.005</i>  #comment 
31 JAN_2010 Band Subset: “Average”<br />Band 

Subset: “Average”, “Covariance”<br 
/>Band Subset: “Average”, Spatial 
Subset: 20N, 180W, 70N, 65W, 
Reproject to Transverse Mercator<br 
/>Band Subset: “Average”, Spatial 
Subset: 20N, 180W, 70N, 65W, 
Reproject to Lambert Conformal 
Conic 

 

32 APR_2010 Band Subset: “Average”, Spatial 
Subset: 20N, 180W, 70N, 65W<br 
/>Band Subset: “Average”, Spatial 
Subset: 20N, 180W, 70N, 65W, 
Reproject to Transverse Mercator<br 
/>Band Subset: “Average”, Spatial 
Subset: 20N, 180W, 70N, 65W, 
Reproject to Lambert Conformal 
Conic 

 

33 JUL_2010 Band Subset: “Average”, Spatial 
Subset: 20N, 180W, 70N, 65W<br 
/>Band Subset: “Average”, Spatial 
Subset: 20N, 180W, 70N, 65W, 
Reproject to Transverse Mercator<br 
/>Band Subset: “Average”, Spatial 
Subset: 20N, 180W, 70N, 65W, 
Reproject to Lambert Conformal 
Conic 

 

34 OCT_2010 Band Subset: “Average”, Spatial 
Subset: 20N, 180W, 70N, 65W<br 
/>Band Subset: “Average”, Spatial 
Subset: 20N, 180W, 70N, 65W, 
Reproject to Transverse Mercator<br 
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# Action Expected Result Notes 
/>Band Subset: “Average”, Spatial 
Subset: 20N, 180W, 70N, 65W, 
Reproject to Lambert Conformal 
Conic 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
The results of each test should be viewed in a GeoTiff capable image viewer such as ENVI or eog.  The images should be inspected to ensure that they contain 
viewable data and that data seems to be in the expected projection and there are no obvious errors present.  This may require some consultaion with the Science 
Office of HEG developers to gain an idea of what 'expected' means for each ESDT/projection/ band/ etc.   
 

151 DP_81_02_TP003 HEG ERROR HANDLING (ECS-ECSTC-2562) 

DESCRIPTION: 
Test Case Id 40 
 
  
 
For at least a portion of this test ensure that the HEG tool runs on a platform different from the one used by the SDPS External Web Service API and simulate a 
situation where the tool platform is not attached to the StorNext file systems.  
 
  
 
Submit requests that will result in HEG processing errors or no outputs.  Use the list of NCRs and HEG improvements made to recognize such errors as a guide 
to complete the list below. Examples:  
 
a)      Geographic subsetting for an area not covered by the granule in question.  
 
b)      Re-projections with parameters that are invalid given the geographic coverage of the granule.  
 
c)      Subsetting for bands that cannot be subsetted.  
 
d)      The HEG tool adapter cannot be contacted.  
 
e)      The HEG tool command fails.  
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f)        The HEG tool execution times out.  
 
PRECONDITIONS: 
Use test data identified in test cases 41,42,43,44 
 
STEPS:   
# Action Expected Result Notes 
1 See the linked test cases below to identify collections and granules to use for 

this test 
Test data has been identified  

2 <i>@151 [TC-151]</i>  #comment 
3 <i>Test data can also be found at :  @156 [TC-156] but this test case is not 

yet ready</i> 
 #comment 

4 <i>@153 [TC-153]</i>  #comment 
5 <i>@152 [TC-152]</i>  #comment 
6 Set up the Data Access environment to ensure that there are two versions of 

the HEG tool adapter running: one on a machine that is connected to the 
SAN/Datapool, and another which is not(this service will also need to be 
configured slightly differently).  Verify that these services are configured to 
be available for the collections being used in this test. 

The required processing services have 
been configured 

 

7 Follow the intsructions below to build and submit a number of processing 
requests.  Make sure that some of them are synchronous and others 
asynchronous; that some are submitted to EGI via a POST, others a GET, and 
others are submitted via OMS; and that some are submitted to the SAN 
connected service and others to the unconnected service. 

  

8 73  #referenced test-case 
9 Submit requests that will result in HEG processing errors or no outputs.  Use 

the list of NCRs and HEG improvements made to recognize such errors as a 
guide to complete the list below. Examples:<br />a) Geographic subsetting 
for an area not covered by the granule in question.<br />b) Re-projections 
with parameters that are invalid given the geographic coverage of the 
granule.<br />c) Subsetting for bands that cannot be subsetted.<br />d)
 The HEG tool adapter cannot be contacted.<br />e) The HEG tool 
command fails.<br />f) The HEG tool execution times out. 

Verify that the Internal API returns, 
for each of the listed requests:<br />a)
 A correct classification of the 
error<br />b) An error 
description<br /> 

 

 
 
TEST DATA: 
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EXPECTED RESULTS: 
Verify that the Internal API returns, for each error case described above:  
 
a)      A correct classification of the error  
 
b)      An error description 
 

152 DP_81_02_TP008 SDPS PROCESSING RESUBMISSION AFTER FAULT (ECS-ECSTC-2563) 

DESCRIPTION: 
Test Case ID - 170 
 
  
 
Submit a request to the SDPS Web Processing API,  Include in the request an indication that the request is a resubmission 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 73  #referenced test-case 
2 Go to http://&lt;host&gt;:&lt;port&gt;/esi_&lt;MODE&gt;/inventory A list of collections should appear.  

This list contains all colelctions which 
have ConversionEnabledFlag set in 
the database and have at least 1 public 
granule.  The granule count next to 
each collection comes from the 
datapool webaccess statistics tables 
which are updated periodically, so 
may not always be totally accurate. 

 

3 Click one of the collections A list of granules will appear.  Note 
that this is a subset of all granules in 
the collection as displaying thousands 
of granules here is not very useful. 

 

4 Click the &quot;Order Form&quot; button next to one of the granules. A simple HTML form appears.  
5 Click the link for the service you wish to use You will be taken to the section of the 

page for the tool you have selected. 
 

6 In the order form select your order options.  All fields are optional and can be   
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# Action Expected Result Notes 
left blank.  The available options will be based on the configuration in the 
Data Access GUI 
(http://&lt;host&gt;:&lt;port&gt;/DataAccessGui_&lt;MODE&gt;/). 

7 Request Type: Select:<br />-Synchronous if you are 
submitting a single granule and want it 
to be processed and returned directly 
to you, rather than getting back an 
order ID.  A synchronous request will 
generally take longer to get a 
response, but there are less steps 
involved to get the data.  <br />-
Asynchronous if you are submitting 
more than one granule and/or want a 
quicker response containing the order 
ID instead of waiting for the 
processing to complete first.  
Asynchronous is required if the 
request will be submitted to OMS. 

 

8 Format: Select the desired output format.  Note 
that currently, if the service being used 
is a GDAL service, Format is the only 
processing option you can select 
(cannot select projection, bands, 
resampling, or spatial subsetting). 

 

9 Projection/Projection Parameters: Select the desired output projection 
and its parameters if reprojection is 
desired 

 

10 Bands: Select the desired band to extract if 
band subsettign is desired 

 

11 Spatial Subset: Specify a bounding box if spatial 
subsetting is desired 

 

12 Resampling: Select a resample dimension and value 
if resampling is desired 

 

13 Email Address: Enter your email address to receive 
status information about your request.  
This is required for asynchronous 
requests. 

 

14 Additional Granule IDs: If the request type is Asynchronous  
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# Action Expected Result Notes 
and multiple granules from teh same 
collection are to be included in the 
same request (with all the same order 
options), Enter them here, separated 
by commas. 

15 Click the submit button that appears at the top and bottom of the section for 
each tool. 

A page will appear with a number of 
submittal options. 

 

16 External EGI Request URL (POST):<br />This is the simplest way to submit 
a request directly to EGI.  This option works for both synchronous and 
asynchronous request types.  <br />Click the &quot;Submit POST&quot; 
button to submit the request<br />Alternatively, you can copy the wget 
command line script listed below the submit button.  This command should 
be run from the command line.  This is useful as it can be saved in a file for 
later use or scripted easily. 

  

17 Response will be an XML file containing the order Id of the request along 
with a URL to get the status of the request (for asynchronous) or a list of 
download URLs (for synchronous). 

  

18 External EGI Request URL (GET) [synchronous only]:<br />This only 
appears if Request Type is Synchronous, but it is useful in that it can be 
copied to a browser address bar and run that way.  It is also easy to same in a 
text file or book mark for later use.  <br />Click the link to submit 

Response will be an XML file 
containing download URLs for the 
results of the requested processing. 

 

19 EWOC parameter file optionselect line [asynchronous only]:<br />This is the 
line you would add to an EWOC test driver properties file in order to perform 
the requested processing via OMS.  The order will be submitted as an FTP 
Pull order.  Once the provided line is in the properties file, there are some 
other things taht need to be added there.  see an existing example. Once the 
file is complete, run:<br />./EcDmEwocTestClientStart DEV01 f4eil01 
22500 &lt;filename&gt; n 

Response to running EWOC test client 
is the created order id. 

 

20 ESI Request URL (GET):<br />This should only be used if you are 
specifically submitting a request to the internal ESI service.  This request will 
not be tracked in the database and avoids EGI and OMS.  This is only for 
very specific testing cases. 

  

 
 
TEST DATA: 
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EXPECTED RESULTS: 
Verify that it is possible to flag a request as a resubmission.  
 

153 DP_81_02_TP044 SDPS WEB API HEG REGRESSION - AMSR (ECS-ECSTC-2564) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Data can be found in /sotestdata/DROP_801/HEG/MODIS_Land It may need 

to be ingested prior to test.  In order to find if the data in question is already 
ingested, and to find its granuleId use the following SQL:<br />select 
GranuleId, LocalGranuleID from AmGranule where LocalGranuleID like 
'%&lt;IDENTIFIER&gt;%' and ShortName = '&lt;SHORTNAME&gt;' and 
VersionId = &lt;VERSIONID&gt;<br />where &lt;IDENTIFIER&gt; is the 
ID used below to define the different granules and &lt;SHORTNAME&gt; 
and &lt;VERSIONID&gt; are the shortname and versionID of the collection 
in question. 

  

2 For instructions on how to construct and submit a request see Test case 150 
(DP_81_02_TP000.1).  It may be useful to save off the URLs or wget 
commands for each request for later reuse.  The mechanism of submital 
(syncronous/asynchronous, EWOC/EGI) is not too important for this test, but 
ideally. you shoudl do some of each. 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

154 DP_81_02_TP045 END TO END TESTING - ESI API (ECS-ECSTC-2565) 

DESCRIPTION: 
1) [ESI API] - Select a collection and request the processing optiosn document as well as the ECHO forms document. Do this from an external machine (not on 
teh local network).  
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2 ) [nominal case] - Submit at least 10 requests for ESI processing trough Reverb.  These requests should use the collections and order options specified in test 
procedures 41-44.  at least 2 requests from each of these test procedures.  At least 2 or the requests should be for more than one granule.   
 
Repeat 5 of the requests using wget.  make sure that some of these are synchronous and some are asynchronous. Ensure that wget is being run outside the local 
network, eg from another lab environment, such that only the externally accessible interfaces can be reached. 
 
  
 
3) [invalid request parameters] - Using wget, submit a request with an unrecognized parameter name. 
 
  
 
4) [option disabled] - After configuring the ECHO service options for a particular collection in PUMP, but prior to submitting a request, use the Data Access GUI 
to modify the configuration to disable a certain processing option on the collection.  Submit a request which includes that processing option.  
 
  
 
5) [collection disabled] - After configuring the ECHO service options for a particular collection in PUMP, but prior to submitting a request, use the Data Access 
GUI to disable all processing on a collection.  Submit a request which includes processing on that particular collection.  
 
  
 
6) [missing band] - Submit a request for multiple granules in a collection, which request a particular band  where one or more granules in the request have that 
band and one or more dont (e.g. visible band in MOD29 granules).  Submit a second request for a single grnaule with the requested band missing. 
 
  
 
7) [invalid option combination] - Submit a request for UTM reprojection with a zone which is not coincident with the granule’s spatial bounds or the requested 
subset area.   
 
  
 
8) [not in datapool] - Submit a request for a granule which does not exist in the datapool (e.g. it is in a state where the granule exists only on tape and not 
datapool, or if this is not possible then where the file has been moved/removed from its expected location on the datapool.    
 
  
 



 

388 
 

9) [request queue order] - Set Max Asynchronous Jobs to 1 in the Data Access GUI for the desired processing tool and bounce EGI.  Submit multiple single 
granule requests for that tool in rapid succession via ECHO Reverb (making sure that the number of requests does not exceed 
MAX_GRANS_QUEUE_ASYNC_REQUESTS).   
 
  
 
10) [resources exhausted] - Set MAX_GRANS_QUEUE_ASYNC_REQUESTS to 1 in the Data Access GUI and bounce EGI.  Submit multiple single granule 
requests in rapid succession via ECHO Reverb.  
 
  
 
11) [tool unreachable] - Stop the processing tool (e.g. by stopping the webapp in tomcat).  Submit a request for processing with that tool via Reverb.   
 
  
 
12) [OMS order] - Use PUMP to configure a collection with ESI order options (as opposed to service options).  Submit an order for a granulke in this collection 
and specify processing options.   
 
   
 
13) [multiple available tools] - Configure a collection to have multiple processing tools available for use with it.  uplaod the new ECHO for in ECHO PUMP. 
 Submit a processing request for a granule or granule(s) in the request for each of the processing tools enabled for that collection.   
 
  
 
14) [request splitting] - Submit a processing request for multiple granules in the same collection.  In the order options page, select different options for each 
granule (i.e. do not select the option to apply the same optiosn to all granules in the cart).   
 
  
 
15) [multi collection requests] - Add granules from multiple configured collections to the shopping cart.  Select all of them and click the perform service button.  
fill out the order options for the granules, using the option to apply options to other granules if available.   
 
  
 
16) [large requests] - Submit a reverb request for processing of  1000 granules in the same collection. Ensure that the ESI configuration is such that multiple 
granules and requests can process concurrently, but without overwhelming the resources.  Submit another 1000 granule request at the same time for another 
collection.   
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17) [metrics] - View  ESI processing metrics in Hyperic and EMS. 
 
PRECONDITIONS: 
This test procedure must be performed in a mode that is connected to ECHO (i.e. collections and granules are exported via BMGT) and which is externally 
accessible from ECHO.  Most likely, the only viable mode is PVC TS2. 
 
  
 
This test shall be performed against teh ECHO partner test environment. 
 
  
 
The tester should have access to an administrator account in ECHO PUMP.   
 
  
 
  
 
STEPS:   
# Action Expected Result Notes 
1 <i>This test must be run in a mode that is both exporting metadata to ECHO 

and also which is accessable from the ECHO network.</i> 
 #comment 

2 <i>The set up steps in TP045.1 (test case # 158) must be run prior to running 
this test case</i> 

 #comment 

3 View the ESI Processing Options document for 2 or more collections which 
are configured in ESI.   Do this from an external machine (not on the local 
network).  The URL to get the ESI Processing Options document looks 
like:<br />&lt;External URL to 
EGI&gt;/capabilities/&lt;Shortname&gt;.&lt;VersionID&gt; (e.g. 
http://p4eil01u.ecs.nasa.gov:18307/egi_TS2/capabilities/MOD10CM.005) 

Verify that it is possible to obtain the 
SDPS Processing Options Document 
for a particular collection from an 
external machine.  <br /> 

 

4 View the ECHO forms document for 2 or more collections which are 
configured in ESI.   Do this from an external machine (not on the local 
network).  The URL to get the forms document looks like:<br />&lt;External 
URL to EGI&gt;/forms/echo/&lt;Shortname&gt;.&lt;VersionID&gt; (e.g. 
http://p4eil01u.ecs.nasa.gov:18307/egi_TS2/forms/echo/MOD10CM.005) 
[Note that this was already done in the setup step, so unless setup was already 
done before this test run, this step can be skipped.] 

Verify that it is possible to obtain the 
ECHO forms XML document for a 
particular collection from an external 
host.  <br /> 

 

5 Go to http://newsroom.gsfc.nasa.gov/esi/8.1/schemas/index.html to view the Verify that the SDPS Web API  
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# Action Expected Result Notes 
ESI documentation.  Note that a more detailed ICD is forthcoming and will 
likely be posted at this site as well. 

schema, protocols, error responses and 
other interface details are documented 
in an ICD. 

6 For this test one would have to generate a number of Data Access requests 
and subsequently download the output files. Go to a mode that has granules 
ingested and thru the ESI drilldown, order a few requests and when they have 
been processed download the output files. 

Verify that the granules that were 
processed and the files downloaded. 

 

7 Log in to f4eil01 as cmshared, and navigate to the following location:<br 
/>/usr/ecs/DEV02/CUSTOM/utilities<br />Next set the view to current test(c 
setview current_test)<br />Inside execute the EcDlDaRollupApacheLogs.ksh 
script for the DEV02 mode. 

Verify that the code has run to 
completion and go to the 
EcInDb_DEV02..AmDaDataTransfer 
to verify that the request and the 
download has gone through. Query for 
the TransferDateTime. This would 
indicate when the granule in step 1 
was downloaded and verify that the 
script worked as part of this step. 

 

8 Next log in to f4spl01 and navigate to the following location:<br 
/>/usr/ecs/DEV02/CUSTOM/utilities<br />Execute (while still logged in as 
cmshared and under the current_test baseline) EcDbEMSdataExtractor.pl 
with -mode option to traverse the tables and create output pipe delimited files. 
(If you are executing this test on the same time that you are verifying the data 
use -startdate and -enddate with todays date to include todays data) 

The file has run to completion  

9 Open the EcDbEMSdataExtractor.cfg file in /usr/ecs/DEV02/CUSTOM/cfg 
and pay attention to the EMSEXTRACTDIR parameter. It would contain the 
output directory which will contain the outputted files generated from the 
previous step. Go to that location. 

The location exists and files have been 
generated as part of the previous steps. 

 

10 While still in the location, do a long listing of the last changed files. You will 
see a number of files generated, some of which, will have a size of zero, 
which indicates no activity for that data type. Open the file that has 
&quot;DistHTTP_MODE&quot; as part of the filename. Open the file. 

Verify that the file contains the request 
and the file downloaded as part of the 
request submitted in step 1. The very 
first number of each line is the 
request_id so it should be pretty easy 
to locate your downloaded file 

 

11 In order to check for the other fields navigate to the XML of the output 
file:<br 
/>http://newsroom.gsfc.nasa.gov/esi/dev/schemas/EMSDistribution.xsd<br 
/>Carefully traverse through all the fields while having the file opened as 
well. 

Verify that for each field of the xsd 
file there is a value that exists in the 
output file. Furthermore connect to the 
database and verify the values with the 
database<br /> 
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TEST DATA: 
 
EXPECTED RESULTS: 
1) [ESI API] - Verify that it is possible to obtain the SDPS Processing Options Document for a particular collection from an external machine.  Verify that it is 
possible to obtain the ECHO forms XML document for a particular collection from an external host.  Verify that reverb displays the correct processing options 
for the colelctions being used for requests (as defined in the Data Access GUI). Verify that the SDPS Web API schema, protocols, error responses and other 
interface details are documented in an ICD  
 
  
 
2) [nominal case] - Verify that the requests complete successfully.  Verify that the initial response to the reverb request contains request information and status 
and that reverb eventually receives and displays download URLs.  Verify that the synchronous requests submitted using wget return download URLs and the 
asyncronous requests return an order ID and status as well as a URL to get more information.   
 
  
 
3) [invalid request parameters] - Verify that the request is rejected with an informative error message.   
 
    
 
4) [option disabled] - Verify that the request fails and an informative error is displayed on the Reverb screen indicating that the requested option is not available.   
 
  
 
5) [collection disabled] - Verify that the request fails and that the Reverb screen displays a message indicating that the collection is not enabled for processing.   
 
     
 
6) [missing band] - Verify that the first request is successful, but that there is a message either on teh Reverb screen or in an email indicating that some of the 
granules in the request have failed and indicating why.   Verify that the second request fails and an informative error is presented in the Reverb screen indicating 
the reason.   
 
   
 
7) [invalid option combination] - Verify that the request fails and an informative error is presented in the Reverb screen indicating the reason.   
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8) [not in datapool] - Verify that the request fails and an informative error is displayed on the Reverb screen indicating that the requested granule is not available.   
 
   
 
9) [request queue order] - Verify that the requests are worked off in the order they were received.  
 
   
 
10) [resources exhausted] - Verify that some of the requests fail and that a message is displayed in the Reverb screen indicating that this is due to resources being 
exhausted and that the user should try again later.   
 
  
 
11) [tool unreachable] - Verify that the request fails and that Reverb displays an error indicating that this was due to an internal resource error and to try again 
later.   
 
   
 
12) [OMS order] - Verify that the order is processed by OMS and completes successfully.   
 
   
 
13) [multiple available tools] - When the tool is selected in the options form, verify that the options change to reflect what is available with that tool (as 
configured in the Data Access GUI).  Verify that each request is handled by the correct tool and completes successfully.   
 
  
 
14) [request splitting] - Verify that either it is not possible to select different options for the granule sin the request, or that the request is split up into multiple 
requests by ECHO so that each unique set of options is a single request.   
 
  
 
15) [multi collection requests] - Verify that applying options to other granules in the cart, only applies them to other granules in the same collection.  Verify that 
when the request is submitted, the granules from different collections are split into multiple requests.  
 
  
 
16) [large requests] - Verify that the requests complete successfully. Verify that the progress of each request is displayed dynamically in the Reverb page.   
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17) [metrics] - Verify that metrics for Reverb requests are listed in the Hyperic GUI.  Ideally reverb requests should be distinguishable from requests coming 
from other clients (such as wget), but this is not required.  Verify that metrics for reverb requests are listed in EMS metrics.  Ideally reverb requests should be 
distinguishable from requests coming from other clients (such as wget), but this is not required.     
 

155 DP_81_02_TP045.1 END TO END TESTING -  SET UP (ECS-ECSTC-2566) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>ESI Setup Steps:</i>  #comment 
2 Refer to test cases 41-44 to find a set of 2 or more collections which will be 

used for this test.  Using the ESI GUI, ensure that those collections are 
configured in ESI for processing by both HEG and GDAL. 

Collections are now properly 
configured in ESI.<br /> 

 

3 <i>BMGT Setup Steps:</i>  #comment 
4 Verify that the selected collections are configured for collection and granule 

export in BMGT.  This is done by viewing the Group Configuration page in 
the BMGT GUI and if necessary modifying the file EcBmBMGTGroup.xml 
(if this file is modified, a BMGT Automatic cycle must be run to persist the 
change).  Ensure that the BMGT exports for the collections are up to date.  If 
possible, do an entire manual export or long form verification of the entire 
collection to ensure this. 

BMGT is set up to export the relevant 
collections to ECHO and ECHO is in 
sync with the catalog where the test is 
taking place. <br /> 

 

5 <i>ECHO Setup Steps:</i>  #comment 
6 If you do not already have a partner test ECHO user account, create one at 

https://api-test.echo.nasa.gov/reverb/users/new .  Once you have done so, 
contact ECHO Operations or Tim Goff to have your username added to the 
&quot;Testers&quot; group in PUMP. 

An account has been created.  

7 Login to ECHO PUMP for partner-test  (https://api-
test.echo.nasa.gov/pump/).  Click the 'Provider Context' tab at the top and 
select the appropriate provider for the mode where the test is being performed 
(e.g. PVC_TS2 for TS2 mode). 

The Provider Context has been set.  

8 Once you have entered the correct provider context, click &quot;Service 
Management&quot; on the left navigation pane and then click on the service 
entries link. If there is not already an ESI service entry, click &quot;Add New 

A service exists or a new service has 
been created. Verify that the newly 
created service if created appears on 

 



 

394 
 

# Action Expected Result Notes 
Service Entry&quot;.  Specify service name.  For URL, put &lt;externally 
accessible URL to EGI application&gt;/request (e.g. 
http://p4eil01u.ecs.nasa.gov:18307/egi_TS2/request).  For &quot;Type&quot; 
select &quot;SERVICE_IMPLEMENTATION&quot;. Click the save button. 

this page. 

9 While still on the service entries tab, click on the update button of the 
configured service. <br /><br />On the next page, in the &quot;Tags&quot; 
section, click the &quot;Virtual&quot; tab.  Click 
&quot;SERVICE_INTERFACE&quot; to expand it and select 
&quot;EOSDIS Service Interface&quot;.  <br /><br />Click 
&quot;DATASET&quot; to expand it.  Click to expand the subtree for the 
current provider.  Then find and select all of the collections being used for 
this test.  Make sure that the short name and version ID match that used in the 
ESI configuration.  <br /><br />Click the Save Button 

Collections have been configured for 
use with the newly configured service. 
<br /> 

 

10 Do the following  steps for each collection being tested:   
11 In the left hand navigation pane, select &quot;Option Definitions&quot; 

under &quot;Service Management&quot;.  <br /> 
  

12 Click &quot;Add New Service Option Definition&quot;.  Provide a name for 
the option (should have both the string &quot;ESI&quot; and the collection 
short name in the title).  <br /> 

  

13 Get the autogenerated ECHO forms XML for the colelction from 
http://&lt;EGI URL&gt;/forms/echo/&lt;shortname&gt;.&lt;versionid&gt; 
(e.g. 
http://p4eil01u.ecs.nasa.gov:18307/egi_TS2/forms/echo/MOD10CM.005).  
<br /> 

  

14 Copy paste the XML into the &quot;Form&quot; section of the PUMP 
screen.  Web browsers tend to remove some parts of the XML to display 
them more concisely(e.g. removing namespace definitions), so in order to 
ensure it gets copied correctly, use the &quot;view source' feature of your 
browser.  <br /> 

  

15 Finally, enter a description in the &quot;Description&quot; box. <br />   
16 Click the &quot;Save&quot; button.<br /> A new service option definition has 

been added which specifies what 
options are available via ESI for a 
particular collection. 

 

17 Click &quot;Option Assignments&quot; under &quot;Service 
Management&quot; in the left hand pane. Find the service implementation 
which was defined in step 3.  Click the check box next to it and then click 
&quot;Display Service Option Assigments&quot;. 

The collections and option definition 
mappings for the selected service are 
shown. 
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# Action Expected Result Notes 
18 Click &quot;Add New Option Assignment&quot;.  Select the Service 

Implementation defined above and the Option definition defined above.  
Select the collection (which was previously linked to this service above) 
which should be associated with that form. Click &quot;Add&quot;. 

The collection is configured with the 
selected service and service options. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

156 DP_81_02_TP046 END TO END TESTING - NOMINAL CASE (ECS-ECSTC-2567) 

DESCRIPTION: 
1) [ESI API] - Select a collection and request the processing optiosn document as well as the ECHO forms document. Do this from an external machine (not on 
teh local network).  
 
  
 
2 ) [nominal case] - Submit at least 10 requests for ESI processing trough Reverb.  These requests should use the collections and order options specified in test 
procedures 41-44.  at least 2 requests from each of these test procedures.  At least 2 or the requests should be for more than one granule.   
 
Repeat 5 of the requests using wget.  make sure that some of these are synchronous and some are asynchronous. Ensure that wget is being run outside the local 
network, eg from another lab environment, such that only the externally accessible interfaces can be reached. 
 
  
 
3) [invalid request parameters] - Using wget, submit a request with an unrecognized parameter name. 
 
  
 
4) [option disabled] - After configuring the ECHO service options for a particular collection in PUMP, but prior to submitting a request, use the Data Access GUI 
to modify the configuration to disable a certain processing option on the collection.  Submit a request which includes that processing option.  
 
  
 
5) [collection disabled] - After configuring the ECHO service options for a particular collection in PUMP, but prior to submitting a request, use the Data Access 
GUI to disable all processing on a collection.  Submit a request which includes processing on that particular collection.  
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6) [missing band] - Submit a request for multiple granules in a collection, which request a particular band  where one or more granules in the request have that 
band and one or more dont (e.g. visible band in MOD29 granules).  Submit a second request for a single grnaule with the requested band missing. 
 
  
 
7) [invalid option combination] - Submit a request for UTM reprojection with a zone which is not coincident with the granule’s spatial bounds or the requested 
subset area.   
 
  
 
8) [not in datapool] - Submit a request for a granule which does not exist in the datapool (e.g. it is in a state where the granule exists only on tape and not 
datapool, or if this is not possible then where the file has been moved/removed from its expected location on the datapool.    
 
  
 
9) [request queue order] - Set Max Asynchronous Jobs to 1 in the Data Access GUI for the desired processing tool and bounce EGI.  Submit multiple single 
granule requests for that tool in rapid succession via ECHO Reverb (making sure that the number of requests does not exceed 
MAX_GRANS_QUEUE_ASYNC_REQUESTS).   
 
  
 
10) [resources exhausted] - Set MAX_GRANS_QUEUE_ASYNC_REQUESTS to 1 in the Data Access GUI and bounce EGI.  Submit multiple single granule 
requests in rapid succession via ECHO Reverb.  
 
  
 
11) [tool unreachable] - Stop the processing tool (e.g. by stopping the webapp in tomcat).  Submit a request for processing with that tool via Reverb.   
 
  
 
12) [OMS order] - Use PUMP to configure a collection with ESI order options (as opposed to service options).  Submit an order for a granulke in this collection 
and specify processing options.   
 
   
 
13) [multiple available tools] - Configure a collection to have multiple processing tools available for use with it.  uplaod the new ECHO for in ECHO PUMP. 
 Submit a processing request for a granule or granule(s) in the request for each of the processing tools enabled for that collection.   
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14) [request splitting] - Submit a processing request for multiple granules in the same collection.  In the order options page, select different options for each 
granule (i.e. do not select the option to apply the same optiosn to all granules in the cart).   
 
  
 
15) [multi collection requests] - Add granules from multiple configured collections to the shopping cart.  Select all of them and click the perform service button.  
fill out the order options for the granules, using the option to apply options to other granules if available.   
 
  
 
16) [large requests] - Submit a reverb request for processing of  1000 granules in the same collection. Ensure that the ESI configuration is such that multiple 
granules and requests can process concurrently, but without overwhelming the resources.  Submit another 1000 granule request at the same time for another 
collection.   
 
  
 
17) [metrics] - View  ESI processing metrics in Hyperic and EMS. 
 
PRECONDITIONS: 
This test procedure must be performed in a mode that is connected to ECHO (i.e. collections and granules are exported via BMGT) and which is externally 
accessible from ECHO.  Most likely, the only viable mode is PVC TS2. 
 
  
 
This test shall be performed against teh ECHO partner test environment. 
 
  
 
The tester should have access to an administrator account in ECHO PUMP.   
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STEPS:   
# Action Expected Result Notes 
1 <i>This test must be run in a mode that is both exporting metadata to ECHO 

and also which is accessable from the ECHO network.</i> 
 #comment 

2 <i>The set up steps in TP045.1 (test case # 158) must be run prior to running 
this test case</i> 

 #comment 

3 <i>See TP045.2 (test case # 160) for instructions on submitting a request 
through reverb</i> 

 #comment 

4 Submit at least 10 requests for ESI processing trough Reverb.  These requests 
should use the collections and order options specified in test procedures 41-
44.  at least 2 requests from each of these test procedures.  At least 2 or the 
requests should be for more than one granule.  <br />Repeat 5 of the requests 
using wget.  make sure that some of these are synchronous and some are 
asynchronous. Ensure that wget is being run outside the local network, eg 
from another lab environment, such that only the externally accessible 
interfaces can be reached. 

Verify that the requests complete 
successfully.  Verify that the initial 
response to the reverb request contains 
request information and status and that 
reverb eventually receives and 
displays download URLs.  Verify that 
the synchronous requests submitted 
using wget return download URLs and 
the asyncronous requests return an 
order ID and status as well as a URL 
to get more information. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
1) [ESI API] - Verify that it is possible to obtain the SDPS Processing Options Document for a particular collection from an external machine.  Verify that it is 
possible to obtain the ECHO forms XML document for a particular collection from an external host.  Verify that reverb displays the correct processing options 
for the colelctions being used for requests (as defined in the Data Access GUI). Verify that the SDPS Web API schema, protocols, error responses and other 
interface details are documented in an ICD  
 
  
 
2) [nominal case] - Verify that the requests complete successfully.  Verify that the initial response to the reverb request contains request information and status 
and that reverb eventually receives and displays download URLs.  Verify that the synchronous requests submitted using wget return download URLs and the 
asyncronous requests return an order ID and status as well as a URL to get more information.   
 
  
 
3) [invalid request parameters] - Verify that the request is rejected with an informative error message.   
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4) [option disabled] - Verify that the request fails and an informative error is displayed on the Reverb screen indicating that the requested option is not available.   
 
  
 
5) [collection disabled] - Verify that the request fails and that the Reverb screen displays a message indicating that the collection is not enabled for processing.   
 
     
 
6) [missing band] - Verify that the first request is successful, but that there is a message either on teh Reverb screen or in an email indicating that some of the 
granules in the request have failed and indicating why.   Verify that the second request fails and an informative error is presented in the Reverb screen indicating 
the reason.   
 
   
 
7) [invalid option combination] - Verify that the request fails and an informative error is presented in the Reverb screen indicating the reason.   
 
   
 
8) [not in datapool] - Verify that the request fails and an informative error is displayed on the Reverb screen indicating that the requested granule is not available.   
 
   
 
9) [request queue order] - Verify that the requests are worked off in the order they were received.  
 
   
 
10) [resources exhausted] - Verify that some of the requests fail and that a message is displayed in the Reverb screen indicating that this is due to resources being 
exhausted and that the user should try again later.   
 
  
 
11) [tool unreachable] - Verify that the request fails and that Reverb displays an error indicating that this was due to an internal resource error and to try again 
later.   
 
   
 
12) [OMS order] - Verify that the order is processed by OMS and completes successfully.   
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13) [multiple available tools] - When the tool is selected in the options form, verify that the options change to reflect what is available with that tool (as 
configured in the Data Access GUI).  Verify that each request is handled by the correct tool and completes successfully.   
 
  
 
14) [request splitting] - Verify that either it is not possible to select different options for the granule sin the request, or that the request is split up into multiple 
requests by ECHO so that each unique set of options is a single request.   
 
  
 
15) [multi collection requests] - Verify that applying options to other granules in the cart, only applies them to other granules in the same collection.  Verify that 
when the request is submitted, the granules from different collections are split into multiple requests.  
 
  
 
16) [large requests] - Verify that the requests complete successfully. Verify that the progress of each request is displayed dynamically in the Reverb page.   
 
  
 
17) [metrics] - Verify that metrics for Reverb requests are listed in the Hyperic GUI.  Ideally reverb requests should be distinguishable from requests coming 
from other clients (such as wget), but this is not required.  Verify that metrics for reverb requests are listed in EMS metrics.  Ideally reverb requests should be 
distinguishable from requests coming from other clients (such as wget), but this is not required.     
 

157 DP_81_02_TP045.2 END TO END TESTING -  REQUEST SUBMITTAL IN REVERB (ECS-ECSTC-
2568) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>This step is a general step describing how to submit the requests called for 

in the other steps through Reverb.  This step should not be run itself</i> 
 #comment 

2 <i>In order to submit a request through Partner Test Reverb:</i>  #comment 
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# Action Expected Result Notes 
3 Go to https://api-test.echo.nasa.gov/reverb/   
4 Click the &quot;Sign in&quot; link at the top right.  If you dont have an 

account, use the link there to generate a new account.  Give your user ID to 
ECHO Operations or to a member of the administartor group for the provider 
(e.g. Tim Goff) and request to be added to the &quot;Tester&quot; group. 

  

5 Once signed in, allow the page to load entirely.  You should see a list of 
datasets and a search term box.  In the search term box, enter the name of the 
provider you are using (e.g. PVC_TS2) and also part or all of the collection 
short or long name.  The dataset list should dynamically be filtered and you 
should see your collection listed with a gear icon to the right of it indicating 
that services are enabled on the collection. 

  

6 Click the check box next to the collection.  then click &quot;Search for 
Granules&quot; at the bottom of the page.  If you want you can also enter 
spatial or temporal search constraints before searching for granules. 

  

7 Once the search results come back, add one or more of the granules to the 
shopping cart by clicking the add to shopping cart icon next to the granule.  
Then navigate to the shopping cart by clicking the Shopping Cart button at 
the top of the screen.  In the shopping cart, select some or all of the listed 
granules (by clickign the box next to each), and then click the &quot;Perform 
Service on Selected&quot; Button. 

  

8 Click the &quot;set&quot; button next to one of the listed granules.   
9 In the screen that comes up.  Enter the processing options.  Email is required 

and the other options are optional.  Enter them based on the particular test 
being performed.  The &quot;Use these values for all applicable items&quot;  
will apply the same options to all selected granules in the same collection.  
This is usually desireable as it will ensure they are included in a single 
request.  However, as of this writing, there is a bug in Reverb which requires 
that this be unchecked and each granule have its options set manually. 

  

10 Ensure that each granule now has its optiosn set.  Each should now have a 
&quot;change&quot; button next to it instead of the &quot;set&quot; button.  
any desired changes can be made by clicking this button. 

  

11 Click the &quot;Proceed&quot; button.   
12 The next page provides a summary of the request you are about to submit.  

Click the &quot;Submit Request&quot; button. 
The request has been submitted and 
has completed. 

 

13 Request progress and status will be displayed, along with a progress bar.  
Once the request is complete, URLs will be displayed at which you can 
download the request results.  Click the URLs to download the files. 

Resulting files have been 
downloaded<br /><br /> 
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TEST DATA: 
 
EXPECTED RESULTS: 
 

158 DP_81_02_TP047 END TO END TESTING - INVALID REQUEST PARAMETERS (ECS-ECSTC-
2569) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>See test case 150 (DP_81_02_TP000.1 Build and Submit ESI Requests) 

for instructions on building a wget request.</i> 
 #comment 

2 Using wget, submit a request with an unrecognized parameter name. Verify that the request is rejected with 
an informative error message. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

159 DP_81_02_TP048 END TO END TESTING - DISABLED ORDER OPTION (ECS-ECSTC-2570) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>This test must be run in a mode that is both exporting metadata to ECHO 

and also which is accessable from the ECHO network.</i> 
 #comment 
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# Action Expected Result Notes 
2 <i>The set up steps in TP045.1 (test case # 158) must be run prior to running 

this test case</i> 
 #comment 

3 <i>See TP045.2 (test case # 160) for instructions on submitting a request 
through reverb</i> 

 #comment 

4 After configuring the ECHO service options for a particular collection in 
PUMP (TP045.1), but prior to submitting a request, use the Data Access GUI 
to modify the configuration to disable a certain processing option on the 
collection.  Submit a request which includes that processing option. 

Verify that the request fails and an 
informative error is displayed on the 
Reverb screen indicating that the 
requested option is not available. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

160 DP_81_02_TP049 END TO END TESTING - DISABLED COLLECTION (ECS-ECSTC-2571) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>This test must be run in a mode that is both exporting metadata to ECHO 

and also which is accessable from the ECHO network.</i> 
 #comment 

2 <i>The set up steps in TP045.1 (test case # 158) must be run prior to running 
this test case</i> 

 #comment 

3 <i>See TP045.2 (test case # 160) for instructions on submitting a request 
through reverb</i> 

 #comment 

4 After configuring the ECHO service options for a particular collection in 
PUMP, but prior to submitting a request, use the Data Access GUI to disable 
all processing on a collection.  Submit a request which includes processing on 
that particular collection. 

Verify that the request fails and that 
the Reverb screen displays a message 
indicating that the collection is not 
enabled for processing. 
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TEST DATA: 
 
EXPECTED RESULTS: 
 

161 DP_81_02_TP050 END TO END TESTING - MISSING BAND (ECS-ECSTC-2572) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>This test must be run in a mode that is both exporting metadata to ECHO 

and also which is accessable from the ECHO network.</i> 
 #comment 

2 <i>The set up steps in TP045.1 (test case # 158) must be run prior to running 
this test case</i> 

 #comment 

3 <i>See TP045.2 (test case # 160) for instructions on submitting a request 
through reverb</i> 

 #comment 

4 Submit a request for multiple granules in a collection, which request a 
particular band  where one or more granules in the request have that band and 
one or more dont (e.g. visible band in MOD29 granules).  Submit a second 
request for a single grnaule with the requested band missing. 

Verify that the first request is 
successful, but that there is a message 
either on the Reverb screen or in an 
email indicating that some of the 
granules in the request have failed and 
indicating why.   Verify that the 
second request fails and an 
informative error is presented in the 
Reverb screen indicating the reason. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

162 DP_81_02_TP051 END TO END TESTING - INVALID OPTION COMBINATION (ECS-ECSTC-2573) 

DESCRIPTION: 
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PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>This test must be run in a mode that is both exporting metadata to ECHO 

and also which is accessable from the ECHO network.</i> 
 #comment 

2 <i>The set up steps in TP045.1 (test case # 158) must be run prior to running 
this test case</i> 

 #comment 

3 <i>See TP045.2 (test case # 160) for instructions on submitting a request 
through reverb</i> 

 #comment 

4 Submit a request for UTM reprojection with a zone which is not coincident 
with the granule’s spatial bounds or the requested subset area. 

Verify that the request fails and an 
informative error is presented in the 
Reverb screen indicating the reason.  
<br /> 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

163 DP_81_02_TP052 END TO END TESTING - GRANULE NOT IN DATAPOOL (ECS-ECSTC-2574) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>This test must be run in a mode that is both exporting metadata to ECHO 

and also which is accessable from the ECHO network.</i> 
 #comment 

2 <i>The set up steps in TP045.1 (test case # 158) must be run prior to running 
this test case</i> 

 #comment 

3 <i>See TP045.2 (test case # 160) for instructions on submitting a request 
through reverb</i> 

 #comment 

4 Submit a request for a granule which does not exist in the datapool (e.g. it is 
in a state where the granule exists only on tape and not datapool, or if this is 

Verify that the request fails and an 
informative error is displayed on the 
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# Action Expected Result Notes 
not possible then where the file has been moved/removed from its expected 
location on the datapool. 

Reverb screen indicating that the 
requested granule is not available. 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

164 DP_81_02_TP053 END TO END TESTING - REQUEST QUEUE ORDER (ECS-ECSTC-2575) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>This test must be run in a mode that is both exporting metadata to ECHO 

and also which is accessable from the ECHO network.</i> 
 #comment 

2 <i>The set up steps in TP045.1 (test case # 158) must be run prior to running 
this test case</i> 

 #comment 

3 <i>See TP045.2 (test case # 160) for instructions on submitting a request 
through reverb</i> 

 #comment 

4 Set Max Asynchronous Jobs to 1 in the Data Access GUI for the desired 
processing tool and bounce EGI.  Submit multiple single granule requests for 
that tool in rapid succession via ECHO Reverb (making sure that the number 
of requests does not exceed 
MAX_GRANS_QUEUE_ASYNC_REQUESTS). 

Verify that the requests are worked off 
in the order they were received. <br /> 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
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165 DP_81_02_TP054 END TO END TESTING - RESOURCES EXHAUSTED (ECS-ECSTC-2576) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>This test must be run in a mode that is both exporting metadata to ECHO 

and also which is accessable from the ECHO network.</i> 
 #comment 

2 <i>The set up steps in TP045.1 (test case # 158) must be run prior to running 
this test case</i> 

 #comment 

3 <i>See TP045.2 (test case # 160) for instructions on submitting a request 
through reverb</i> 

 #comment 

4 Set MAX_GRANS_QUEUE_ASYNC_REQUESTS to 1 in the Data Access 
GUI and bounce EGI.  Submit multiple single granule requests in rapid 
succession via ECHO Reverb. 

Verify that some of the requests fail 
and that a message is displayed in the 
Reverb screen indicating that this is 
due to resources being exhausted and 
that the user should try again later. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

166 DP_81_02_TP055 END TO END TESTING - TOOL UNREACHABLE (ECS-ECSTC-2577) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>This test must be run in a mode that is both exporting metadata to ECHO 

and also which is accessable from the ECHO network.</i> 
 #comment 

2 <i>The set up steps in TP045.1 (test case # 158) must be run prior to running 
this test case</i> 

 #comment 
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# Action Expected Result Notes 
3 <i>See TP045.2 (test case # 160) for instructions on submitting a request 

through reverb</i> 
 #comment 

4 Stop the processing tool (e.g. by stopping the HegService webapp in tomcat).  
Submit a request for processing with that tool via Reverb. 

Verify that the request fails and that 
Reverb displays an error indicating 
that this was due to an internal 
resource error and to try again later. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

167 DP_81_02_TP056 END TO END TESTING - OMS ORDER (ECS-ECSTC-2578) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>This test must be run in a mode that is both exporting metadata to ECHO 

and also which is accessable from the ECHO network.</i> 
 #comment 

2 <i>The set up steps in TP045.1 (test case # 158) must be run prior to running 
this test case.  Note that the setup for OMS order optiosn is different than for 
a service in PUMP.  Ask an ECHO person or Tim Goff for help.</i> 

 #comment 

3 <i>See TP045.2 (test case # 160) for instructions on submitting a request 
through reverb.  Note you will need to select &quot;Order Selected 
Granules&quot; instead of &quot;Perform Service...&quot;</i> 

 #comment 

4 Use PUMP to configure a collection with ESI order options (as opposed to 
service options).  Submit an order for a granulke in this collection and specify 
processing options. 

Verify that the order is processed by 
OMS and completes successfully. 

 

 
 
TEST DATA: 
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EXPECTED RESULTS: 
 

168 DP_81_02_TP057 END TO END TESTING - MULTIPLE AVAILABLE TOOLS (ECS-ECSTC-2579) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>This test must be run in a mode that is both exporting metadata to ECHO 

and also which is accessable from the ECHO network.</i> 
 #comment 

2 <i>The set up steps in TP045.1 (test case # 158) must be run prior to running 
this test case</i> 

 #comment 

3 <i>See TP045.2 (test case # 160) for instructions on submitting a request 
through reverb</i> 

 #comment 

4 Configure a collection to have multiple processing tools available for use 
with it.  upload the new ECHO for in ECHO PUMP.  Submit a processing 
request for a granule or granule(s) in the request for each of the processing 
tools enabled for that collection.  Verify that it is possible to select teh tool to 
use. 

When the tool is selected in the 
options form, verify that the options 
change to reflect what is available 
with that tool (as configured in the 
Data Access GUI).  Verify that each 
request is handled by the correct tool 
and completes successfully. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

169 DP_81_02_TP058 END TO END TESTING - REQUEST BATCHING (ECS-ECSTC-2580) 

DESCRIPTION: 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 <i>This test must be run in a mode that is both exporting metadata to ECHO 

and also which is accessable from the ECHO network.</i> 
 #comment 

2 <i>The set up steps in TP045.1 (test case # 158) must be run prior to running 
this test case</i> 

 #comment 

3 <i>See TP045.2 (test case # 160) for instructions on submitting a request 
through reverb</i> 

 #comment 

4 Submit a processing request for multiple granules in the same collection.  In 
the order options page, select different options for each granule (i.e. do not 
select the option to apply the same optiosn to all granules in the cart). 

Verify that either it is not possible to 
select different options for the 
granules in the request, or that the 
request is split up into multiple 
requests by ECHO so that each unique 
set of options is a single request. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

170 DP_81_02_TP059 END TO END TESTING - MULTI COLLECTION REQUEST (ECS-ECSTC-2581) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>This test must be run in a mode that is both exporting metadata to ECHO 

and also which is accessable from the ECHO network.</i> 
 #comment 

2 <i>The set up steps in TP045.1 (test case # 158) must be run prior to running 
this test case</i> 

 #comment 

3 <i>See TP045.2 (test case # 160) for instructions on submitting a request 
through reverb</i> 

 #comment 

4 Add granules from multiple configured collections to the shopping cart.  
Select all of them and click the perform service button.  fill out the order 
options for the granules, using the option to apply options to other granules if 

Verify that applying options to other 
granules in the cart, only applies them 
to other granules in the same 
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# Action Expected Result Notes 
available. collection.  Verify that when the 

request is submitted, the granules from 
different collections are split into 
multiple requests. 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

171 DP_81_02_TP060 END TO END TESTING - LARGE REQUESTS (ECS-ECSTC-2582) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>This test must be run in a mode that is both exporting metadata to ECHO 

and also which is accessable from the ECHO network.</i> 
 #comment 

2 <i>The set up steps in TP045.1 (test case # 158) must be run prior to running 
this test case</i> 

 #comment 

3 <i>See TP045.2 (test case # 160) for instructions on submitting a request 
through reverb</i> 

 #comment 

4 Submit a reverb request for processing of  1000 granules in the same 
collection. Ensure that the ESI configuration is such that multiple granules 
and requests can process concurrently, but without overwhelming the 
resources.  Submit another 1000 granule request at the same time for another 
collection. 

Verify that the requests complete 
successfully. Verify that the progress 
of each request is displayed 
dynamically in the Reverb page.  <br 
/> 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
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172 DP_81_02_TP061 END TO END TESTING - METRICS (ECS-ECSTC-2583) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>This test must be run in a mode that is both exporting metadata to ECHO 

and also which is accessable from the ECHO network.</i> 
 #comment 

2 <i>The set up steps in TP045.1 (test case # 158) must be run prior to running 
this test case</i> 

 #comment 

3 <i>See TP045.2 (test case # 160) for instructions on submitting a request 
through reverb</i> 

 #comment 

4 View  ESI processing metrics in Hyperic and EMS. Verify that metrics for Reverb 
requests are listed in the Hyperic GUI.  
Ideally reverb requests should be 
distinguishable from requests coming 
from other clients (such as wget), but 
this is not required.  Verify that 
metrics for reverb requests are listed in 
EMS metrics.  Ideally reverb requests 
should be distinguishable from 
requests coming from other clients 
(such as wget), but this is not required. 

 

5 Open Hyperic(i.e. http://f4iil01:7080) and log in with an authorized user. A valid user has been supplied and the 
user has been logged in. 

 

6 Once inside hover over the Resources tab at the top, and select Browse. On 
the screen showed type ESI in the keywords box. 

A list of results is shown on the 
screen. Verify that an ESI entry has 
been seen and that the Service Type 
corresponds to the mode where the 
ESI monitoring has been installed(i.e. 
 ESIService_DEV01) 

 

7 Click on the ESI link. Verify that there is data displayed on 
the Indicators tab filled with data. 
Scroll down that page and verify that 
there is not data missing. 

 

8 Click on the Metric data link tab. Click on the 1 min link of the Metric Verify that all of the metrics for that  
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# Action Expected Result Notes 
Refresh field on the right side. Next type 1 in the box towards the bottom and 
press enter. Have theMetric Display Range set to 30 minutes. Also make sure 
that the all of the checkboxes on the left side are checked. If not check all of 
them. Finally click on the Show All Metrics button on the top of the 
form.(You may have to click on the 1min Metric Refresh link, since that does 
not stick most of the time) 

resource have been shown. Also verify 
that there are changes observed over 
time(only if any activity is going 
within the ESI of that mode<br /> 

9 In order to generate some activity if there is nore, go to the ESI/EGI 
drilldown webpage for that particular mode(i.e. for DEV01 
http://f4hel01:22500/esi_DEV01/) and navigate to a valid granule that is 
ingested in that mode. Generate a valid synchronous request with no 
processing option. The task is to generate a valid request that is going to 
succeed. Repeat the processing for a few more granules(3-5). Go back to the 
Hyperic webpage and watch the Metric data tab. While setting the Metric 
Refresh link to 1min, observe what happens with the NumCompleteJobs  and 
the NumCompleteRequests  metrics that are part of the Utilization metrics. 

Verify that after a few requests have 
been processed and completed over 
the next few minutes those two 
metrics go up in the number of times 
the requests have been processed. Also 
verify that the 
AverageJobCompletionTime and the 
AverageRequestCompletionTime 
metrics also change since they are 
being updated as well. A change in the 
metrics screen will be colored in 
yellow. If you see that it means that 
there has been a recent change. 

 

10 Open the Config GUI(i.e. for DEV01 
http://f4hel01:22500/DataAccessGui_DEV01/), and log in with authorized 
user. Go to the Service Configuration tab, and click on the HEG Processing. 
Once opened change the Max Asynchronous Jobs and the Max Synchronous 
Jobs to a number different than the one shown. Click on update Service once 
done. 

Verify that the Max Asynchronous 
Jobs and the Max Synchronous Jobs  
numbers have been changed in the 
Configuration GUI. Next go back to 
Hyperic and watch the 
 MaxActiveAsyncJobs and 
 MaxActiveSyncJobs metrics. 
Verify that they be changed to the 
numbers that you have configured in 
the Configuration GUI as part of this 
step. 

 

11 Open a new korn shell file in linux in which paste a number of wget 
statements. In order to generate the wget statements navigate to the ESI/EGI 
drilldown webpage for that particular mode(i.e. for DEV01 
http://f4hel01:22500/esi_DEV01/), choose a collection that you wish to work 
with, click on the order form link, and under the HEG processing option, 
select Asyncronous for Request type, and fill in your email address in the 
email field, while leaving every other option as is. Press on the Submit 
request to HEG button. The next page will generate a wget statement. Copy 

Verify that you have created at least 
20 wget statements in the korn shell 
script. Verify that when the script has 
been executed the appropriate emails 
have been dispatched. Even if some 
granules fail it would not matter for 
this test so any output is acceptable, 
even failed one. 
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# Action Expected Result Notes 
and paste that wget statement into the korn shell(.ksch) script that you have 
cratead. Do the same for 20 different other granules. When done execute the 
script. As soon as you execute the script move on to the next step.<br />Note: 
Alternatively you can execute a 24 run with the Data Access Performance test 
scripts to simulate an even load of request. For more help regarding the 
execution of these scripts consult with a lab lead 

12 Go back to the ESI service in Hyperic. You should be in the metrics data tab 
of the ESI process. Pay close attention to CurrentActiveAsyncJobs, 
CurrentActiveAsyncRequests, CurrentActiveSyncJobs, and 
CurrentActiveSyncRequests. Also pay some attention to NumCompleteJobs, 
 NumCompleteRequests,  NumFailedRequests, 
 NumPendingJobs, NumPendingRequests, NumProcessingJobs, and 
NumProcessingRequests. 

Verify that as your requests trickle in 
the numbers on that page are updated. 
As they are in the queue and getting 
ready to be processed the numbers of 
Pending job requests should go down. 
The number of active requests will 
signify the requests that are being 
worked on, and the number of 
processing requests will signify what 
is being worked on at the moment(i.e 
number of requests worked on 
simultaneously). Should some requests 
fail the number of failed requests will 
increase as well. Verify that 
success/failure emails thatyou have 
received corresponds to the the 
numbers that have been updated in 
Hyperic. Also please make the 
imporant distinction that a process is a 
single ewoc request. If you have more 
than a granule in a request you would 
still have one request with multiple 
jobs, i.e. if you have 20 requests(ewoc 
requests) with 100 granules each 
expect to see the jobs metrics to be 
much higher than the requests 
metrics.<br /> 

 

13 While on the same page verify that all other metrics are being updated as 
orders trickle in. You can also change the period in which it is measured since 
it can sometimes fall behind the monitoring window by going to the metric 
display range. From this option you can set the monitoring window for this 
service. 

Verify that for the remaining set of 
metrics they are being updated as the 
wget statements trickle in. 
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TEST DATA: 
 
EXPECTED RESULTS: 
 

173 CRITERIA 30_TP026 AUTOMATIC COLLECTION EXPORT (ECS-ECSTC-2584) 

DESCRIPTION: 
1. [Automatic Collection Export] This test must cover at least two consecutive automatic export cycles.  This test can be run with either a live ECHO instance 
or with pre-generated Ingest Summary Reports.  All cycles should go to the “COMPLETE” state. 
 
Locate or install ESDTs with the following characteristics: 
 
a.     At least one collection which is configured for 2D coordinate system export 
 
b.    At least one collection which is configured for backtrack orbit metadata export 
 
c.     At least one collection which is configured with a specific DIF ID 
 
Make sure that none of the collections are enabled for collection export or granule export prior to the first cycle. 
 
During the first cycle, perform the following: 
 
a.     Enable collection export for all of the collections. 
 
b.    Ingest a granule into a collection configured for 2D coordinate system export. 
 
  
 
2. During the second cycle, perform the following: 
 
a.     Update the collection metadata for one of the collections. 
 
b.    Delete one of the collections. 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 During the first cycle<br />a. Enable collection export for all of the 

collections.<br />b. Ingest a granule into a collection configured for 
2D coordinate system export.<br /> 

make sure granuleExportFlag and 
CollectionExportFlag set to Y.<br 
/>ingest granule in step b. 

 

2 kick off an automatic BMGT a. For the collections that are 
configured for 2D coordinate system 
export, verify that the METC file 
includes a TwoDCoordinateSystem 
element containing 
TwdDCoordinateSystemName, 
Coordinate1 and Coordinate2 
elements.  Also, verify that the 
ingested granule is not included in the 
cycle’s METG file, if any<br />b.
 For the collections that are 
configured for backtrack orbit 
metadata export, verify that the METC 
file includes an OrbitParameters 
element containing SwathWidth, 
Period, InclinationAngle and 
NumberOfOrbits elements.<br />c.
 For the collyesections which 
have DIF IDs configured, verify that 
the METC file includes a DIF element 
containing an EntryId element.<br /> 

 

3 During the second cycle, perform the following:<br />a. Update the 
collection metadata for one of the collections.<br />b. Delete one of the 
collections.<br /> 

Using the Maint GUI to perform step a 
and b. 

 

4 kick off an automatic BMGT. EcBmgtStart &lt;MODE&gt;  
5 After the second cycle export completes, verify following<br /><br />a. For 

the collection whose metadata were updated, verify that the METC file 
includes metadata which reflects the changes made.<br />b. For the 
collection which was deleted, verify that the METC file includes only 
collection deletion information.<br /> 

go to ProductOutput directory to 
verify step a and b. 
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TEST DATA: 
 
EXPECTED RESULTS: 
1. After the first cycle export completes, verify the following: 
 
a.     For the collections that are configured for 2D coordinate system export, verify that the METC file includes a TwoDCoordinateSystem element containing 
TwdDCoordinateSystemName, Coordinate1 and Coordinate2 elements.  Also, verify that the ingested granule is not included in the cycle’s METG file, if any 
 
b.    For the collections that are configured for backtrack orbit metadata export, verify that the METC file includes an OrbitParameters element containing 
SwathWidth, Period, InclinationAngle and NumberOfOrbits elements. 
 
c.     For the collections which have DIF IDs configured, verify that the METC file includes a DIF element containing an EntryId element. 
 
  
 
2. After the second cycle export completes, verify the following: 
 
a.     For the collection whose metadata were updated, verify that the METC file includes metadata which reflects the changes made. 
 
b.    For the collection which was deleted, verify that the METC file includes only collection deletion information. 
 
  
 
  
 

174 CRITERIA 30_TP027 AUTOMATIC GRANULE INSERT EXPORT (ECS-ECSTC-2585) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 

 
 
TEST DATA: 
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EXPECTED RESULTS: 
 

175 CRITERIA 30_TP028 AUTOMATIC GRANULE UPDATE EXPORT (ECS-ECSTC-2586) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

176 CRITERIA 30_TP029 AUTOMATIC GRANULE DELETE EXPORT (ECS-ECSTC-2587) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 

 
 
TEST DATA: 
1 ESDT whose granules are published upon ingest (Just about any ESDT will do.  For example, MOD14.005) 
 
1 granule which is published upon ingest 
 
EXPECTED RESULTS: 
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177 CRITERIA 30_TP030 AUTOMATIC BROWSE EXPORT (ECS-ECSTC-2588) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 

 
 
TEST DATA: 
/sotestdata/DROP_801/BMGT_Regression/30_Automatic_Browse_Export 
 
EXPECTED RESULTS: 
 

178 CRITERIA 30_TP031 AUTOMATIC MOVE COLLECTION EXPORT (ECS-ECSTC-2589) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 

 
 
TEST DATA: 
Mode-dependent.  You will need to find a collection in the mode in which you are testing which has very few granules and whose granules are public. 
 
EXPECTED RESULTS: 
 

179 TRANSITION (ECS-ECSTC-2590) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 
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STEPS:   
# Action Expected Result Notes 
1 <i>10 S-1</i>  #comment 
2 [Transition] The procedures in this criterion must be performed in all modes 

where duplicate granule detection will be tested. However, this criterion 
should be verified in a PVC performance mode. 

  

3 <i>10 S-2</i>  #comment 
4 Prior to installing the duplicate granule management patch, introduce some 

duplicate granules into the mode that will be transitioned by ingesting several 
granules multiple times. Make a list of the duplicate and replacement 
granules. 

Ingest granule1 twice by putting the 
first PDR in the data location into the 
pulling directory twice, each time with 
a different name.<br />Record the 
granuleIds for the 2 ingested granules, 
g1, g2<br />Ingest granule2 twice by 
putting the second PDR in the data 
location into the pulling directory 
twice, each time with a different 
name.<br />Record the granuleIds for 
the 2 ingested granules, g3, g4<br 
/>G1 g2 are duplicate granules due to 
file collision rule, same with g3 and 
g4.<br />The expected replacement 
relationship in 
AmGranuleReplacement are:<br 
/>Rep Dup DupRule<br />g4 g3 1<br 
/>g2 g1 1<br />Note: There shouldn't 
be any relations between g3/g4 and 
g1/g2. We picked the granules with 
the same acquisition date so that they 
will end up in the same directory, 
therefore having a 
&quot;chance&quot; to be considered 
duplicates, however, they need to be 
the same logical granule in order to be 
duplicates, and they are NOT. 

 

5 <i>10 S-3</i>  #comment 
6 Ensure that the duplicate granule management patch has been installed in the 

mode. 
Make sure the following have been 
installed/applied:<br />1. AM DB 
package has been installed<br />2. 
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# Action Expected Result Notes 
AM DB Login script has been run<br 
/>3. AM DB patch has been 
applied.<br />4. New 
EcDsAmDupGran package(under 
EcDsAmApp) has been installed. 
(This is to install the new 
EcDsAmIdentifyDuplicateGranules.pl 
to the hel box under 
/usr/ecs/&lt;MODE&gt;CUSTOM/util
ities.)<br />5. MkConfig is run to 
generate the 
EcDsAmIdentifyDuplicateGranules.cf
g.<br />6. Ingest DB package has been 
installed(for Ingest GUI)<br />7. 
Ingest DB patch has been applied<br 
/>8. EcDlInGui package has been 
installed(EcDlInGui.jar installed in 
/usr/ecs/&lt;MODE&gt;CUSTOM/W
WW/DPL/ingest/WEB-INF/lib )<br 
/>9. NDPIU package has been 
installed(new ndpiu.jar installed in 
/usr/ecs/&lt;MODE&gt;/CUSTOM/lib
/DPL) 

7 <i>10 S-4</i>  #comment 
8 Run the transition scripts. Run: 

/usr/ecs/&lt;MODE&gt;/CUSTOM/uti
lities/EcDsAmDuplicateGranuleTransi
tion.ksh<br />This script does the 
following:<br />1. populates 
AmDuplicateGranuleRule table;<br 
/>2. Update the DuplicateGranRuleNo 
inAmCollection from default vaule 1 
to the correct value for each collection 
listed in the duplicate granule rules 
ESDT spreadsheet.<br />3. Empty the 
AmDupGranRuleChangeEvent table 
and repopulate it for all the collections 
in the AmCollection table, except for 
the &quot;QA&quot;, 
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# Action Expected Result Notes 
&quot;PH&quot;, &quot;DAP&quot;, 
&quot;Browse&quot; and 
&quot;HDF_MAP&quot; 
collections.<br />4. Emty the 
AmGranuleReplacement table. 

9 <i>10 S-5</i>  #comment 
10 <i>Document Reference: EcDsAmIdentifyDuplicateGranules 609</i>  #comment 
11 a. Run a duplicate granule recalculation on all of the collections in the mode. Run:<br 

/>/usr/ecs/&lt;MODE&gt;/CUSTOM/
utilities/EcDsAmIdentifyDuplicateGra
nules.pl &lt;MODE&gt; recalculate 

 

12 <i>10 V-1</i>  #comment 
13 a. Verify that the duplicate granule rules have been populated for the ESDTs 

in the AIM database by checking sample ESDTs to make sure that their 
populated rules match those in the duplicate granule rules ESDT spreadsheet. 

Pick a few ESDTs with different 
rules.<br />Login to AIM 
database.<br />Select 
RuleDescription<br />From 
AmDuplicateGranuleRule<br 
/>Where RuleNo in (select 
DuplicateGranRule<br />From 
AmCollection<br />Where ShortName 
= &lt;shortname&gt;<br />And 
VersionId = &lt;versioned&gt;)<br 
/>Compare the RuleDescription with 
the ESDT spreadsheet. The 
description should match, even though 
not with identical words. 

 

14 <i>10 V-2</i>  #comment 
15 b. Verify that the duplicate granules previously introduced are accurately 

identified during recalculation by comparing the contents of the duplicate 
granule table in the AIM database with the previously created list of duplicate 
and replacement granules. 

Login to AM database, make sure the 
following queries both return 1:<br 
/>select 1<br />from 
AmGranuleReplacement<br />Where 
DuplicateGranId = g1<br />And 
ReplacementGranId = g2<br />select 
1<br />from 
AmGranuleReplacement<br />Where 
DuplicateGranId = g3<br />And 
ReplacementGranId = g4<br />Make 
sure that g3/g4 and g1/g2 won't appear 
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# Action Expected Result Notes 
in the same row - the following query 
shouldn't return anything.<br />Select 
1<br />From 
AmGranuleReplacement<br />Where 
DuplicateGranId in (g1, g2)<br />And 
ReplacementGranId in (g3, g4) 

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

10   

Some granules to 
ingest. In this test 
we use 2 
granules(not the 
same logical 
granule, but with 
the same 
acquisition date) 
from the following 
ESDT: 
 
MOD10A1.005 

NONE 

At least 2 
different logical 
granules with 
the same 
acquisition 
date. 

    /sotestdata/DROP_801/DP_81_04/Criteria/010   

 
EXPECTED RESULTS: 
 

180 DUPLICATE GRANULE CONFIGURATION (ECS-ECSTC-2591) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 
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STEPS:   
# Action Expected Result Notes 
1 <i>100 S-1</i>  #comment 
2 <i>Document Reference: DPL Ingest GUI 609<br />Configuration/Data 

Types page.</i> 
 #comment 

3 [Duplicate Granule Configuration] Log into the Data Pool Ingest GUI as an 
'ingest admin' operator. 

Log into the DataPool Ingest GUI as 
an &quot;ingest admin&quot; 
operator.<br />Navigate to 
Configuration/Data Types 

 

4 <i>100 S-2</i>  #comment 
5 <i>Document Reference: :<br />DPL Ingest GUI 609<br 

/>Configuration/Data Types page.</i> 
 #comment 

6 Use the Data Pool Ingest GUI to configure the following:<br />a. For at least 
two collections, configure the duplicate granule rule &quot;a.&quot; 
(Identical LocalGranuleIDs) from requirement S-DPL-32022.<br />b. For at 
least two collections, configure the duplicate granule rule &quot;b.&quot; 
(MODIS) from requirement S-DPL-32022.<br />c. For at least two 
collections, configure the duplicate granule rule &quot;c.&quot; (ASTER) 
from requirement S-DPL-32022.<br />d. For at least three collections, 
configure the duplicate granule rule &quot;d.&quot; (MISR) from 
requirement S-DPL-32022.<br />e. For at least two collections, configure the 
duplicate granule rule &quot;e.&quot; (GLAS) from requirement S-DPL-
32022.<br />f. For at least two collections, configure none of the duplicate 
granule rules from requirement S-DPL-32022. This is the File Name 
Collision rule and is always applied.<br />g. For the Browse, GLA01.028, 
HDF_MAP, PH, and QA collections, attempt to configure the duplicate 
granule rule &quot;a.&quot; (Identical LocalGranuleIDs) from requirement 
S-DPL-32022. 

Note: the reconfigured collections are 
stored in the 
AmDupGranRuleChangeEvent table, 
ONLY if the newly configured rule is 
different from the originally 
configured rule. So, in order to test 
this criteria, we will have to choose 
the collections that have different 
duplicate granule rule from the newly 
configured rule. After the test, change 
the rules back, otherwise, it might 
cause problems later because we're 
counting on the rules to be the same as 
the ones configured in the ESDT 
spread sheet.<br />For each case on 
the left, pick a few collections whose 
&quot;Duplicate Detection 
Rule&quot; column show that it's 
different from the rule we try to 
configure.<br />Go all the way down 
to the end of the page. Select the rule 
we want to apply under 
&quot;Duplicate Detection 
Rule:&quot;<br />For QA/PH case, 
add one more SC collection, just to 
make sure that you can still set the rule 
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# Action Expected Result Notes 
for the SC collection, even though it 
will fail on the QA/PH collections<br 
/>Click on &quot;Apply 
changes&quot;<br />Note: Browse 
and HDF_MAP collection doesn't 
show up in the Data Type 
Configuration page. 

7 <i>100 V-1</i>  #comment 
8 <i>Document Reference: DPL Ingest GUI 609<br />Configuration/Data 

Types page.</i> 
 #comment 

9 Verify that the Data Pool Ingest GUI allows the configuration changes to be 
made for all of the science collections. 

After click on &quot;Apply 
Changes&quot;, The &quot;<br 
/>Duplicate Detection Rule&quot; 
column for all of the science 
collections have been changed to the 
newly configured rules. 

 

10 <i>100 V-2</i>  #comment 
11 <i>Document Reference: DPL Ingest GUI 609<br />Configuration/Data 

Types page.</i> 
 #comment 

12 Verify that the Data Pool Ingest GUI does not allow a duplicate granule rule 
to be configured for the Browse, HDF_MAP, PH, or QA collections. but does 
allow the GLA01.028 duplicate granule rule to be changed to Identical 
LocalGranuleIDs. 

After click on &quot;Apply 
Changes&quot;, you will find error 
message on top of the screen under 
Data Type Configuration:<br 
/>&quot;Error: The system cannot 
change Duplicate Detection Rule for 
PH.001(or QA.001)! This does not 
affect other science data types in your 
selection&quot;<br />And the 
&quot;Duplicate Detection 
Rule&quot; column for the collection 
does not change.<br />However, the 
&quot;Duplicate Detection 
Rule&quot; column for the 
GLA01.028 collection does get 
updated. 

 

13 <i>100 V-3</i>  #comment 
14 Verify that the Data Pool Ingest GUI displays a message indicating that the 

duplicate granule recalculation utility needs to be run for the reconfigured 
On top of the screen under Data Type 
Configuration, you will find sth like 
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# Action Expected Result Notes 
collections. &quot;Duplicate Detection Rule has 

been changed for 
&lt;ShortName.VersionId&gt;! Please 
recalculate the duplicate granules 
using Duplicate Granule Recalculation 
Utility!&quot; 

15 <i>100 V-4</i>  #comment 
16 Verify that following are stored in the AIM database for each of the 

reconfigured collections:<br />b. ShortName<br />c. VersionID<br />d. 
Originally configured rule<br />e. Newly configured rule<br />c. GUI 
username requesting the change 

Note: the reconfigured collection can 
be stored in the 
AmDupGranRuleChangeEvent table, 
ONLY if the newly configured rule is 
different from the originally 
configured rule.<br />For each of the 
reconfigured collections, verify that 
there's an entry in the 
AmDupGranRuleChangeEvent that 
contains the information listed on the 
left. 

 

17 <i>100 V-5</i>  #comment 
18 Verify that the following are logged in the Data Pool Ingest GUI's log file for 

each of the reconfigured collections:<br />a. ShortName<br />b. 
VersionID<br />c. Originally configured rule<br />d. Newly configured 
rule<br />e. GUI username requesting the change 

Open the log file 
/usr/ecs/&lt;MODE&gt;CUSTOM/log
s/EcDlInGui.debug0.log<br />Look 
for Duplicate Detection Rule has been 
changed from &lt;originally 
configured rule&gt; to &lt;newly 
configured rule&gt; for 
&lt;ShortName.VersionId&gt; by 
EcInDlGui!<br />For each of the 
reconfigured collections.<br />Note: 
You may see &quot;Exception 
reported&quot; after this, I was told 
that this is due to the msg printed on 
the GUI to remind the operators to 
recalculate on the collections whose 
rules have been changed. And it's 
always been that way when printing 
msg. 
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TEST DATA: 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data Description 
Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

100   
A few SC collections(more than three) 
and QA and PH collections that are in the 
system ready to be configured. 

None           

 
EXPECTED RESULTS: 
 

181 DUPLICATE GRANULE DETECTION AND REPLACEMENT - FILE NAME COLLISIONS (ECS-
ECSTC-2592) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 
 
STEPS:   
# Action Expected Result Notes 
1 <i>110 S-1</i>  #comment 
2 [Duplicate Granule Detection and Replacement - File Name Collisions] 

Identify or configure two collections to use none of the duplicate granule 
rules from requirement S-DPL-32022. They will use the default rule (File 
Name Collision).<br />Configure one of the collections to publish granules 
upon ingest. Identify this collection as &quot;C1&quot;. Configure the other 
collection to not publish granules upon ingest. Identify this collection as 
&quot;C2&quot; 

GLA04.033 and TL1BN.004 are 
identified to have 
DuplicateGranRuleNo = 1 in the 
AmCollection table.<br />This agrees 
with the duplicate granule rule's ESDT 
spreadsheet. Make sure the following 
2 queries return 1, if not, set them to 
file collision rule in the Ingest 
GUI.<br />Select 
DuplicateGranRuleNo<br />From 
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# Action Expected Result Notes 
AmCollection<br />Where ShortName 
= &quot;GLA04&quot;<br />And 
VersionId = 33<br />Select 
DuplicateGranRuleNo<br />From 
AmCollection<br />Where ShortName 
= &quot;TL1BN&quot;<br />And 
VersionId = 4<br />Treat GLA04.033 
as C1, TL1BN.004 as C2.<br />Log 
into Ingest GUI. Navigate to 
Configuration/Datatypes,<br />select 
GLA04.033, choose YES for 
&quot;Publish in public DPL&quot;, 
click on &quot;Apply 
Changes&quot;<br />select 
TL1BN.004 choose NO for 
&quot;Publish in public DPL&quot;, 
click on &quot;Apply 
Changes&quot;<br />Make sure the 
GUI shows that C1 is &quot;Public In 
Data Pool&quot; and C2 is Not 
&quot;Public in Data Pool&quot;<br 
/>Bounce Ingest and Dpad. 

3 <i>110 S-2</i>  #comment 
4 For each collection, ingest two granules with different file names but the 

same acquisition date. Identify the collection C1 granules as 
&quot;C1G1&quot; and &quot;C1G2&quot;. Identify the collection C2 
granules as &quot;C2G1&quot; and C2G2&quot;. 

Ingest 2 granules C1G1, C1G2, using 
the 2 PDRs in<br 
/>/sotestdata/DROP_801/DP_81_04/C
riteria/110/110_2/full_size/GLA04.00
3<br />Ingest 2 granules C2G1, C2G2, 
using the 2 PDRs in<br 
/>/sotestdata/DROP_801/DP_81_04/C
riteria/110/110_2/full_size/TL1BN.00
4<br />Continue to verification step 
V-1 

 

5 <i>110 S-3</i>  #comment 
6 For each collection, ingest one of the granules from step S-2, again (granules 

C1G1 and C2G1, respectively). These granules should replace the 
corresponding granules from step S-2. Identify the replacement granules as 
&quot;C1G1_2&quot; and &quot;C2G1_2&quot;. 

Ingest 1 granule C1G1 again, using 
the PDR in<br 
/>/sotestdata/DROP_801/DP_81_04/C
riteria/110/110_3/full_size/GLA04.00
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# Action Expected Result Notes 
3<br />Ingest 1 granule C2G1 again, 
using the PDR in<br 
/>/sotestdata/DROP_801/DP_81_04/C
riteria/110/110_3/full_size/TL1BN.00
4<br />Since these 2 granules have the 
same file names as the ones previously 
ingested from step S-2, they are the 
duplicate granules.<br />Record the 
granuleIds as C1G1_2 and 
C2G1_2,<br />The duplicate granule 
relationship so far should be:<br 
/>Rep Dup<br />C1G1_2 C1G1<br 
/>C2G1_2 C2G1<br />Continue to 
verification step V-2 

7 <i>110 S-4</i>  #comment 
8 For each collection, ingest one of the granules from step S-3, yet again 

(granules C1G1 and C2G1, respectively). These granules should replace the 
corresponding granule from step S-3 and cause the creation of multiple 
replacement/duplicate granule entries in the AIM database. Identify these 
replacement granules as &quot;C1G1_3&quot; and &quot;C2G1_3&quot;. 

Ingest 1 granule C1G1, yet again, 
using the PDR in<br 
/>/sotestdata/DROP_801/DP_81_04/C
riteria/110/110_4/full_size/GLA04.00
3<br />Ingest 1 granule C2G1, yet 
again, using the PDR in<br 
/>/sotestdata/DROP_801/DP_81_04/C
riteria/110/110_4/full_size/TL1BN.00
4<br />Since these 2 granules have the 
same file names as the ones previously 
ingested from step S-2 and S-3, they 
are all considered to be duplicate 
granules.<br />Record the granuleIds 
as C1G1_3 and C2G1_3<br />The 
duplicate granule relationship now 
should be:<br />Rep Dup<br 
/>C1G1_3 C1G1_2<br />C1G1_3 
C1G1<br />C1G1_2 C1G1<br 
/>C2G1_3 C2G1_2<br />C2G1_3 
C2G1<br />C2G1_2 C2G1<br 
/>Make sure they appear in the 
AmGranuleReplacement table, with 
DuplicateGranRuleNo = 1,<br 
/>Continue to verification step V-3 
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# Action Expected Result Notes 
9 <i>110 S-5</i>  #comment 
10 For collection C2, make note of the replacement/duplicate granule entries in 

the AIM database. Then remove all of the replacement/duplicate granule 
entries from the AIM database for that collection. 

For collection C2, TL1BN.004, which 
was configured to not publish 
granules, record the 3 C2 related 
entries in the AmGranuleReplacement 
table above.<br />Remove the 3 C2 
related entries from the 
AmGranuleReplacement table:<br 
/>Delete AmGranuleReplacement 
where ShortName = 
&quot;TL1BN&quot; and VersionId = 
4 

 

11 <i>110 S-6</i>  #comment 
12 For collection C2, publish granule C2G1. First of all, make sure the 

AllowPublishFlag is set to 
&quot;Y&quot; for collection C2, 
TL1BN.004, if not,<br />Log into 
DPM GUI, Collection Groups, select 
the collection, click on Modify 
Collection and enable &quot;Data 
Pool Insertion&quot;.<br />Bounce 
Ingest and Dpad.<br />Use publishing 
utility to publish C2G1<br />Continue 
to verification step V-6 

 

13 <i>110 S-7</i>  #comment 
14 For collection C2, publish the granule C2G1_2. Use publishing utility to publish 

C2G1_2.<br />Continue to 
verification step V-7 

 

15 <i>110 V-1</i>  #comment 
16 Verify the following:<br />a. The granules from step S-2 were successfully 

ingested.<br />b. The granules from step S-2 for collection C1 were 
published.<br />c. The granules from step S-2 for collection C2 were not 
published. 

Log into Ingest GUI; Click on Request 
Status; Verify that the 4 requests 
containing the 4 granules C1G1, 
C1G2, C2G1 and C2G2 respectively 
have successful status.<br />Select 
IsOrderOnly, RegistrationTime, 
GranuleId<br />From AmGranule<br 
/>Where GranuleId in (C1G1, C1G2, 
C2G1, C2G2)<br />Verify that the 

 



 

431 
 

# Action Expected Result Notes 
Registration time for all 4 granules are 
not NULL.<br />Verify that 
IsOrderOnly is NULL for C1G1, 
C1G2 and &quot;H&quot; for C2G1 
and C2G2<br />Continue to setup step 
S-3 

17 <i>110 V-2</i>  #comment 
18 Verify the following:<br />a. The granules from step S-3 were successfully 

ingested.<br />b. Granule C1G1_2 from step S-3 was published.<br />c. 
Granule C1G1 was replaced by granule C1G1_2 and was successfully 
unpublished.<br />d. Granule C2G1_2 was not published. 

Log into Ingest GUI; Click on Request 
Status; verify that the 2 requests 
containing the 2 granules C1G1_2 and 
C2G1_2 have successful status.<br 
/>Select IsOrderOnly, 
RegistrationTime, GranuleId<br 
/>From AmGranule<br />Where 
GranuleId in (C1G1, C1G1_2, 
C2G1_2)<br />Verify that the 
Registration time for both C1G1_2 
and C2G1_2 are not NULL.<br 
/>Verify that IsOrderOnly is NULL 
for C1G1_2 and &quot;H&quot; for 
C1G1 and C2G1_2.<br />Continue to 
verification step V-4 

 

19 <i>110 V-3</i>  #comment 
20 Verify the following:<br />a. The granules from step S-4 were successfully 

ingested.<br />b. Granule C1G1_3 was published.<br />c. Granule C1G1_2 
was replaced by granule C1G1_3 and was successfully unpublished.<br />d. 
Granule C2G1_3 was not published. 

Log into Ingest GUI; Click on Request 
Status; verify that the 2 requests 
containing the 2 granules C1G1_3 and 
C2G1_3 have successful status.<br 
/>Select IsOrderOnly, 
RegistrationTime, GranuleId<br 
/>From AmGranule<br />Where 
GranuleId in (C1G1_2, C1G1_3, 
C2G1_3)<br />Verify that the 
RegistrationTime for both C1G1_3 
and C2G1_3 are not NULL.<br 
/>Verify that IsOrderOnly is NULL 
for C1G1_3 and &quot;H&quot; for 
C1G1_2 and C2G1_3.<br />Continue 
to verification step V-5 
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# Action Expected Result Notes 
21 <i>110 V-4</i>  #comment 
22 Verify that the published replacement granule C1G1_2 and the granule that it 

replaced granule C1G1) are recorded in the AIM database along with the rule 
(file name collision) used to detect the granule duplication. 

Verify that there's an entry in 
AmGranuleReplacement table, for 
C1G1_2 and C1G1. i.e. the following 
query should return 1.<br />Select 
1<br />From 
AmGranuleReplacement<br />Where 
ReplacementGranId = C1G1_2<br 
/>And DuplicateGranId = C1G1<br 
/>And DuplicateGranRuleNo = 1<br 
/>Continue to setup step S-4 

 

23 <i>110 V-5</i>  #comment 
24 Verify that the published replacement granule C1G1_3 and the granule that it 

replaced (granule C1G1_2) are recorded in the AIM database along with the 
rule (file name collision) used to detect the granule duplication. An entry with 
granule C1G1_3 as the replacement and granule C1G1 as the duplicate 
should also be recorded. 

Verify that there's an entry in 
AmGranuleReplacement table, for 
C1G1_3 and C1G1_2. i.e. the 
following query should return 1.<br 
/>Select 1<br />From 
AmGranuleReplacement<br />Where 
ReplacementGranId = C1G1_3<br 
/>And DuplicateGranId = C1G1_2<br 
/>And DuplicateGranRuleNo = 1<br 
/>There should also be an entry 
between C1G1_3 and C1G1, i.e. the 
following query should return 1<br 
/>Select 1<br />From 
AmGranuleReplacement<br />Where 
ReplacementGranId = C1G1_3<br 
/>And DuplicateGranId = C1G1<br 
/>And DuplicateGranRuleNo = 1<br 
/>Continue to setup step S-5 

 

25 <i>110 V-6</i>  #comment 
26 Verify that the granule C2G1 from step S-6 is successfully published. Select IsOrderOnly<br />From 

AmGranule<br />Where GranuleId = 
G2G1<br />IsOrderOnly should be 
NULL<br />Continue to setup step S-
7 

 

27 <i>110 V-7</i>  #comment 
28 Verify that the granule C2G1_2 from step S-7 is successfully published. Select IsOrderOnly, GranuleId<br  
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# Action Expected Result Notes 
/>From AmGranule<br />Where 
GranuleId in( G2G1_2, G2G1)<br 
/>IsOrderOnly should be NULL for 
G2G1_2, &quot;H&quot; for G2G1. 

29 <i>110 V-8</i>  #comment 
30 Verify that the replacement/duplicate granule entries deleted from the AIM 

database in step S-5 for granules C2G1 and C2G1_2 are restored after the 
replacement granule C2G1_2 is published in step S-7. 

The following query should return 
1:<br />Select 1<br />From 
AmGranuleReplacement<br />Where 
ReplacementGranId = C2G1_2<br 
/>And DuplicateGranId = C2G1<br 
/>Note: we deleted more that what's 
restored. At publishing time, file 
collision is only checked against the 
public granules. So the relationship 
between the hidden and the public are 
lost. Just want to clarify. 

 

31 <i>110 V-9</i>  #comment 
32 Query the provided AIM database view using the granule id for granule 

C1G1_3 as an argument, verify that the following information is returned for 
granule C1G1_2 (duplicate) and granule C1G1_3 (replacement) and for 
granule C1G1_1 (duplicate) and granule C1G1_3 (replacement):<br />a. 
ShortName<br />b. VersionID<br />c. DeleteEffectiveDate of the 
replacement granule<br />d. DeleteEffectiveDate of the duplicate granule<br 
/>e. DeleteFromArchiveFlag of the replacement granule<br />f. 
DeleteFromArchiveFlag of the duplicate granule<br />g. IsOrderOnlyFlag of 
the replacement granule<br />h. IsOrderOnlyFlag of the duplicate granule<br 
/>i. LocalGranuleID of the replacement granule<br />j. LocalGranuleID of 
the duplicate granule<br />k. ArchiveTime of the replacement granule<br />l. 
ArchiveTime of the duplicate granule<br />m. RegistrationTime of the 
replacement granule<br />n. RegistrationTime of the duplicate granule 

Select *<br />From 
AmGranuleReplacement_View<br 
/>Where ReplacementGranId = 
C1G1_3<br />Should return the 
information for both<br 
/>C1G1_2(duplicate), 
C1G1_3(replacement) and<br 
/>C1G1(duplicate), 
C1G1_3(replacement) 

 

 
 
TEST DATA: 
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Cri
t id 

Cri
t 
ccr 
no 

Test Data 
Description 

Data Type 
Requirement
s 

Metadata 
Requirement
s 

Volume 
Requirement
s 

Size 
Requirement
s 

Data Location 
Readines
s Status 

110   

Need to identify two 
collections C1 and 
C2 that have 
DuplicateGranRuleN
o =1 in the 
AmCollection table. 
 
We need 2 granules 
for each collection: 
 
C1G1, C1G2 
 
(with same 
acquisitiondate but 
different filenames) 
 
C2G1, C2G2 
 
(with same 
acquisitiondate but 
different filenames) 
 
C1G1 and C2G1 
will be ingested 3 
times. 
 
The ESDTs used for 
this test are: 
 
GLA04.033  
 
TL1BN.004 

Two 
collections 
that have file 
collision only 
rule. 

      

/sotestdata/DROP_801/DP_81_04/Criteria/110/11
0_2 
 
/sotestdata/DROP_801/DP_81_04/Criteria/110/11
0_3 
 
/sotestdata/DROP_801/DP_81_04/Criteria/110/11
0_4 
 
Note: 110_3 and 110_4 both point to the same 2 
granules in 110_2, The only difference is the PDR 
names. 

  

 
EXPECTED RESULTS: 
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182 DUPLICATE GRANULE DETECTION AND REPLACEMENT - IDENTICAL 
LOCALGRANULEIDS (ECS-ECSTC-2593) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 
 
STEPS:   
# Action Expected Result Notes 
1 <i>120 S-1</i>  #comment 
2 [Duplicate Granule Detection and Replacement - Identical LocalGranuleIDs] 

Identify or configure two collections to use rule &quot;a.&quot; (Identical 
LocalGranuleIDs) of the duplicate granule rules from requirement S-DPL-
32022.<br />Configure these collections to publish granules upon ingest.<br 
/>Note: It is acceptable to use the Ingest Processing Service's 
&quot;LAB_TEST&quot; setting to prevent the data files from being 
renamed to match their LocalGranuleIDs . 

MOP03N.005 and g3acld.003 are 
identified to have 
DuplicateGranRuleNo = 2 in the 
AmCollection table.<br />This agrees 
with the duplicate granule rule's ESDT 
spreadsheet. Make sure the following 
2 queries return 2, if not, set them to 
Identical LocalGranuleIDs rule in the 
Ingest GUI.<br />Select 
DuplicateGranRuleNo<br />From 
AmCollection<br />Where ShortName 
= &quot;MOP03N&quot;<br />And 
VersionId = 5<br />Select 
DuplicateGranRuleNo<br />From 
AmCollection<br />Where ShortName 
= &quot;g3acld&quot;<br />And 
VersionId = 3<br />Treat 
MOP03N.005 as C1, g3acld.003 as 
C2.<br />Log into Ingest GUI. Click 
on Configuration/Datatypes,<br 
/>Select MOP03N.005 and 
g3acld.003, choose YES for 
&quot;Publish in public DPL&quot;, 
click on &quot;Apply 
Changes&quot;<br />Make sure the 
GUI shows &quot;Public In Data 
Pool&quot; for both C1 and C2.<br 
/>Set the labtest = Y in the 
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# Action Expected Result Notes 
EcDlInProcessingService.CFG.<br 
/>Bounce Ingest and Dpad 

3 <i>120 S-2</i>  #comment 
4 For each collection, ingest two granules with different LocalGranuleIDs but 

the same acquisition date. 
Ingest 2 granules C1G1, C1G2, using 
the 2 PDRs in<br 
/>/sotestdata/DROP_801/DP_81_04/C
riteria/120/120_2/ MOP03N.005.<br 
/>Ingest 2 granules C2G1, C2G2, 
using the 2 PDRs in<br 
/>/sotestdata/DROP_801/DP_81_04/C
riteria/120/120_2/ g3acld.003.<br 
/>Continue to verification step V-1 

 

5 <i>120 S-3</i>  #comment 
6 For each collection, ingest one granule with the same LocalGranuleID as a 

granule from step S-2 but with a different file name. These granules should 
replace the corresponding granules from step S-2. 

Ingest 1 granule C1G3, using the PDR 
in<br 
/>/sotestdata/DROP_801/DP_81_04/C
riteria/120/120_3/ MOP03N.005.<br 
/>Ingest 1 granule C2G3, using the 
PDR in<br 
/>/sotestdata/DROP_801/DP_81_04/C
riteria/120/120_3/ g3acld.003.<br 
/>C1G3 should replace C1G1 (the one 
with the same LocalGranuleID as 
C1G3)<br />C2G3 should replace 
C2G1 (the one with the same 
LocalGranuleID as C2G3)<br 
/>Continue to verification step V-2 

 

7 <i>120 S-4</i>  #comment 
8 For each collection, ingest one granule with the same LocalGranuleID as a 

granule from step S-3 but with an earlier ProductionDateTime value and a 
different file name. These granules should be considered duplicates and not 
replace the corresponding granules from step S-3. 

Ingest 1 granule C1G4, using the PDR 
in<br 
/>/sotestdata/DROP_801/DP_81_04/C
riteria/120/120_4/ MOP03N.005.<br 
/>Ingest 1 granule C2G4, using the 
PDR in<br 
/>/sotestdata/DROP_801/DP_81_04/C
riteria/120/120_4/ g3acld.003.<br 
/>C1G4 should be the duplicate for 
C1G3<br />C2G4 should be the 
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# Action Expected Result Notes 
duplicate for C2G3<br />Continue to 
verification step V-3 

9 <i>120 S-5</i>  #comment 
10 For each collection, ingest one granule with the same LocalGranuleID and 

same file name as a granule from step S-3. These granules should replace the 
corresponding granules from step S-3. 

Ingest 1 granule C1G5, using the PDR 
in<br 
/>/sotestdata/DROP_801/DP_81_04/C
riteria/120/120_5/ MOP03N.005.<br 
/>Ingest 1 granule C2G5, using the 
PDR in<br 
/>/sotestdata/DROP_801/DP_81_04/C
riteria/120/120_5/ g3acld.003.<br 
/>C1G5 should replace C1G3<br 
/>C2G5 should replace C2G3<br 
/>due to more recent 
RegistrationTime<br />Note, since 
they have the same file names, and the 
file collision rule is always applied 
first, the duplication detection rule 
number in AmGranuleReplacement 
table should be 1, instead of 2 
(Identical LocalGranuleIDs)<br 
/>Continue to verification step V-6 

 

11 <i>120 V-1</i>  #comment 
12 Verify that the granules from step S-2 were successfully ingested and 

published. 
Log into Ingest GUI; Click on Request 
Status; Verify that the 4 requests 
containing the 4 granules C1G1, 
C1G2, C2G1 and C2G2 respectively 
have successful status.<br />Select 
IsOrderOnly, RegistrationTime, 
GranuleId<br />From AmGranule<br 
/>Where GranuleId in (C1G1, C1G2, 
C2G1, C2G2)<br />Verify that the 
RegistrationTime for all 4 granules are 
not NULL.<br />Verify that 
IsOrderOnly is NULL for all 4 
granules.<br />Continue to setup step 
S-3 

 

13 <i>120 V-2</i>  #comment 
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# Action Expected Result Notes 
14 Verify that the granules from step S-3 were successfully ingested and 

published and that the granules from step S-2 that they replaced are 
successfully unpublished. 

Log into Ingest GUI; Click on Request 
Status; Verify that the 2 requests 
containing the 2 granules C1G3 and 
C2G3 respectively have successful 
status.<br />Select IsOrderOnly, 
RegistrationTime, GranuleId<br 
/>From AmGranule<br />Where 
GranuleId in (C1G1, C1G3, C2G1, 
C2G3)<br />Verify that the 
RegistrationTime for C1G3 and C2G3 
are not NULL.<br />Verify that 
IsOrderOnly is NULL for C1G3, 
C2G3 and &quot;H&quot; for C1G1 
and C2G1.<br />Continue to 
verification step V-4 

 

15 <i>120 V-3</i>  #comment 
16 Verify that the granules from step S-4 were successfully ingested but not 

published and that the corresponding granules from step S-3 were not 
unpublished. 

Log into Ingest GUI; Click on Request 
Status; Verify that the 2 requests 
containing the 2 granules C1G4 and 
C2G4 respectively have successful 
status.<br />Select IsOrderOnly, 
RegistrationTime, GranuleId<br 
/>From AmGranule<br />Where 
GranuleId in (C1G3, C1G4, C2G3, 
C2G4)<br />Verify that the 
RegistrationTime for C1G4 and C2G4 
are not NULL.<br />Verify that 
IsOrderOnly is NULL for C1G3, 
C2G3 and &quot;H&quot; for C1G4 
and C2G4.<br />Continue to 
verification step V-5 

 

17 <i>120 V-4</i>  #comment 
18 Verify that the replacement granules from step S-3 and the granules that they 

replaced are recorded in the AIM database along with the rule (identical 
LocalGranuleIDs) used to detect the granule duplication. 

Verify that C1G3 replaces C1G1 and 
C2G3 replaces C2G1 and they are 
recorded in AmGranuleReplacment 
table as:<br />Rep Dup RuleNo<br 
/>C1G3 C1G1 2<br />C2G3 C2G1 
2<br />Continue to setup step S-4 
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# Action Expected Result Notes 
19 <i>120 V-5</i>  #comment 
20 Verify that the duplicate granules from step S-4 are recorded in the AIM 

database along with the granules which they duplicate and the rule (identical 
LocalGranuleIDs) used to detect the granule duplication. 

Verify that C1G4 is the duplicate of 
C1G3, C2G4 is the duplicate of C2G3 
and they are recorded in the 
AmGranuleReplacement table as:<br 
/>Rep Dup RuleNo<br />C1G3 C1G4 
2<br />C2G3 C2G4 2<br />Continue 
to setup step S-5 

 

21 <i>120 V-6</i>  #comment 
22 Verify that the granules from step S-5 were successfully ingested and 

published and that the granules from step S-3 that they replaced were 
successfully unpublished. 

Log into Ingest GUI; Click on Request 
Status; Verify that the 2 requests 
containing the 2 granules C1G5 and 
C2G5 respectively have successful 
status.<br />Select IsOrderOnly, 
RegistrationTime, GranuleId<br 
/>From AmGranule<br />Where 
GranuleId in (C1G3, C1G5, C2G3, 
C2G5)<br />Verify that the 
RegistrationTime for C1G5 and C2G5 
are not NULL.<br />Verify that 
IsOrderOnly is NULL for C1G5, 
C2G5 and &quot;H&quot; for C1G3 
and C2G3 

 

23 <i>120 V-7</i>  #comment 
24 Verify that the replacement granules from step S-5 and the granules that they 

replaced are recorded in the AIM database along with the rule (identical 
LocalGranuleIDs) used to detect the granule duplication. 

Verify that C1G5 replaces C1G3, 
C2G5 replaces C2G3 and they are 
recorded in the 
AmGranuleReplacement table as:<br 
/>Rep Dup RuleNo<br />C1G5 C1G3 
2<br />C2G5 C2G3 2<br />Note, 
since they have the same file names, 
and the file collision rule is always 
applied first, the duplication detection 
rule number in 
AmGranuleReplacement table should 
be 1(filename collision rule), instead 
of 2 (Identical LocalGranuleIDs rule) 
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TEST DATA: 
 
 
 

Cri
t id 

Cri
t 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requiremen
ts 

Volume 
Requiremen
ts 

Size 
Requiremen
ts 

Data Location 
Readines
s Status 

120   

Need to identify two 
collections C1 and 
C2 that have 
DuplicateGranRule
No =2 in the 
AmCollection table. 
 
We need: 
 
2 granules for each 
collection: 
 
C1G1, C1G2 
 
(with same 
acquisitiondate but 
different 
LocalGranuleIds 
and unique 
filenames) 
 
C2G1, C2G2 
 
(with same 
acquisitiondate but 
different 
LocalGranuleIds 
and unique 

Two collections 
that have 
“Identical 
LocalGranuleI
D” as duplicate 
granule 
detection rule. 

      

/sotestdata/DROP_801/DP_81_04/Criteria/120/12
0_2 
 
/sotestdata/DROP_801/DP_81_04/Criteria/120/12
0_3 
 
/sotestdata/DROP_801/DP_81_04/Criteria/120/12
0_4 
 
/sotestdata/DROP_801/DP_81_04/Criteria/120/12
0_5 
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Cri
t id 

Cri
t 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requiremen
ts 

Volume 
Requiremen
ts 

Size 
Requiremen
ts 

Data Location 
Readines
s Status 

filenames) 
 
2 granules: 
 
C1G3 ( Same 
LocalGranuleId as 
C1G1 but with 
unique file name.) 
 
C2G3 (Same 
LocalGranuleId as 
C2G1 but with 
unique file name) 
 
2 granules: 
 
C1G4(Same 
LocalGranuleId as 
C1C3 and earlier 
ProductionDateTime 
and a unique 
filename.) 
 
C2G4(Same 
LocalGranuleId as 
C2G3 and earlier 
ProductionDateTime 
and a unique 
filename.) 
 
2 granules: 
 
C1G5(Same 
LocalGranuleId, 
filename and 
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Cri
t id 

Cri
t 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requiremen
ts 

Volume 
Requiremen
ts 

Size 
Requiremen
ts 

Data Location 
Readines
s Status 

ProductionDateTime 
as C1G3) 
 
C2G5(Same 
LocalGranuleId, 
filename and 
ProductionDateTime 
as C2G3) 
 
The ESDTs used for 
this test are: 
 
MOP03N.005  
 
g3acld.003 

 
EXPECTED RESULTS: 
 

183 DUPLICATE GRANULE DETECTION AND REPLACEMENT - MODIS (ECS-ECSTC-2594) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 
 
STEPS:   
# Action Expected Result Notes 
1 <i>130 S-1</i>  #comment 
2 [Duplicate Granule Detection and Replacement - MODIS] Identify or 

configure two collections to use rule &quot;b.&quot; (MODIS) of the 
duplicate granule rules from requirement S-DPL-32022.<br />Configure the 
collections to publish granules upon ingest. 

MCD15A2.005 and MOD14.005 are 
identified to have 
DuplicateGranRuleNo = 3 in the 
AmCollection table.<br />This agrees 
with the duplicate granule rule's ESDT 
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# Action Expected Result Notes 
spreadsheet. Make sure the following 
2 queries return 3, if not, set them to 
MODIS rule in the Ingest GUI.<br 
/>Select DuplicateGranRuleNo<br 
/>From AmCollection<br />Where 
ShortName = 
&quot;MCD15A2&quot;<br />And 
VersionId = 5<br />Select 
DuplicateGranRuleNo<br />From 
AmCollection<br />Where ShortName 
= &quot;MOD14&quot;<br />And 
VersionId = 5<br />Treat 
MCD15A2.005 as C1, MOD14.005 as 
C2.<br />Log into Ingest GUI. Click 
on Configuration/Datatypes,<br 
/>Select MCD15A2.005 and 
MOD14.005, choose YES for 
&quot;Publish in public DPL&quot;, 
click on &quot;Apply 
Changes&quot;<br />Make sure the 
GUI shows &quot;Public In Data 
Pool&quot; for both C1 and C2.<br 
/>Bounce Ingest and Dpad 

3 <i>130 S-2</i>  #comment 
4 For each collection, ingest two granules with different LocalGranuleIDs and 

are considered different logical granules but have the same acquisition date. 
Ingest 2 granules C1G1, C1G2, using 
the 2 PDRs in<br 
/>/sotestdata/DROP_801/DP_81_04/C
riteria/130/130_2/ MCD15A2.005.<br 
/>Ingest 2 granules C2G1, C2G2, 
using the 2 PDRs in<br 
/>/sotestdata/DROP_801/DP_81_04/C
riteria/130/130_2/ MOD14.005.<br 
/>Continue to verification step V-1 

 

5 <i>130 S-3</i>  #comment 
6 For each collection, ingest one granule whose LocalGranuleID matches the 

LocalGranuleID of a granule from step S-2 except that the production date 
time portion is for a later production date time and whose 
ProductionDateTime value is for a later ProductionDateTime. These granules 

Ingest 1 granule C1G3, using the PDR 
in<br 
/>/sotestdata/DROP_801/DP_81_04/C
riteria/130/130_3/ MCD15A2.005.<br 
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# Action Expected Result Notes 
should replace the corresponding granules from step S-2. />Ingest 1 granule C2G3, using the 

PDR in<br 
/>/sotestdata/DROP_801/DP_81_04/C
riteria/130/130_3/ MOD14.005.<br 
/>C1G3 should replace C1G1 (the one 
with the same LocalGranuleID as 
C1G3 except with later production 
date time portion)<br />C2G3 should 
replace C2G1 (the one with the same 
LocalGranuleID as C2G3 except with 
later production date time portion)<br 
/>Continue to verification step V-2 

7 <i>130 S-4</i>  #comment 
8 For each collection, ingest one granule whose LocalGranuleID matches the 

LocalGranuleID of a granule from step S-3 except that the production date 
time portion is for an earlier production date time and whose 
ProductionDateTime value is for an earlier ProductionDateTime. These 
granules should be considered duplicates and not replace the corresponding 
granules from step S-3. 

Ingest 1 granule C1G4, using the PDR 
in<br 
/>/sotestdata/DROP_801/DP_81_04/C
riteria/130/130_4/ MCD15A2.005.<br 
/>Ingest 1 granule C2G4, using the 
PDR in<br 
/>/sotestdata/DROP_801/DP_81_04/C
riteria/130/130_4/ MOD14.005.<br 
/>C1G4 should be the duplicate for 
C1G3 and should remain in the hidden 
datapool.<br />C2G4 should be the 
duplicate for C2G3 and should remain 
in the hidden datapool.<br />Continue 
to verification step V-3 

 

9 <i>130 S-5</i>  #comment 
10 For each collection, ingest one granule with the same LocalGranuleID and 

same file name as a granule from step S-3. These granules should replace the 
corresponding granules from step S-3. 

Ingest 1 granule C1G5, using the PDR 
in<br 
/>/sotestdata/DROP_801/DP_81_04/C
riteria/130/130_5/ MCD15A2.005.<br 
/>Ingest 1 granule C2G5, using the 
PDR in<br 
/>/sotestdata/DROP_801/DP_81_04/C
riteria/130/130_5/ MOD14.005.<br 
/>C1G5 should replace C1G3<br 
/>C2G5 should replace C2G3<br 
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# Action Expected Result Notes 
/>due to more recent 
RegistrationTime<br />Note, since 
they have the same file names, and the 
file collision rule is always applied 
first, the duplication detection rule 
number in AmGranuleReplacement 
table should be 1, instead of 3 (Modis 
Rule)<br />Continue to verification 
step V-6 

11 <i>130 S-6</i>  #comment 
12 For each collection, ingest one granule with the same LocalGranuleID and a 

different file name as a granule from step S-5. These granules should replace 
the corresponding granules from step S-5. 

Ingest 1 granule C1G6, using the PDR 
in<br 
/>/sotestdata/DROP_801/DP_81_04/C
riteria/130/130_6/ MCD15A2.005.<br 
/>Ingest 1 granule C2G5, using the 
PDR in<br 
/>/sotestdata/DROP_801/DP_81_04/C
riteria/130/130_6/ MOD14.005.<br 
/>C1G6 should replace C1G5<br 
/>C2G6 should replace C2G5<br 
/>due to more recent 
RegistrationTime<br />Continue to 
verification step V-7 

 

13 <i>130 V-1</i>  #comment 
14 Verify that the granules from step S-2 were successfully ingested and 

published. 
Log into Ingest GUI; Click on Request 
Status; Verify that the 4 requests 
containing the 4 granules C1G1, 
C1G2, C2G1 and C2G2 respectively 
have successful status.<br />Select 
IsOrderOnly, RegistrationTime, 
GranuleId<br />From AmGranule<br 
/>Where GranuleId in (C1G1, C1G2, 
C2G1, C2G2)<br />Verify that the 
RegistrationTime for all 4 granules are 
not NULL.<br />Verify that 
IsOrderOnly is NULL for all 4 
granules.<br />Continue to setup step 
S-3 
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# Action Expected Result Notes 
15 <i>130 V-2</i>  #comment 
16 Verify that the granules from step S-3 were successfully ingested and 

published and that the granules from step S-2 that they replaced are 
successfully unpublished. 

Log into Ingest GUI; Click on Request 
Status; Verify that the 2 requests 
containing the 2 granules C1G3 and 
C2G3 respectively have successful 
status.<br />Select IsOrderOnly, 
RegistrationTime, GranuleId<br 
/>From AmGranule<br />Where 
GranuleId in (C1G1, C1G3, C2G1, 
C2G3)<br />Verify that the 
RegistrationTime for C1G3 and C2G3 
are not NULL.<br />Verify that 
IsOrderOnly is NULL for C1G3, 
C2G3 and &quot;H&quot; for C1G1 
and C2G1.<br />Continue to 
verification step V-4 

 

17 <i>130 V-3</i>  #comment 
18 Verify that the granules from step S-4 were successfully ingested but not 

published and that the corresponding granules from step S-3 were not 
unpublished. 

Log into Ingest GUI; Click on Request 
Status; Verify that the 2 requests 
containing the 2 granules C1G4 and 
C2G4 respectively have successful 
status.<br />Select IsOrderOnly, 
RegistrationTime, GranuleId<br 
/>From AmGranule<br />Where 
GranuleId in (C1G3, C1G4, C2G3, 
C2G4)<br />Verify that the 
RegistrationTime for C1G4 and C2G4 
are not NULL.<br />Verify that 
IsOrderOnly is NULLfor C1G3, C2G3 
and &quot;H&quot; for C1G4 and 
C2G4.<br />Continue to verification 
step V-5 

 

19 <i>130 V-4</i>  #comment 
20 Verify that the replacement granules from step S-3 and the granules that they 

replaced are recorded in the AIM database along with the rule (MODIS) used 
to detect the granule duplication. 

Verify that C1G3 replaces C1G1 and 
C2G3 replaces C2G1 and they are 
recorded in AmGranuleReplacment 
table as:<br />Rep Dup RuleNo<br 
/>C1G3 C1G1 3<br />C2G3 C2G1 
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# Action Expected Result Notes 
3<br />Continue to setup step S-4 

21 <i>130 V-5</i>  #comment 
22 Verify that the duplicate granules from step S-4 are recorded in the AIM 

database along with the granules which they duplicate and the rule (MODIS) 
used to detect the granule duplication. 

Verify that C1G4 is the duplicate of 
C1G3, C2G4 is the duplicate of C2G3 
and they are recorded in the 
AmGranuleReplacement table as:<br 
/>Rep Dup RuleNo<br />C1G3 C1G4 
3<br />C2G3 C2G4 3<br />Continue 
to setup step S-5 

 

23 <i>130 V-6</i>  #comment 
24 Verify that the granules from step S-5 were successfully ingested and 

published and that the granules from step S-3 that they replaced were 
successfully unpublished. 

Log into Ingest GUI; Click on Request 
Status; Verify that the 2 requests 
containing the 2 granules C1G5 and 
C2G5 respectively have successful 
status.<br />Select IsOrderOnly, 
RegistrationTime, GranuleId<br 
/>From AmGranule<br />Where 
GranuleId in (C1G3, C1G5, C2G3, 
C2G5)<br />Verify that the 
RegistrationTime for C1G5 and C2G5 
are not NULL.<br />Verify that 
IsOrderOnly is NULL for C1G5, 
C2G5 and &quot;H&quot; for C1G3 
and C2G3<br />Continue to setup step 
V-8 

 

25 <i>130 V-7</i>  #comment 
26 Verify that the granules from step S-6 were successfully ingested and 

published and that the granules from step S-5 that they replaced were 
successfully unpublished. 

Log into Ingest GUI; Click on Request 
Status; Verify that the 2 requests 
containing the 2 granules C1G6 and 
C2G6 respectively have successful 
status.<br />Select IsOrderOnly, 
RegistrationTime, GranuleId<br 
/>From AmGranule<br />Where 
GranuleId in (C1G5, C1G6, C2G5, 
C2G6)<br />Verify that the 
RegistrationTime for C1G6 and C2G6 
are not NULL.<br />Verify that 
IsOrderOnly is NULL for C1G6, 
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# Action Expected Result Notes 
C2G6 and &quot;H&quot; for C1G5 
and C2G5<br />Continue to 
verification step V-9 

27 <i>130 V-8</i>  #comment 
28 Verify that the replacement granules from step S-5 and the granules that they 

replaced are recorded in the AIM database along with the rule (file name 
collision) used to detect the granule duplication. 

Verify that C1G5 replaces C1G3, 
C2G5 replaces C2G3 and they are 
recorded in the 
AmGranuleReplacement table as:<br 
/>Rep Dup RuleNo<br />C1G5 C1G3 
1<br />C2G5 C2G3 1<br />Note, 
since they have the same file names, 
and the file collision rule is always 
applied first, the duplication detection 
rule number in 
AmGranuleReplacement table should 
be 1(file collision rule), instead of 3 
(MODIS Rule)<br />Continue to setup 
step S-6 

 

29 <i>130 V-9</i>  #comment 
30 Verify that the replacement granules from step S-6 and the granules that they 

replaced are recorded in the AIM database along with the rule (file name 
collision) used to detect the granule duplication. 

Verify that C1G6 replaces C1G5, 
C2G6 replaces C2G5 and they are 
recorded in the 
AmGranuleReplacement table as:<br 
/>Rep Dup RuleNo<br />C1G6 C1G5 
1<br />C2G6 C2G5 1 

 

 
 
TEST DATA: 
 
 
 

Cri
t id 

Cri
t 
ccr 
no 

Test Data 
Description 

Data Type 
Requirement
s 

Metadata 
Requirement
s 

Volume 
Requirement
s 

Size 
Requirement
s 

Data Location 
Readines
s Status 

130   Need to identify two Two       /sotestdata/DROP_801/DP_81_04/Criteria/130/13   
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Cri
t id 

Cri
t 
ccr 
no 

Test Data 
Description 

Data Type 
Requirement
s 

Metadata 
Requirement
s 

Volume 
Requirement
s 

Size 
Requirement
s 

Data Location 
Readines
s Status 

collections C1 and 
C2 that have 
DuplicateGranRuleN
o =3 in the 
AmCollection table. 
 
We need: 
 
2 granules(different 
logical granules) for 
each collection: 
 
C1G1, C1G2 
 
(with same 
acquisitiondate) 
 
C2G1, C2G2 
 
(with same 
acquisitiondate) 
 
1 granule from each 
collection: 
 
C1G3 ( Same logical 
granule as C1G1 but 
with later 
ProductionDateTime
) 
 
C2G3 (Same logical 
granule as C2G1 but 
with later 
ProductiondateTime) 

collections 
that have 
“MODIS 
Rule” as 
duplicate 
granule 
detection 
rule. 

0_2 
 
/sotestdata/DROP_801/DP_81_04/Criteria/130/13
0_3 
 
/sotestdata/DROP_801/DP_81_04/Criteria/130/13
0_4 
 
/sotestdata/DROP_801/DP_81_04/Criteria/130/13
0_5 
 
/sotestdata/DROP_801/DP_81_04/Criteria/130/13
0_6 
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Cri
t id 

Cri
t 
ccr 
no 

Test Data 
Description 

Data Type 
Requirement
s 

Metadata 
Requirement
s 

Volume 
Requirement
s 

Size 
Requirement
s 

Data Location 
Readines
s Status 

 
1 granule from each 
collection: 
 
C1G4(Same logical 
granule as C1G3 but 
with earlier 
ProductiondateTime) 
 
C2G4(Same logical 
granule as C2G3 but 
with earlier 
ProductionDateTime
) 
 
1 granule from each 
collection: 
 
C1G5 (Same 
LocalGranuleID and 
filename as C1G3) 
 
C2G5(Same 
LocalGranuleID and 
filename as C2G3 
 
1 granule from each 
collection: 
 
C1G6(same 
LocalGranuleID and 
different filename 
from C1G5) 
 
C2G6(Same 
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Cri
t id 

Cri
t 
ccr 
no 

Test Data 
Description 

Data Type 
Requirement
s 

Metadata 
Requirement
s 

Volume 
Requirement
s 

Size 
Requirement
s 

Data Location 
Readines
s Status 

LocalGranuleID and 
different filename 
from C2G5) 
 
The ESDTs used for 
this test are: 
 
MCD15A2.005  
 
MOD14.005  
 
(Note: there are 
some extra data 
there that could be 
used for testing as 
well. MYD11C1.005  
 
MOD10A1.005  
 
MOD10CM.005  
 
MYD29.005) 

 
EXPECTED RESULTS: 
 

184 DUPLICATE GRANULE DETECTION AND REPLACEMENT - ASTER (ECS-ECSTC-2595) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 
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STEPS:   
# Action Expected Result Notes 
1 <i>140 S-1</i>  #comment 
2 [Duplicate Granule Detection and Replacement - ASTER] Identify or 

configure two collections to use rule &quot;c.&quot; (ASTER) of the 
duplicate granule rules from requirement S-DPL-32022.<br />Configure one 
of the collections to not publish granules upon ingest. Identify this collection 
as &quot;C1&quot;.<br />Configure the other collection to publish granules 
upon ingest. Identify this collection as &quot;C2&quot;. 

AST_L1A.003 and AST_L1B.003 are 
identified to have 
DuplicateGranRuleNo = 4 in the 
AmCollection table.<br />This agrees 
with the duplicate granule rule's ESDT 
spreadsheet. Make sure the following 
2 queries return 4, if not, set them to 
file collision rule in the Ingest 
GUI.<br />Select 
DuplicateGranRuleNo<br />From 
AmCollection<br />Where ShortName 
= &quot;AST_L1A&quot;<br />And 
VersionId = 3<br />Select 
DuplicateGranRuleNo<br />From 
AmCollection<br />Where ShortName 
= &quot;AST_L1B&quot;<br />And 
VersionId = 3<br />Treat 
AST_L1A.003 as C1, AST_L1B as 
C2.<br />Log into Ingest GUI. Click 
on Configuration/Datatypes,<br 
/>Select AST_L1A.003, choose NO 
for &quot;Publish in public 
DPL&quot;, click on &quot;Apply 
Changes&quot;<br />Select 
AST_L1B.003 choose YES for 
&quot;Publish in public DPL&quot;, 
click on &quot;Apply 
Changes&quot;<br />Make sure the 
GUI shows NOT &quot;Public In 
Data Pool&quot; for C1 and 
&quot;Public In Data Pool&quot; for 
C2.<br />Bounce Ingest and Dpad 

 

3 <i>140 S-2</i>  #comment 
4 For each collection, ingest two granules with different time coverages but the 

same acquisition date. 
Ingest 2 granules C1G1, C1G2, using 
the 2 PDRs in<br 
/>/sotestdata/DROP_801/DP_81_04/C
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# Action Expected Result Notes 
riteria/140/140_2/ AST_L1A.003.<br 
/>Ingest 2 granules C2G1, C2G2, 
using the 2 PDRs in<br 
/>/sotestdata/DROP_801/DP_81_04/C
riteria/140/140_2/ AST_L1B.003.<br 
/>Continue to verification step V-1 

5 <i>140 S-3</i>  #comment 
6 For each collection, ingest one granule whose time coverage matches the time 

coverage of a granule from step S-2 and whose ProductionDateTime value is 
for a later ProductionDateTime. These granules should replace the 
corresponding granules from step S-2. 

Ingest 1 granule C1G3, using the PDR 
in<br 
/>/sotestdata/DROP_801/DP_81_04/C
riteria/140/140_3/ AST_L1A.003.<br 
/>Ingest 1 granule C2G3, using the 
PDR in<br 
/>/sotestdata/DROP_801/DP_81_04/C
riteria/140/140_3/ AST_L1B.003.<br 
/>C1G3 should replace C1G1 (the one 
with the same time coverage as 
C1G3)<br />C2G3 should replace 
C2G1 (the one with the same time 
coverage as C2G3)<br />Continue to 
verification step V-2 

 

7 <i>140 S-4</i>  #comment 
8 For each collection, ingest one granule whose time coverage matches the time 

coverage of a granule from step S-3 and whose ProductionDateTime value is 
for an earlier ProductionDateTime. These granules should be considered 
duplicates and not replace the corresponding granules from step S-3. 

Ingest 1 granule C1G4, using the PDR 
in<br 
/>/sotestdata/DROP_801/DP_81_04/C
riteria/140/140_4/ AST_L1A.003.<br 
/>Ingest 1 granule C2G4, using the 
PDR in<br 
/>/sotestdata/DROP_801/DP_81_04/C
riteria/140/140_4/ AST_L1B.003.<br 
/>C1G4 should be the duplicate for 
C1G3<br />C2G4 should be the 
duplicate for C2G3<br />Continue to 
verification step V-3 

 

9 <i>140 S-5</i>  #comment 
10 For each collection, ingest one granule with the same time coverage and same 

file name as a granule from step S-3. These granules should replace the 
corresponding granules from step S-3. 

Ingest 1 granule C1G5, using the PDR 
in<br 
/>/sotestdata/DROP_801/DP_81_04/C
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# Action Expected Result Notes 
riteria/140/140_5/ AST_L1A.003.<br 
/>Ingest 1 granule C2G5, using the 
PDR in<br 
/>/sotestdata/DROP_801/DP_81_04/C
riteria/140/140_5/ AST_L1B.003.<br 
/>C1G5 should replace C1G3<br 
/>C2G5 should replace C2G3<br 
/>due to more recent 
RegistrationTime<br />Note, since 
they have the same file names, and the 
file collision rule is always applied 
first, the duplication detection rule 
number in AmGranuleReplacement 
table should be 1(file collision rule), 
instead of 4 (ASTER Rule)<br 
/>Continue to verification step V-6 

11 <i>140 V-1</i>  #comment 
12 Verify that the granules from step S2 were successfully ingested, the granules 

in collection C1 were not published and that the granules in collection C2 
were successfully published. 

Log into Ingest GUI; Click on Request 
Status; Verify that the 4 requests 
containing the 4 granules C1G1, 
C1G2, C2G1 and C2G2 respectively 
have successful status.<br />Select 
IsOrderOnly, RegistrationTime, 
GranuleId<br />From AmGranule<br 
/>Where GranuleId in (C1G1, C1G2, 
C2G1, C2G2)<br />Verify that the 
RegistrationTime for all 4 granules are 
not NULL.<br />Verify that 
IsOrderOnly is &quot;H&quot; for all 
C1G1,C1G2<br />And NULL for 
C2G1 and C2G2.<br />Continue to 
setup step S-3 

 

13 <i>140 V-2</i>  #comment 
14 Verify that the granules from step S-3 were successfully ingested, the 

granules in collection C1 were not published, the granules in collection C2 
were successfully published and that the granules from step S-2 that they 
replaced are successfully unpublished. 

Log into Ingest GUI; Click on Request 
Status; Verify that the 2 requests 
containing the 2 granules C1G3 and 
C2G3 respectively have successful 
status.<br />Select IsOrderOnly, 
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# Action Expected Result Notes 
RegistrationTime, GranuleId<br 
/>From AmGranule<br />Where 
GranuleId in (C1G1, C1G3, C2G1, 
C2G3)<br />Verify that the 
RegistrationTime for C1G3 and C2G3 
are not NULL.<br />Verify that 
IsOrderOnly is &quot;H&quot; for 
C1G3, and NULL for C2G3, 
&quot;H&quot; for C1G1 and 
C2G1.<br />Continue to verification 
step V-4 

15 <i>140 V-3</i>  #comment 
16 Verify that the granules from step S-4 were successfully ingested but not 

published and that the corresponding granules from step S-3 were not 
unpublished. 

Log into Ingest GUI; Click on Request 
Status; Verify that the 2 requests 
containing the 2 granules C1G4 and 
C2G4 respectively have successful 
status.<br />Select IsOrderOnly, 
RegistrationTime, GranuleId<br 
/>From AmGranule<br />Where 
GranuleId in (C1G3, C1G4, C2G3, 
C2G4)<br />Verify that the 
RegistrationTime for C1G4 and C2G4 
are not NULL.<br />Verify that 
IsOrderOnly is &quot;H&quot; for 
C1G4, C2G4 and &quot;H&quot; for 
C1G3 and NULL C2G3.<br 
/>Continue to verification step V-5 

 

17 <i>140 V-4</i>  #comment 
18 Verify that the replacement granules from step S-3 and the granules that they 

replaced are recorded in the AIM database along with the rule (ASTER) used 
to detect the granule duplication. 

Verify that C1G3 replaces C1G1 and 
C2G3 replaces C2G1 and they are 
recorded in AmGranuleReplacment 
table as:<br />Rep Dup RuleNo<br 
/>C1G3 C1G1 4<br />C2G3 C2G1 
4<br />Continue to setup step S-4 

 

19 <i>140 V-5</i>  #comment 
20 Verify that the duplicate granules from step S-4 are recorded in the AIM 

database along with the granules which they duplicate and the rule (ASTER) 
used to detect the granule duplication. 

Verify that C1G4 is the duplicate of 
C1G3, C2G4 is the duplicate of C2G3 
and they are recorded in the 
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# Action Expected Result Notes 
AmGranuleReplacement table as:<br 
/>Rep Dup RuleNo<br />C1G3 C1G4 
4<br />C2G3 C2G4 4<br />Continue 
to setup step S-5 

21 <i>140 V-6</i>  #comment 
22 Verify that the granules from step S-5 were successfully ingested and that the 

granules in collection C2 were successfully published and that the granules 
from step S-3 that they replaced were successfully unpublished. 

Log into Ingest GUI; Click on Request 
Status; Verify that the 2 requests 
containing the 2 granules C1G5 and 
C2G5 respectively have successful 
status.<br />Select IsOrderOnly, 
RegistrationTime, GranuleId<br 
/>From AmGranule<br />Where 
GranuleId in (C1G3, C1G5, C2G3, 
C2G5)<br />Verify that the 
RegistrationTime for C1G5 and C2G5 
are not NULL.<br />Verify that 
IsOrderOnly is &quot;H&quot; for 
C1G5, NULL for C2G5 and 
&quot;H&quot; for C1G3 and C2G3 

 

23 <i>140 V-7</i>  #comment 
24 Verify that the replacement granules from step S-5 and the granules that they 

replaced are recorded in the AIM database along with the rule (file name 
collision) used to detect the granule duplication. 

Verify that C1G5 replaces C1G3, 
C2G5 replaces C2G3 and they are 
recorded in the 
AmGranuleReplacement table as:<br 
/>Rep Dup RuleNo<br />C1G5 C1G3 
1<br />C2G5 C2G3 1<br />Note, 
since they have the same file names, 
and the file collision rule is always 
applied first, the duplication detection 
rule number in 
AmGranuleReplacement table should 
be 1(filename collision rule), instead 
of 4 (ASTER Rule) 
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TEST DATA: 
 
 
 

Cri
t id 

Cri
t 
ccr 
no 

Test Data 
Description 

Data Type 
Requirement
s 

Metadata 
Requirement
s 

Volume 
Requirement
s 

Size 
Requirement
s 

Data Location 
Readines
s Status 

140   

Need to identify two 
collections C1 and 
C2 that have 
DuplicateGranRuleN
o =4 in the 
AmCollection table. 
 
We need: 
 
2 granules(different 
logic granules) for 
each collection: 
 
C1G1, C1G2 
 
(with same 
acquisitiondate) 
 
C2G1, C2G2 
 
(with same 
acquisitiondate) 
 
1 granule from each 
collection: 
 
C1G3 ( Same logical 
granule as C1G1 but 
with later 
ProductionDateTime
) 

Two 
collections 
that have 
“ASTER 
Rule” as 
duplicate 
granule 
detection 
rule. 

      

/sotestdata/DROP_801/DP_81_04/Criteria/140/14
0_2 
 
/sotestdata/DROP_801/DP_81_04/Criteria/140/14
0_3 
 
/sotestdata/DROP_801/DP_81_04/Criteria/140/14
0_4 
 
/sotestdata/DROP_801/DP_81_04/Criteria/140/14
0_5 
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Cri
t id 

Cri
t 
ccr 
no 

Test Data 
Description 

Data Type 
Requirement
s 

Metadata 
Requirement
s 

Volume 
Requirement
s 

Size 
Requirement
s 

Data Location 
Readines
s Status 

 
C2G3 (Same logical 
granule as C2G1 but 
with later 
ProductiondateTime) 
 
1 granule from each 
collection: 
 
C1G4(Same logical 
granule as C1G3 but 
with earlier 
ProductiondateTime) 
 
C2G4(Same logical 
granule as C2G3 but 
with earlier 
ProductionDateTime
) 
 
1 granule from each 
collection: 
 
C1G5 (Same time 
coverage and 
filename as C1G3) 
 
C2G5(Same time 
coverage and 
filename as C2G3 
 
The ESDTs used for 
this test are: 
 
AST_L1A.003 
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Cri
t id 

Cri
t 
ccr 
no 

Test Data 
Description 

Data Type 
Requirement
s 

Metadata 
Requirement
s 

Volume 
Requirement
s 

Size 
Requirement
s 

Data Location 
Readines
s Status 

 
AST_L1B.003 
 
(Note: there are 
some extra data 
there that could be 
used for testing as 
well: 
ACR3L2SC.001 

 
EXPECTED RESULTS: 
 

185 DUPLICATE GRANULE DETECTION AND REPLACEMENT - MISR (ECS-ECSTC-2596) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 
 
STEPS:   
# Action Expected Result Notes 
1 <i>150 S-1</i>  #comment 
2 [Duplicate Granule Detection and Replacement - MISR] Identify or configure 

at least three collections to use rule &quot;d.&quot; (MISR) of the duplicate 
granule rules from requirement S-DPL-32022.<br />Choose collections 
whose granules have single cameras, multiple cameras and no cameras.<br 
/>Configure the collections to publish granules upon ingest. 

Eight collections:<br 
/>MI1ANAV.002<br 
/>MIANTASC.002<br 
/>MIL2ASAE.002<br 
/>MIL3DALN.006<br 
/>MIL1A.002<br />MISBR.005<br 
/>MIB2GEOP.002<br 
/>MB2LME.002<br />are identified to 
have DuplicateGranRuleNo = 5 in the 
AmCollection table.<br />This agrees 
with the duplicate granule rule's ESDT 
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# Action Expected Result Notes 
spreadsheet. Make sure the following 
queries return 5, if not, set them to 
MISR rule in the Ingest GUI.<br 
/>Select DuplicateGranRuleNo<br 
/>From AmCollection<br />Where 
ShortName = &lt;Cn&gt;<br />And 
VersionId = &lt;Vn&gt;<br />Treat 
the above 8 collections to be Cn (n is 1 
to 8)<br />Log into Ingest GUI. Click 
on Configuration/Datatypes,<br 
/>Select all the 8 collections, choose 
YES for &quot;Publish in public 
DPL&quot;, click on &quot;Apply 
Changes&quot;<br />Make sure the 
GUI shows &quot;Public In Data 
Pool&quot; for Cn<br />Note: We 
need to use sql to configure the 
following 3 ESDTs to be global: 
MI1ANAV.002,MIANTASC.002 and 
MIL1A.002.<br />Bounce Ingest and 
Dpad 

3 <i>150 S-2</i>  #comment 
4 For each collection, ingest two granules with different LocalGranuleIDs and 

are considered different logical granules but have the same acquisition date. 
Ingest 2 granules CnG1, CnG2, for 
each of the 8 collections, using the 2 
PDRs in<br 
/>/sotestdata/DROP_801/DP_81_04/C
riteria/150/150_2/ &lt;Cn&gt;<br 
/>Continue to verification step V-1 

 

5 <i>150 S-3</i>  #comment 
6 For each collection, ingest one granule whose LocalGranuleID matches the 

LocalGranuleID of a granule from step S-2 except that the product version 
and file format version portions are different and whose ProductionDateTime 
value is for a later ProductionDateTime. These granules should replace the 
corresponding granules from step S-2. 

Ingest 1 granule CnG3, for each of the 
8 collections, using the PDR in<br 
/>/sotestdata/DROP_801/DP_81_04/C
riteria/150/150_3/ &lt;Cn&gt;<br 
/>CnG3 should replace CnG1 (the one 
with the same LocalGranuleID as 
CnG3, except for the product and file 
format version portions)<br 
/>Continue to verification step V-2 
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# Action Expected Result Notes 
7 <i>150 S-4</i>  #comment 
8 For each collection, ingest one granule whose LocalGranuleID matches the 

LocalGranuleID of a granule from step S-3 except that the product version 
and file format version portions are different and whose ProductionDateTime 
value is for an earlier ProductionDateTime. These granules should be 
considered duplicates and not replace the corresponding granules from step 
S-3. 

Ingest 1 granule CnG4, for each of the 
8 collections, using the PDR in<br 
/>/sotestdata/DROP_801/DP_81_04/C
riteria/150/150_4/ &lt;Cn&gt;<br 
/>CnG4 should be the duplicate for 
CnG3<br />Continue to verification 
step V-3 

 

9 <i>150 S-5</i>  #comment 
10 For each collection, ingest one granule with the same LocalGranuleID and 

same file name as a granule from step S-3. These granules should replace the 
corresponding granules from step S-3. 

Ingest 1 granule CnG5, for each of the 
8 collections, using the PDR in<br 
/>/sotestdata/DROP_801/DP_81_04/C
riteria/150/150_5/ &lt;Cn&gt;<br 
/>CnG5 should replace CnG3<br 
/>due to more recent 
RegistrationTime<br />Note: The rule 
used for the replacement is file 
collision rule in this case because they 
have the same file names and the file 
name collision rule is always applied 
first.<br />Continue to verification 
step V-6 

 

11 <i>150 S-6</i>  #comment 
12 For each collection, ingest one granule with the same LocalGranuleID and a 

different file name as a granule from step S-5. These granules should replace 
the corresponding granules from step S-5. 

Ingest 1 granule CnG6, for each of the 
8 collections, using the PDR in<br 
/>/sotestdata/DROP_801/DP_81_04/C
riteria/150/150_6/ &lt;Cn&gt;<br 
/>CnG6 should replace CnG5<br 
/>due to more recent 
RegistrationTime<br />Continue to 
verification step V-7 

 

13 <i>150 V-1</i>  #comment 
14 Verify that the granules from step S-2 were successfully ingested and 

published. 
Log into Ingest GUI; Click on Request 
Status; Verify that the 16 requests 
containing the 16 granules CnG1, 
CnG2, respectively have successful 
status.<br />Select IsOrderOnly, 
RegistrationTime, GranuleId<br 
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# Action Expected Result Notes 
/>From AmGranule<br />Where 
GranuleId in (CnG1, CnG2)<br 
/>Verify that the RegistrationTime for 
all 16 granules are not NULL.<br 
/>Verify that IsOrderOnly is NULL 
for all 16 granules.<br />Continue to 
setup step S-3 

15 <i>150 V-2</i>  #comment 
16 Verify that the granules from step S-3 were successfully ingested and 

published and that the granules from step S-2 that they replaced are 
successfully unpublished. 

Log into Ingest GUI; Click on Request 
Status; Verify that the 8 requests 
containing the 8 granules CnG3 
respectively have successful status.<br 
/>Select IsOrderOnly, 
RegistrationTime, GranuleId<br 
/>From AmGranule<br />Where 
GranuleId in (CnG1, CnG3)<br 
/>Verify that the RegistrationTime for 
CnG3 are not NULL.<br />Verify that 
IsOrderOnly is NULL for CnG3, and 
&quot;H&quot; for CnG1.<br 
/>Continue to verification step V-4 

 

17 <i>150 V-3</i>  #comment 
18 Verify that the granules from step S-4 were successfully ingested, but, not 

published and that the corresponding granules from step S-3 were not 
unpublished. 

Log into Ingest GUI; Click on Request 
Status; Verify that the 8 requests 
containing the 8 granules CnG4 
respectively have successful status.<br 
/>Select IsOrderOnly, 
RegistrationTime, GranuleId<br 
/>From AmGranule<br />Where 
GranuleId in (CnG3, CnG4)<br 
/>Verify that the RegistrationTime for 
CnG4 are not NULL.<br />Verify that 
IsOrderOnly is NULLfor CnG3, and 
&quot;H&quot; for CnG4.<br 
/>Continue to verification step V-5 

 

19 <i>150 V-4</i>  #comment 
20 Verify that the replacement granules from step S-3 and the granules that they 

replaced are recorded in the AIM database along with the rule (MISR) used to 
Verify that CnG3 replaces CnG1 and 
they are recorded in 
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# Action Expected Result Notes 
detect the granule duplication. AmGranuleReplacment table as:<br 

/>Rep Dup RuleNo<br />CnG3 CnG1 
5<br />Continue to setup step S-4 

21 <i>150 V-5</i>  #comment 
22 Verify that the duplicate granules from step S-4 are recorded in the AIM 

database along with the granules which they duplicate and the rule (MISR) 
used to detect the granule duplication. 

Verify that CnG4 is the duplicate of 
CnG3, and they are recorded in the 
AmGranuleReplacement table as:<br 
/>Rep Dup RuleNo<br />CnG3 CnG4 
5<br />Continue to setup step S-5 

 

23 <i>150 V-6</i>  #comment 
24 Verify that the granules from step S-5 were successfully ingested and 

published and that the granules from step S-3 that they replaced were 
successfully unpublished. 

Log into Ingest GUI; Click on Request 
Status; Verify that the 8 requests 
containing the 8 granules CnG5 
respectively have successful status.<br 
/>Select IsOrderOnly, 
RegistrationTime, GranuleId<br 
/>From AmGranule<br />Where 
GranuleId in (CnG3, CnG5)<br 
/>Verify that the RegistrationTime for 
CnG5 are not NULL.<br />Verify that 
IsOrderOnly is NULL for CnG5, and 
&quot;H&quot; for CnG3<br 
/>Continue to setup step V-8 

 

25 <i>150 V-7</i>  #comment 
26 Verify that the granules from step S-6 were successfully ingested and 

published and that the granules from step S-5 that they replaced were 
successfully unpublished. 

Log into Ingest GUI; Click on Request 
Status; Verify that the 8 requests 
containing the 8 granules CnG6 
respectively have successful status.<br 
/>Select IsOrderOnly, 
RegistrationTime, GranuleId<br 
/>From AmGranule<br />Where 
GranuleId in (CnG5, CnG6)<br 
/>Verify that the RegistrationTime for 
CnG6 are not NULL.<br />Verify that 
IsOrderOnly is NULL for CnG6, and 
&quot;H&quot; for CnG5<br 
/>Continue to verification step V-9 

 

27 <i>150 V-8</i>  #comment 
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# Action Expected Result Notes 
28 Verify that the replacement granules from step S-5 and the granules that they 

replaced are recorded in the AIM database along with the rule (MISR) used to 
detect the granule duplication. 

Verify that CnG5 replaces CnG3, and 
they are recorded in the 
AmGranuleReplacement table as:<br 
/>Rep Dup RuleNo<br />CnG5 CnG3 
1<br />Note, since they have the same 
file names, and the file collision rule is 
always applied first, the duplication 
detection rule number in 
AmGranuleReplacement table should 
be 1(file collision rule), instead of 5 
(MISR Rule)<br />Continue to setup 
step S-6 

 

29 <i>150 V-9</i>  #comment 
30 Verify that the replacement granules from step S-6 and the granules that they 

replaced are recorded in the AIM database along with the rule (file name 
collision) used to detect the granule duplication. 

Verify that CnG6 replaces CnG5, and 
they are recorded in the 
AmGranuleReplacement table as:<br 
/>Rep Dup RuleNo<br />CnG6 CnG5 
1 

 

 
 
TEST DATA: 
 
 
 

Cri
t id 

Cri
t 
ccr 
no 

Test Data 
Description 

Data Type 
Requirement
s 

Metadata 
Requirement
s 

Volume 
Requirement
s 

Size 
Requirement
s 

Data Location 
Readines
s Status 

150   

Need to identify 
eight collections 
Cn(n is from 1 to 
8)that have 
DuplicateGranRuleN
o =5 in the 
AmCollection table 
and represent all 
different MISR data. 

Eight 
collections 
that have 
“MISR Rule” 
as duplicate 
granule 
detection 
rule. 

      

/sotestdata/DROP_801/DP_81_04/Criteria/150/15
0_2 
 
/sotestdata/DROP_801/DP_81_04/Criteria/150/15
0_3 
 
/sotestdata/DROP_801/DP_81_04/Criteria/150/15
0_4 
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Cri
t id 

Cri
t 
ccr 
no 

Test Data 
Description 

Data Type 
Requirement
s 

Metadata 
Requirement
s 

Volume 
Requirement
s 

Size 
Requirement
s 

Data Location 
Readines
s Status 

 
We need: 
 
2 granules for each 
collection: 
 
CnG1, CnG2 (Each 
pair contains 
different logical 
granules with the 
same acquisitiondate 
) 
 
1 granule for each 
collection: 
 
CnG3(same logic 
granule as CnG1 
with a later 
ProductionDateTime
) 
 
1 granule for each 
collection: 
 
CnG4(same logic 
granule as CnG3 
with an earlier 
ProductionDateTime
) 
 
1 granule for each 
collection: 
 
CnG5(same 

/sotestdata/DROP_801/DP_81_04/Criteria/150/15
0_5 
 
/sotestdata/DROP_801/DP_81_04/Criteria/150/15
0_6 
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Cri
t id 

Cri
t 
ccr 
no 

Test Data 
Description 

Data Type 
Requirement
s 

Metadata 
Requirement
s 

Volume 
Requirement
s 

Size 
Requirement
s 

Data Location 
Readines
s Status 

LocalGranuleID and 
filename as CnG3) 
 
1 granule for each 
collection: 
 
CnG6(same 
LocalGranuleID and 
different filename 
from CnG5) 
 
The ESDTs used for 
this test are: 
 
MI1ANAV.002  
 
MIANTASC.002  
 
MIL2ASAE.002  
 
MIL3DALN.006  
 
MIL1A.002  
 
MISBR.005  
 
MIB2GEOP.002  
 
MB2LME.002 

 
EXPECTED RESULTS: 
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186 DUPLICATE GRANULE DETECTION AND REPLACEMENT - GLAS (ECS-ECSTC-2597) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 
 
STEPS:   
# Action Expected Result Notes 
1 <i>160 S-1</i>  #comment 
2 [Duplicate Granule Detection and Replacement - GLAS] Identify or 

configure two collections to use rule &quot;e.&quot; (GLAS) of the duplicate 
granule rules from requirement S-DPL-32022.<br />Configure the collections 
to publish granules upon ingest. 

GLA05.033 and GLA15.033 are 
identified to have 
DuplicateGranRuleNo = 6 in the 
AmCollection table.<br />This agrees 
with the duplicate granule rule's ESDT 
spreadsheet. Make sure the following 
2 queries return 6, if not, set them to 
GLAS rule in the Ingest GUI.<br 
/>Select DuplicateGranRuleNo<br 
/>From AmCollection<br />Where 
ShortName = 
&quot;GLA05&quot;<br />And 
VersionId = 33<br />Select 
DuplicateGranRuleNo<br />From 
AmCollection<br />Where ShortName 
= &quot;GLA15&quot;<br />And 
VersionId = 33<br />Treat 
GLA05.033 as C1, GLA15.033 as 
C2.<br />Log into Ingest GUI. Click 
on Configuration/Datatypes,<br 
/>Select GLA05.033 and GLA15.033, 
choose YES for &quot;Publish in 
public DPL&quot;, click on 
&quot;Apply Changes&quot;<br 
/>Make sure the GUI shows 
&quot;Public In Data Pool&quot; for 
both C1 and C2.<br />Bounce Ingest 
and Dpad 

 

3 <i>160 S-2</i>  #comment 
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# Action Expected Result Notes 
4 For each collection, ingest two granules with different LocalGranuleIDs and 

are considered different logical granules but have the same acquisition date. 
Ingest 2 granules C1G1, C1G2, using 
the 2 PDRs in<br 
/>/sotestdata/DROP_801/DP_81_04/C
riteria/160/160_2/<br 
/>GLA05.033.<br />Ingest 2 granules 
C2G1, C2G2, using the 2 PDRs in<br 
/>/sotestdata/DROP_801/DP_81_04/C
riteria/160/160_2/ GLA15.033.<br 
/>Continue to verification step V-1 

 

5 <i>160 S-3</i>  #comment 
6 For each collection, ingest one granule whose LocalGranuleID matches the 

LocalGranuleID of a granule from step S-2 except that the granule version 
number is different and whose ProductionDateTime value is for a later 
ProductionDateTime. These granules should replace the corresponding 
granules from step S-2. 

Ingest 1 granule C1G3, using the PDR 
in<br 
/>/sotestdata/DROP_801/DP_81_04/C
riteria/160/160_3/ GLA05.033.<br 
/>Ingest 1 granule C2G3, using the 
PDR in<br 
/>/sotestdata/DROP_801/DP_81_04/C
riteria/160/160_3/ GLA15.033.<br 
/>C1G3 should replace C1G1 (the one 
with the same LocalGranuleID as 
C1G3 except for version number 
portion)<br />C2G3 should replace 
C2G1 (the one with the same 
LocalGranuleID as C2G3 except for 
version number portion)<br 
/>Continue to verification step V-2 

 

7 <i>160 S-4</i>  #comment 
8 For each collection, ingest one granule whose LocalGranuleID matches the 

LocalGranuleID of a granule from step S-3 except that the granule version 
number is different and whose ProductionDateTime value is for an earlier 
ProductionDateTime. These granules should be considered duplicates and not 
replace the corresponding granules from step S-3. 

Ingest 1 granule C1G4, using the PDR 
in<br 
/>/sotestdata/DROP_801/DP_81_04/C
riteria/160/160_4/ GLA05.033.<br 
/>Ingest 1 granule C2G4, using the 
PDR in<br 
/>/sotestdata/DROP_801/DP_81_04/C
riteria/160/160_4/ GLA15.033.<br 
/>C1G4 should be the duplicate for 
C1G3 and should remain in the hidden 
datapool.<br />C2G4 should be the 
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# Action Expected Result Notes 
duplicate for C2G3 and should remain 
in the hidden datapool.<br />Continue 
to verification step V-3 

9 <i>160 S-5</i>  #comment 
10 For each collection, ingest one granule with the same LocalGranuleID and 

same file name as a granule from step S-3. These granules should replace the 
corresponding granules from step S-3. 

Ingest 1 granule C1G5, using the PDR 
in<br 
/>/sotestdata/DROP_801/DP_81_04/C
riteria/160/160_5/ GLA05.033.<br 
/>Ingest 1 granule C2G5, using the 
PDR in<br 
/>/sotestdata/DROP_801/DP_81_04/C
riteria/160/160_5/ GLA15.033.<br 
/>C1G5 should replace C1G3<br 
/>C2G5 should replace C2G3<br 
/>due to more recent 
RegistrationTime<br />Note, since 
they have the same file names, and the 
file collision rule is always applied 
first, the duplication detection rule 
number in AmGranuleReplacement 
table should be 1, instead of 6 (GLAS 
Rule)<br />Continue to verification 
step V-6 

 

11 <i>160 S-6</i>  #comment 
12 For each collection, ingest one granule with the same LocalGranuleID and a 

different file name as a granule from step S-5. These granules should replace 
the corresponding granules from step S-5. 

Ingest 1 granule C1G6, using the PDR 
in<br 
/>/sotestdata/DROP_801/DP_81_04/C
riteria/160/160_6/ GLA05.033.<br 
/>Ingest 1 granule C2G5, using the 
PDR in<br 
/>/sotestdata/DROP_801/DP_81_04/C
riteria/160/160_6/ GLA15.033.<br 
/>C1G6 should replace C1G5<br 
/>C2G6 should replace C2G5<br 
/>due to more recent 
RegistrationTime<br />Continue to 
verification step V-7 

 

13 <i>160 V-1</i>  #comment 
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# Action Expected Result Notes 
14 Verify that the granules from step S-2 were successfully ingested and 

published. 
Log into Ingest GUI; Click on Request 
Status; Verify that the 4 requests 
containing the 4 granules C1G1, 
C1G2, C2G1 and C2G2 respectively 
have successful status.<br />Select 
IsOrderOnly, RegistrationTime, 
GranuleId<br />From AmGranule<br 
/>Where GranuleId in (C1G1, C1G2, 
C2G1, C2G2)<br />Verify that the 
RegistrationTime for all 4 granules are 
not NULL.<br />Verify that 
IsOrderOnly is NULL for all 4 
granules.<br />Continue to setup step 
S-3 

 

15 <i>160 V-2</i>  #comment 
16 Verify that the granules from step S-3 were successfully ingested and 

published and that the granules from step S-2 that they replaced are 
successfully unpublished. 

Log into Ingest GUI; Click on Request 
Status; Verify that the 2 requests 
containing the 2 granules C1G3 and 
C2G3 respectively have successful 
status.<br />Select IsOrderOnly, 
RegistrationTime, GranuleId<br 
/>From AmGranule<br />Where 
GranuleId in (C1G1, C1G3, C2G1, 
C2G3)<br />Verify that the 
RegistrationTime for C1G3 and C2G3 
are not NULL.<br />Verify that 
IsOrderOnly is NULL for C1G3, 
C2G3 and &quot;H&quot; for C1G1 
and C2G1.<br />Continue to 
verification step V-4 

 

17 <i>160 V-3</i>  #comment 
18 Verify that the granules from step S-4 were successfully ingested, but, not 

published and that the corresponding granules from step S-3 were not 
unpublished. 

Log into Ingest GUI; Click on Request 
Status; Verify that the 2 requests 
containing the 2 granules C1G4 and 
C2G4 respectively have successful 
status.<br />Select IsOrderOnly, 
RegistrationTime, GranuleId<br 
/>From AmGranule<br />Where 
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# Action Expected Result Notes 
GranuleId in (C1G3, C1G4, C2G3, 
C2G4)<br />Verify that the 
RegistrationTime for C1G4 and C2G4 
are not NULL.<br />Verify that 
IsOrderOnly is NULLfor C1G3, C2G3 
and &quot;H&quot; for C1G4 and 
C2G4.<br />Continue to verification 
step V-5 

19 <i>160 V-4</i>  #comment 
20 Verify that the replacement granules from step S-3 and the granules that they 

replaced are recorded in the AIM database along with the rule (GLAS) used 
to detect the granule duplication. 

Verify that C1G3 replaces C1G1 and 
C2G3 replaces C2G1 and they are 
recorded in AmGranuleReplacment 
table as:<br />Rep Dup RuleNo<br 
/>C1G3 C1G1 6<br />C2G3 C2G1 
6<br />Continue to setup step S-4 

 

21 <i>160 V-5</i>  #comment 
22 Verify that the duplicate granules from step S-4 are recorded in the AIM 

database along with the granules which they duplicate and the rule (GLAS) 
used to detect the granule duplication. 

Verify that C1G4 is the duplicate of 
C1G3, C2G4 is the duplicate of C2G3 
and they are recorded in the 
AmGranuleReplacement table as:<br 
/>Rep Dup RuleNo<br />C1G3 C1G4 
6<br />C2G3 C2G4 6<br />Continue 
to setup step S-5 

 

23 <i>160 V-6</i>  #comment 
24 Verify that the granules from step S-5 were successfully ingested and 

published and that the granules from step S-3 that they replaced were 
successfully unpublished. 

Log into Ingest GUI; Click on Request 
Status; Verify that the 2 requests 
containing the 2 granules C1G5 and 
C2G5 respectively have successful 
status.<br />Select IsOrderOnly, 
RegistrationTime, GranuleId<br 
/>From AmGranule<br />Where 
GranuleId in (C1G3, C1G5, C2G3, 
C2G5)<br />Verify that the 
RegistrationTime for C1G5 and C2G5 
are not NULL.<br />Verify that 
IsOrderOnly is NULL for C1G5, 
C2G5 and &quot;H&quot; for C1G3 
and C2G3<br />Continue to setup step 
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# Action Expected Result Notes 
V-8 

25 <i>160 V-7</i>  #comment 
26 Verify that the granules from step S-6 were successfully ingested and 

published and that the granules from step S-5 that they replaced were 
successfully unpublished. 

Log into Ingest GUI; Click on Request 
Status; Verify that the 2 requests 
containing the 2 granules C1G6 and 
C2G6 respectively have successful 
status.<br />Select IsOrderOnly, 
RegistrationTime, GranuleId<br 
/>From AmGranule<br />Where 
GranuleId in (C1G5, C1G6, C2G5, 
C2G6)<br />Verify that the 
RegistrationTime for C1G6 and C2G6 
are not NULL.<br />Verify that 
IsOrderOnly is NULL for C1G6, 
C2G6 and &quot;H&quot; for C1G5 
and C2G5<br />Continue to 
verification step V-9 

 

27 <i>160 V-8</i>  #comment 
28 Verify that the replacement granules from step S-5 and the granules that they 

replaced are recorded in the AIM database along with the rule (file name 
collision) used to detect the granule duplication. 

Verify that C1G5 replaces C1G3, 
C2G5 replaces C2G3 and they are 
recorded in the 
AmGranuleReplacement table as:<br 
/>Rep Dup RuleNo<br />C1G5 C1G3 
1<br />C2G5 C2G3 1<br />Note, 
since they have the same file names, 
and the file collision rule is always 
applied first, the duplication detection 
rule number in 
AmGranuleReplacement table should 
be 1(file collision rule), instead of 3 
(MODIS Rule)<br />Continue to setup 
step S-6 

 

29 <i>160 V-9</i>  #comment 
30 Verify that the replacement granules from step S-6 and the granules that they 

replaced are recorded in the AIM database along with the rule (file name 
collision) used to detect the granule duplication. 

Verify that C1G6 replaces C1G5, 
C2G6 replaces C2G5 and they are 
recorded in the 
AmGranuleReplacement table as:<br 
/>Rep Dup RuleNo<br />C1G6 C1G5 
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# Action Expected Result Notes 
1<br />C2G6 C2G5 1 

 
 
TEST DATA: 
 
 
 

Cri
t id 

Cri
t 
ccr 
no 

Test Data 
Description 

Data Type 
Requirement
s 

Metadata 
Requirement
s 

Volume 
Requirement
s 

Size 
Requirement
s 

Data Location 
Readines
s Status 

160   

Need to identify two 
collections C1 and 
C2 that have 
DuplicateGranRuleN
o =6 in the 
AmCollection table. 
 
We need: 
 
2 granules(different 
logical granules) for 
each collection: 
 
C1G1, C1G2 
 
(with same 
acquisitiondate) 
 
C2G1, C2G2 
 
(with same 
acquisitiondate) 
 
1 granule from each 
collection: 
 

        

/sotestdata/DROP_801/DP_81_04/Criteria/160/16
0_2 
 
/sotestdata/DROP_801/DP_81_04/Criteria/160/16
0_3 
 
/sotestdata/DROP_801/DP_81_04/Criteria/160/16
0_4 
 
/sotestdata/DROP_801/DP_81_04/Criteria/160/16
0_5 
 
/sotestdata/DROP_801/DP_81_04/Criteria/160/16
0_6 
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Cri
t id 

Cri
t 
ccr 
no 

Test Data 
Description 

Data Type 
Requirement
s 

Metadata 
Requirement
s 

Volume 
Requirement
s 

Size 
Requirement
s 

Data Location 
Readines
s Status 

C1G3 ( Same logical 
granule as C1G1 but 
with later 
ProductionDateTime
) 
 
C2G3 (Same logical 
granule as C2G1 but 
with later 
ProductiondateTime) 
 
1 granule from each 
collection: 
 
C1G4(Same logical 
granule as C1G3 but 
with earlier 
ProductiondateTime) 
 
C2G4(Same logical 
granule as C2G3 but 
with earlier 
ProductionDateTime
) 
 
1 granule from each 
collection: 
 
C1G5 (Same 
LocalGranuleID and 
filename as C1G3) 
 
C2G5(Same 
LocalGranuleID and 
filename as C2G3 
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Cri
t id 

Cri
t 
ccr 
no 

Test Data 
Description 

Data Type 
Requirement
s 

Metadata 
Requirement
s 

Volume 
Requirement
s 

Size 
Requirement
s 

Data Location 
Readines
s Status 

 
1 granule from each 
collection: 
 
C1G6(same 
LocalGranuleID and 
different filename 
from C1G5) 
 
C2G6(Same 
LocalGranuleID and 
different filename 
from C2G5) 
 
The ESDTs used for 
this test are: 
 
GLA05.033 
 
GLA15.033 

 
EXPECTED RESULTS: 
 

187 DUPLICATE GRANULE RULE CHANGE AND RECALCULATION (ECS-ECSTC-2598) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 
 
STEPS:   
# Action Expected Result Notes 
1 <i>170 S-1</i>  #comment 
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# Action Expected Result Notes 
2 [Duplicate Granule Rule Change and Recalculation] Configure a MODIS 

collection to use rule &quot;c.&quot; (ASTER) of the duplicate granule rules 
from requirement S-DPL-32022.<br />Configure the collection to publish 
granules upon ingest. 

MOD10A1.005 identified to have 
DuplicateGranRuleNo = 3 in the 
AmCollection table.<br />This agrees 
with the duplicate granule rule's ESDT 
spreadsheet. Make sure the following 
queries return 3, if not, set it to 
MODIS Rule in the Ingest GUI.<br 
/>Select DuplicateGranRuleNo<br 
/>From AmCollection<br />Where 
ShortName = 
&quot;MOD10A1&quot;<br />And 
VersionId = 5<br />Log into Ingest 
GUI, Click on 
Configuration/Datatypes,<br />Select 
MOD10A1.005,<br />set the 
Duplicate Detection Rule to ASTER 
Rule,<br />choose YES for 
&quot;Publish in public DPL&quot;, 
click on &quot;Apply 
Changes&quot;<br />Make sure the 
GUI shows &quot;Public In Data 
Pool&quot; for the collection and 
shows &quot;ASTER Rule&quot; 
under &quot;Duplicate Detection 
Rule&quot;<br />Bounce Ingest and 
Dpad<br />Continue to verification 
step V-1 

 

3 <i>170 S-2</i>  #comment 
4 For the collection, ingest three granules with different LocalGranuleIDs and 

ProductionDateTimes but identical acquisition dates and times and which are 
considered the same logical granule when using either rule &quot;b.&quot; 
(MODIS) or rule &quot;c.&quot; (ASTER) of the duplicate granule rules 
from requirement S-DPL-32022. Ingest these granules one at a time. 

Ingest 3 granules G1,G2,G3, using the 
3 PDRs in<br 
/>/sotestdata/DROP_801/DP_81_04/C
riteria/170/170_2/<br />With G3 
having the most recent 
ProducationDateTime<br />Note: 
These 3 granules need to be ingested 
one at a time, to ensure that that they 
will not be published at the same time. 
In reality, same replacement granules 
don't arrive the same time as the 
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# Action Expected Result Notes 
duplicate granules. We need to 
separate them because we use the 
stored proc to control who should be 
public and who shouldn't based on the 
location of the replacement/duplicate 
granules. If they are all in the hidden, 
and they are all published at the same 
time, they will all be published. This is 
the same as the current behavior. The 
only difference is that we make use of 
the entries in the 
AmGranuleReplacement table. 

5 <i>170 S-3</i>  #comment 
6 For the collection, ingest two granules with different LocalGranuleIDs which 

are considered to be different logical granules when using the configured 
duplicate granule rule and are different from the granules above. 

Ingest 2 granules: G4, G5 using the 
PDRs in<br 
/>/sotestdata/DROP_801/DP_81_04/C
riteria/170/170_3/ 

 

7 <i>170 S-4</i>  #comment 
8 Ingest the granules from step S-3, again. Ingest 2 granules G6, G7, using the 

PDRs in<br 
/>/sotestdata/DROP_801/DP_81_04/C
riteria/170/170_3/ again( Rename the 
PDRs when copying to the same 
polling location as above)<br />G6 is 
the identical granule as G4, G7 is the 
identical granule as G5. 

 

9 <i>170 S-5</i>  #comment 
10 For the collection, ingest two granules with different LocalGranuleIDs which 

are considered to be different logical granules when using the configured 
duplicate granule rule and are different from the granules above. 

Ingest 2 granules G8, G9 using the 
PDRs in<br 
/>/sotestdata/DROP_801/DP_81_04/C
riteria/170/170_5/<br />Continue to 
verification step V-4 

 

11 <i>170 V-1</i>  #comment 
12 Verify that the Data Pool Ingest GUI displays a message indicating that the 

duplicate granule recalculation utility needs to be run for the reconfigured 
collection. 

On top of the screen under Data Type 
Configuration, you will find sth like 
&quot;Duplicate Detection Rule has 
been changed for MOD10A1.005! 
Please recalculate the duplicate 
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# Action Expected Result Notes 
granules using Duplicate Granule 
Recalculation Utility!&quot; 

13 <i>170 V-2</i>  #comment 
14 Verify that the following are stored in the AIM database for the 

collection:<br />a. ShortName<br />b. VersionID<br />c. Originally 
configured rule<br />d. Newly configured rule<br />e. GUI username 
requesting<br />the change 

Verify that there's an entry in the 
AmDupGranRuleChangeEvent that 
contains the information listed on the 
left.<br />a. MOD10A1<br />b. 5<br 
/>c. 3<br />d. 4<br />e. EcInDlGui 

 

15 <i>170 V-3</i>  #comment 
16 Verify that the following are logged in the Data Pool Ingest GUI's log file for 

the collection:<br />a. ShortName<br />b. VersionID<br />c. Originally 
configured rule<br />d. Newly configured rule<br />e. GUI username 
requesting the change 

Open the log file 
/usr/ecs/&lt;MODE&gt;CUSTOM/log
s/EcDlInGui.debug0.log<br />Look 
for &quot;Duplicate Detection Rule 
has been changed from MODIS Rule 
to ASTER Rule for MOD10A1.005 by 
EcInDlGui!<br />Note: You may see 
&quot;Exception reported&quot; after 
this, I was told that this is due to the 
msg printed on the GUI to remind the 
operators to recalculate on the 
collections whose rules have been 
changed. And it's always been that 
way when printing msg.<br 
/>Continue to setup step S-2 

 

17 <i>170 V-4</i>  #comment 
18 Verify that all granules from steps S-2 through S-5 were successfully 

ingested. 
Log into Ingest GUI; Click on Request 
Status; Verify that the 9 requests 
containing the 9 granules, 
respectively, have successful status. 

 

19 <i>170 V-5</i>  #comment 
20 Verify that granule from step S-2 with the most recent ProductionDateTime is 

the only granule from step S-2 which remains in the public Data Pool and that 
the other granules from step S-2 are within the hidden Data Pool. 

Select IsOrderOnly, RegistrationTime, 
GranuleId<br />From AmGranule<br 
/>Where GranuleId in (G1, G2, 
G3)<br />Verify that the 
RegistrationTime are NOT null for all 
3 granules.<br />Verify that 
IsOrderOnly is NULL for G3 and 
&quot;H&quot; for G1 and G2. 
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# Action Expected Result Notes 
21 <i>170 V-6</i>  #comment 
22 Verify that the granules from step S-4 are within the public Data Pool and 

that the granules from step S-3 are within the hidden Data Pool. 
Granules from S-4 are the identical 
granules from S-3, so they will replace 
the granules from S-3, using the file 
collision rule.<br />Select 
IsOrderOnly, RegistrationTime, 
GranuleId<br />From AmGranule<br 
/>Where GranuleId in (G4, G5, G6, 
G7)<br />Verify that the 
RegistrationTime are NOT null for all 
4 granules.<br />Verify that 
IsOrderOnly is NULL for G6, G7 and 
&quot;H&quot; for G4 and G5. 

 

23 <i>170 V-7</i>  #comment 
24 Verify that all granules from step S-5 are within the public Data Pool. Select IsOrderOnly, RegistrationTime, 

GranuleId<br />From AmGranule<br 
/>Where GranuleId in (G8, G9)<br 
/>Verify that the RegistrationTime are 
NOT null for both granules.<br 
/>Verify that IsOrderOnly is NULL 
for G8, G9 

 

25 <i>170 V-8</i>  #comment 
26 Verify that the published (replacement) granule from step S-2 and the 

granules that it replaced (duplicates) are recorded in the AIM database along 
with the rule (ASTER) used to detect the granule duplication. 

In AmGranuleReplacement table, you 
should see the 3 rows like the 
following:<br />Rep Dup RuleNo<br 
/>G3 G1 4<br />G3 G2 4<br />G2 G1 
4 

 

27 <i>170 V-9</i>  #comment 
28 Verify that the published (replacement) granules from step S-4 and the 

granules that they replaced (duplicates) from step S-3 are recorded in the 
AIM database along with the rule (file name collision) used to detect the 
granule duplication. 

In AmGranuleReplacement table, you 
should see the 3 rows like the 
following:<br />Rep Dup RuleNo<br 
/>G6 G4 1<br />G7 G5 1 

 

29 <i>170 V-10</i>  #comment 
30 Verify that the granules from step S-5 are not recorded in the AIM database 

as either replacements or duplicates of any of the granules ingested above. 
Verify that the following query doesn't 
return anything:<br />Select 1 from 
AmGranuleReplacement<br />Where 
ReplacementGranId in (G8, G9) 
OR<br />DuplicateGranId in (G8, G9) 
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# Action Expected Result Notes 
31 <i>170 V-11</i>  #comment 
32 Configure the MODIS collection to use rule &quot;b.&quot; (MODIS) of the 

duplicate granule rules from requirement S-DPL-32022.<br />Verify that the 
Data Pool Ingest GUI displays a message indicating that the duplicate granule 
recalculation utility needs to be run for the reconfigured collection. 

Log into Ingest GUI, Click on 
Configuration/Datatypes,<br />Select 
MOD10A1.005, set the Duplicate 
Detection Rule to MODIS Rule, click 
on &quot;Apply Changes&quot;.<br 
/>On top of the screen under Data 
Type Configuration, you will find sth 
like &quot;Duplicate Detection Rule 
has been changed for MOD10A1.005! 
Please recalculate the duplicate 
granules using Duplicate Granule 
Recalculation Utility!&quot; 

 

33 <i>170 V-12</i>  #comment 
34 Verify that the following are stored in the AIM database for the 

collection:<br />a. ShortName<br />b. VersionID<br />c. Originally 
configured rule (ASTER)<br />d. Newly configured rule (MODIS)<br />e. 
GUI username requesting the change 

Verify that there's an entry in the 
AmDupGranRuleChangeEvent that 
contains the information listed on the 
left:<br />a. MOD10A1<br />b. 5<br 
/>c. 4<br />d. 3<br />e. EcInDlGui 

 

35 <i>170 V-13</i>  #comment 
36 Verify that the following are logged in the Data Pool Ingest GUI's log file for 

the collection:<br />a. ShortName<br />b. VersionID<br />c. Originally 
configured rule<br />d. Newly configured rule<br />e. GUI username 
requesting the change 

Open the log file 
/usr/ecs/&lt;MODE&gt;CUSTOM/log
s/EcDlInGui.debug0.log<br />Look 
for &quot;Duplicate Detection Rule 
has been changed from ASTER Rule 
to MODIS Rule for MOD10A1.005 by 
EcInDlGui!<br />Note: You may see 
&quot;Exception reported&quot; after 
this, I was told that this is due to the 
msg printed on the GUI to remind the 
operators to recalculate on the 
collections whose rules have been 
changed. And it's always been that 
way when printing msg.<br 
/>Continue to setup step S-2 

 

37 <i>170 V-14</i>  #comment 
38 Verify that there is no entry in the AIM database for the collection with rule 

&quot;c.&quot; (ASTER) from requirement S-DPL-32022 as the newly 
Verify that the following query returns 
3 (MODIS Rule):<br />Select 
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# Action Expected Result Notes 
configured rule. NewRuleNo<br />From 

AmDupGranRuleChangeEvent<br 
/>Where ShortName = 
&quot;MOD10A1&quot;<br />And 
VersionId = 5<br />The old entry with 
DuplicateGranRuleNo = 4 (ASTER 
Rule) no longer exists. 

39 <i>170 V-15</i>  #comment 
40 Verify the following:<br />a. The replacement/duplicate granule entries for 

the collection which were detected using rule &quot;c.&quot; (ASTER) from 
requirement S-DPL-32022 are no longer present in the AIM database.<br />b. 
The replacement/duplicate granule entries for the collection which were 
detected using file name collision are still present in the AIM database.<br 
/>There are no other replacement/duplicate granule entries for the collection 
besides those detected using file name collision. 

Verify that the following query returns 
1(file collision rule):<br />Select 
distinct DuplicateGranRuleNo<br 
/>From AmGranuleReplacement<br 
/>Where ShortName = 
&quot;MOD10A1&quot;<br />And 
VersionId = 5<br />Entries identified 
in V-9 should still be there. 

 

41 <i>170 V-16</i>  #comment 
42 Run a duplicate granule recalculation without specifying any collections or 

collection groups. 
Cd 
/usr/ecs/&lt;MODE&gt;/CUSTOM/uti
lities<br />Run:<br 
/>EcDsAmIdentifyDuplicateGranules.
pl &lt;MODE&gt; recalculate 

 

43 <i>170 V-17</i>  #comment 
44 Verify that the entry in the AIM database for the collection with the MODIS 

duplicate granule rule as the newly configured rule is no longer present. 
After the recalculation completes 
successfully,<br />Select 1<br />From 
AmDupGranRuleChangeEvent<br 
/>Where ShortName = 
&quot;MOD10A1&quot;<br />And 
VersionId = 5<br />The query should 
return nothing. 

 

45 <i>170 V-18</i>  #comment 
46 Verify that the published (replacement) granule from step S-2 and the 

granules that it replaced (duplicates) are recorded in the AIM database along 
with the rule (now MODIS) used to detect the granule duplication. 

In AmGranuleReplacement table, you 
should see the 3 rows like the 
following:<br />Rep Dup RuleNo<br 
/>G3 G1 3<br />G3 G2 3<br />G2 G1 
3 

 

47 <i>170 V-19</i>  #comment 
48 Verify that the published (replacement) granules from step S-4 and the In AmGranuleReplacement table, you  
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# Action Expected Result Notes 
granules that they replaced (duplicates) are still recorded in the AIM database 
along with the rule (file name collision) used to detect the granule 
duplication. 

should still see the 3 rows like the 
following:<br />Rep Dup RuleNo<br 
/>G6 G4 1<br />G7 G5 1 

49 <i>170 V-20</i>  #comment 
50 Verify that the granules from step S-5 are not recorded in the AIM database 

as either replacements or duplicates of any of the granules ingested above. 
Verify that the following query doesn't 
return anything:<br />Select 1 from 
AmGranuleReplacement<br />Where 
ReplacementGranId in (G8, G9) 
OR<br />DuplicateGranId in (G8, G9) 

 

51 <i>170 V-21</i>  #comment 
52 Verify that duplicate granule recalculation occurred for the one collection by 

examining the duplicate granule recalculation utility's log file. 
Cd to 
/usr/ecs/&lt;MODE&gt;/CUSTOM/lo
gs<br />Grep &quot;Recalculating on: 
&quot; 
EcDsAmIdentifyDuplicateGranules.lo
g.&lt;latest time stamp&gt;<br />It 
should only show that MOD10A1, 5 is 
the only one being recalculated on.<br 
/>Note: recalculate without specifying 
any other options, will recalculate all 
the collections in the 
AmDupGranRuleChangeEvent table. 
Depending on what other collections 
are in the table when the test starts, it 
might include other collections as 
well.<br />If this is the first time we 
run the recalculation, after the 
transition, 
AmDupGranRuleChangeEvent table 
would contain all the collections at the 
start of this test, and all the entries 
should be removed after the successful 
run of the recalculation. 
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TEST DATA: 
 
 
 

Cri
t id 

Cri
t 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requiremen
ts 

Volume 
Requiremen
ts 

Size 
Requiremen
ts 

Data Location 
Readines
s Status 

170   

Need to identify a 
MODIS collection 
C1 that has 
DuplicateGranRule
No =3 in the 
AmCollection table. 
 
We need: 
 
3 granules: 
 
(same logical 
granules under both 
MODIS and 
ASTER rules, with 
different 
ProductionDateTim
e) 
 
G1,G2,G3 
 
2 granules: 
 
(different logical 
granules) 
 
G4,G5 
 
2 granules: 
 
(Same granules as 

One MODIS 
Collection with 
DuplicateGranRu
le No = 3 in the 
AmCollection 
table. 

      

/sotestdata/DROP_801/DP_81_04/Criteria/170/1
70_2 
 
/sotestdata/DROP_801/DP_81_04/Criteria/170/1
70_3 
 
/sotestdata/DROP_801/DP_81_04/Criteria/170/1
70_5 
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Cri
t id 

Cri
t 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requiremen
ts 

Volume 
Requiremen
ts 

Size 
Requiremen
ts 

Data Location 
Readines
s Status 

G4 and G5) 
 
G6,G7 
 
2 granules: 
 
(different logical 
granules) 
 
G8,G9 
 
The ESDT used for 
this test is: 
 
MOD10A1.005 

 
EXPECTED RESULTS: 
 

188 GRANULE UNDELETION (ECS-ECSTC-2599) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 
 
STEPS:   
# Action Expected Result Notes 
1 <i>180 S-1</i>  #comment 
2 [Granule Undeletion] Identify or configure one collection to use rule 

&quot;b.&quot; (MODIS) of the duplicate granule rules from requirement S-
DPL-32022.<br />Configure the collection to publish granules upon ingest. 

MYD11C1.005 is identified to have 
DuplicateGranRuleNo = 3 in the 
AmCollection table.<br />This agrees 
with the duplicate granule rule's ESDT 
spreadsheet. Make sure the following 
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# Action Expected Result Notes 
queries return 3, if not, set it to 
MODIS Rule in the Ingest GUI.<br 
/>Select DuplicateGranRuleNo<br 
/>From AmCollection<br />Where 
ShortName = 
&quot;MYD11C1&quot;<br />And 
VersionId = 5<br />Log into Ingest 
GUI, Click on 
Configuration/Datatypes,<br />Select 
MYD11C1.005 ,<br />choose YES for 
&quot;Publish in public DPL&quot;, 
click on &quot;Apply 
Changes&quot;<br />Make sure the 
GUI shows &quot;Public In Data 
Pool&quot; for the collection and 
shows &quot;MODISf Rule&quot; 
under &quot;Duplicate Detection 
Rule&quot;<br />Make sure 
AllowPublishFlag is set to 
&quot;Y&quot;, so that granule can be 
published using publishing utility<br 
/>Update AmCollection<br />Set 
AlloPublishFlag = &quot;Y&quot;<br 
/>Where ShortName = 
&quot;MYD11C1&quot;<br />And 
VersionId = 5<br />Bounce Ingest and 
Dpad 

3 <i>180 S-2</i>  #comment 
4 For the collection, ingest three granules with different LocalGranuleIDs and 

ProductionDateTimes but that are considered the same logical granule when 
using the configured duplicate granule rule. Identify the granules as 
follows:<br />Granule A - granule with the earliest ProductionDateTime<br 
/>Granule B - granule with ProductionDateTime between Granule A and 
Granule C<br />Granule C - granule with the latest ProductionDateTime 

Ingest 3 granules GA,GB,GC, using 
the 3 PDRs in<br 
/>/sotestdata/DROP_801/DP_81_04/C
riteria/180<br />With 
ProducationDateTime in ascending 
order for GA,GB and GC<br />GC 
should be published, GA, GB should 
be in the hidden.<br />In 
AmGranuleReplacement table, we 
should have<br />Rep Dup 
RuleNo<br />GC GA 3<br />GC GB 
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# Action Expected Result Notes 
3<br />GB GA 3<br />If the above 
entries don't exist, the rest of the test 
won't work.<br />Continue to 
verification step V-1 

5 <i>180 S-3</i>  #comment 
6 Run the bulk delete utility to logically delete (deleteEffectiveDate is changed 

from NULL to non-NULL) Granule A and Granule C. Run the unpublish 
utility to unpublish the Granule C. 

Create a geoid file containing GA and 
GC, called geoidAC.<br />Cd 
/usr/ecs/&lt;MODE&gt;/CUSTOM/uti
lities<br />Run bulk delete utility:<br 
/>EcDsBulkDelete.pl -physical -
geoidfile geoidAC -mode 
&lt;MODE&gt; -server 
&lt;sybaseserver&gt; -database 
&lt;dbname&gt; -user 
&lt;sybaseuser&gt; -password 
&lt;passwd&gt;<br />Run the 
unpublish utility to unpublish GC(GA 
is already in the hidden). Only the 
granules that are unpublished can be 
physically deleted.<br 
/>EcDlUnpublishStart.pl -mode 
&lt;MODE&gt; -g GC<br />Now all 
GA, GB and GC should be in the 
hidden<br />Continue to verification 
step V-3 

 

7 <i>180 S-4</i>  #comment 
8 Run the publish utility to publish Granule B. EcDlPublishUtilityStart 

&lt;MODE&gt; -ecs -g GB -
publish<br />Continue to verification 
step V-5 

 

9 <i>180 S-5</i>  #comment 
10 Run bulk undelete to logically undelete (deleteEffectiveDate is changed from 

non-NULL to NULL) Granule A. 
Create a geoid file containing GA 
only, called geoidA<br 
/>EcDsBulkUndelete.pl -physical -
geoidfile geoidA -mode 
&lt;MODE&gt; -server 
&lt;sybaseserver&gt; -database 
&lt;dbname&gt; -user 
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# Action Expected Result Notes 
&lt;sybaseuser&gt; -password 
&lt;passwd&gt;<br />Continue to 
verification step V-6 

11 <i>180 S-6</i>  #comment 
12 Use the appropriate method to attempt to publish Granule A. EcDlPublishUtilityStart 

&lt;MODE&gt; -ecs -g GA -publish 
 

13 <i>180 S-7</i>  #comment 
14 Run bulk undelete to undelete (deleteEffectiveDate is changed from non-

NULL to NULL) Granule C. 
Create a geoid file containing GC 
only, called geoidC<br 
/>EcDsBulkUndelete.pl -physical -
geoidfile geoidC -mode 
&lt;MODE&gt; -server 
&lt;sybaseserver&gt; -database 
&lt;dbname&gt; -user 
&lt;sybaseuser&gt; -password 
&lt;passwd&gt;<br />Continue to 
verification step V-8 

 

15 <i>180 S-8</i>  #comment 
16 Use the appropriate method to attempt to publish Granule C. EcDlPublishUtilityStart 

&lt;MODE&gt; -ecs -g GC -publish 
 

17 <i>180 V-1</i>  #comment 
18 Verify that all granules were successfully ingested. Log into Ingest GUI; Click on Request 

Status; Verify that the 3 requests 
containing the 3 
granules(GA,GB,GC), respectively, 
have successful status. 

 

19 <i>180 V-2</i>  #comment 
20 Verify that Granule C was successfully published. Select IsOrderOnly<br />From 

AmGranule<br />Where GranuleId = 
GC<br />The query should return 
NULL.<br />Continue to setup step S-
3 

 

21 <i>180 V-3</i>  #comment 
22 Verify that Granules A and C were successfully logically deleted 

(deleteEffectiveDate is changed from NULL to non-NULL). 
Select DeleteEffectiveDate<br />From 
AmGranule<br />Where GranuleId in 
(GA, GC)<br />The query should 
return non-NULL value. 
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# Action Expected Result Notes 
23 <i>180 V-4</i>  #comment 
24 Verify that none of Granules A, B, or C are public after performing step S-3. Select IsOrderOnly<br />From 

AmGranule<br />Where GranuleId in 
(GA, GB, GC)<br />The query should 
return &quot;H&quot;<br />Continue 
to setup step S-4 

 

25 <i>180 V-5</i>  #comment 
26 Verify that Granule B is successfully published after performing step S-4. Select IsOrderOnly<br />From 

AmGranule<br />Where GranuleId = 
GB<br />The query should return 
NULL.<br />Continue to setup step S-
5 

 

27 <i>180 V-6</i>  #comment 
28 Verify that Granule A is successfully undeleted (deleteEffectiveDate is 

changed from non-NULL to NULL) after performing step S-5. 
Select DeleteEffectiveDate<br />From 
AmGranule<br />Where GranuleId = 
GA<br />The query should return 
NULL value.<br />Continue to setup 
step S-6 

 

29 <i>180 V-7</i>  #comment 
30 Verify that the granule publication attempt performed for step S-6 fails to 

publish Granule A. 
Select status<br />From 
DlInsertActionQueue<br />Where 
ecsId = GA<br />The status returned 
should indicate that publication 
failed.<br />Continue to setup step S-7 

 

31 <i>180 V-8</i>  #comment 
32 Verify that the Granule C is successfully undeleted (deleteEffectiveDate is 

changed from non-NULL to NULL) after performing step S-7. 
Select DeleteEffectiveDate<br />From 
AmGranule<br />Where GranuleId = 
GC<br />The query should return 
NULL value 

 

33 <i>180 -9</i>  #comment 
34 Verify that the granule publication attempt performed for step S-8 succeeds to 

publish Granule C. 
Select status<br />From 
DlInsertActionQueue<br />Where 
ecsId = GC<br />The status returned 
should indicate that publication 
succeeded.<br />Select 
IsOrderOnly<br />From 
AmGranule<br />Where GranuleId = 
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# Action Expected Result Notes 
GC<br />Should return NULL value. 

 
 
TEST DATA: 
 
 
 

Cri
t id 

Cri
t 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirement
s 

Volume 
Requirement
s 

Size 
Requirement
s 

Data Location 
Readines
s Status 

180   

Need to identify a 
MODIS collection 
C1 that has 
DuplicateGranRuleN
o =3 in the 
AmCollection table. 
 
We need: 
 
3 granules: 
 
(same logical 
granules under 
MODIS rule, with 
different 
ProductionDateTime
) 
 
GA,GB,GC 
 
The ESDT used for 
this test is: 
 
MYD11C1.005 

One Collection 
with 
DuplicateGranRul
e No = 3 (MODIS 
Rule) in the 
AmCollection 
table. 

      
/sotestdata/DROP_801/DP_81_04/Criteria/1
80 
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EXPECTED RESULTS: 
 

189 GRANULE UNHIDING (ECS-ECSTC-2600) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 
 
STEPS:   
# Action Expected Result Notes 
1 <i>190 S-1</i>  #comment 
2 [Granule Unhiding] Identify or configure one collection to use rule 

&quot;b.&quot; (MODIS) of the duplicate granule rules from requirement S-
DPL-32022.<br />Configure the collection to publish granules upon ingest. 

MOD10CM.005 is identified to have 
DuplicateGranRuleNo = 3 in the 
AmCollection table.<br />This agrees 
with the duplicate granule rule's ESDT 
spreadsheet. Make sure the following 
queries return 3, if not, set it to 
MODIS Rule in the Ingest GUI.<br 
/>Select DuplicateGranRuleNo<br 
/>From AmCollection<br />Where 
ShortName = 
&quot;MOD10CM&quot;<br />And 
VersionId = 5<br />Log into Ingest 
GUI, Click on 
Configuration/Datatypes,<br />Select 
MOD10CM.005 ,<br />choose YES 
for &quot;Publish in public 
DPL&quot;, click on &quot;Apply 
Changes&quot;<br />Make sure the 
GUI shows &quot;Public In Data 
Pool&quot; for the collection and 
shows &quot;MODIS Rule&quot; 
under &quot;Duplicate Detection 
Rule&quot;<br />Make sure 
AllowPublishFlag is set to 
&quot;Y&quot;, so that granule can be 
published using publishing utility<br 
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# Action Expected Result Notes 
/>Update AmCollection<br />Set 
AlloPublishFlag = &quot;Y&quot;<br 
/>Where ShortName = 
&quot;MOD10CM&quot;<br />And 
VersionId = 5<br />Bounce Ingest and 
Dpad<br />Continue to verification 
step V-1 

3 <i>190 S-2</i>  #comment 
4 For the collection, ingest three granules with different LocalGranuleIDs and 

ProductionDateTimes but that are considered the same logical granule when 
using the configured duplicate granule rule. Identify the granules as 
follows:<br />Granule A - granule with the earliest ProductionDateTime<br 
/>Granule B - granule with ProductionDateTime between Granule A and 
Granule C<br />Granule C - granule with the latest ProductionDateTime 

Ingest 3 granules GA,GB,GC, using 
the 3 PDRs in<br 
/>/sotestdata/DROP_801/DP_81_04/C
riteria/190<br />With 
ProducationDateTime in ascending 
order for GA,GB and GC<br />GC 
should be published, GA, GB should 
be in the hidden.<br />In 
AmGranuleReplacement table, we 
should have<br />Rep Dup 
RuleNo<br />GC GA 3<br />GC GB 
3<br />GB GA 3<br />If the above 
entries don't exist, the rest of the test 
won't work.<br />Continue to 
verification step V-1 

 

5 <i>190 S-3</i>  #comment 
6 Using SQL, mark Granule A and Granule C as hidden (DeleteFromArchive = 

&quot;H&quot;). Run the unpublish utility to unpublish Granule C. 
Update AmGranule<br />Set 
DeleteFromArchive = 
&quot;H&quot;<br />Where 
GranuleId in (GA, GC)<br />Run the 
unpublish utility to unpublish GC(GA 
is already in the hidden). Only the 
granules that are unpublished can be 
physically deleted.<br 
/>EcDlUnpublishStart.pl -mode 
&lt;MODE&gt; -g GC<br />Now all 
GA, GB and GC should be in the 
hidden<br />Continue to verification 
step V-3 

 

7 <i>190 S-4</i>  #comment 
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# Action Expected Result Notes 
8 Run the publish utility to publish Granule B. EcDlPublishUtilityStart 

&lt;MODE&gt; -ecs -g GB -
publish<br />Continue to verification 
step V-5 

 

9 <i>190 S-5</i>  #comment 
10 Using SQL, unhide (DeleteFromArchive is changed from &quot;H&quot; to 

a different value. For example: &quot;N&quot;) Granule A. 
Update AmGranule<br />Set 
DeleteFromArchive = 
&quot;N&quot;<br />Where 
GranuleId = GA<br />Continue to 
verification step V-6 

 

11 <i>190 S-6</i>  #comment 
12 Use the appropriate method to attempt to publish Granule A. EcDlPublishUtilityStart 

&lt;MODE&gt; -ecs -g GA -publish 
 

13 <i>190 S-7</i>  #comment 
14 Using SQL, unhide (DeleteFromArchive is changed from &quot;H&quot; to 

a different value. For example: &quot;N&quot;) Granule C. 
Update AmGranule<br />Set 
DeleteFromArchive = 
&quot;N&quot;<br />Where 
GranuleId = GC<br />Continue to 
verification step V-8 

 

15 <i>190 S-8</i>  #comment 
16 Use the appropriate method to attempt to publish Granule C. EcDlPublishUtilityStart 

&lt;MODE&gt; -ecs -g GC -publish 
 

17 <i>190 V-1</i>  #comment 
18 Verify that all granules were successfully ingested. Log into Ingest GUI; Click on Request 

Status; Verify that the 3 requests 
containing the 3 
granules(GA,GB,GC), respectively, 
have successful status. 

 

19 <i>190 V-2</i>  #comment 
20 Verify that Granule C was successfully published. Select IsOrderOnly<br />From 

AmGranule<br />Where GranuleId = 
GC<br />The query should return 
NULL.<br />Continue to setup step S-
3 

 

21 <i>190 V-3</i>  #comment 
22 Verify that Granule A and C were successfully marked as hidden 

(DeleteFromArchive = &quot;H&quot;). 
Select DeleteFromArchive<br />From 
AmGranule<br />Where GranuleId in 
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# Action Expected Result Notes 
(GA, GC)<br />The query should 
return &quot;H&quot; value. 

23 <i>190 V-4</i>  #comment 
24 Verify that none of Granules A, B, or C are public after performing step S-3. Select IsOrderOnly<br />From 

AmGranule<br />Where GranuleId in 
(GA, GB, GC)<br />The query should 
return &quot;H&quot;<br />Continue 
to setup step S-4 

 

25 <i>190 V-5</i>  #comment 
26 Verify that Granule B is successfully published after performing step S-4. Select IsOrderOnly<br />From 

AmGranule<br />Where GranuleId = 
GB<br />The query should return 
NULL.<br />Continue to setup step S-
5 

 

27 <i>190 V-6</i>  #comment 
28 Verify that Granule A is successfully unhidden (DeleteFromArchive is 

changed from &quot;H&quot; to a different value. For example: 
&quot;N&quot;) after performing step S-5. 

Select DeleteFromArchive<br />From 
AmGranule<br />Where GranuleId = 
GA<br />The query should return 
&quot;N&quot; value.<br />Continue 
to setup step S-6 

 

29 <i>190 V-7</i>  #comment 
30 Verify that the granule publication attempt performed for step S-6 fails to 

publish Granule A. 
Select status<br />From 
DlInsertActionQueue<br />Where 
ecsId = GA<br />The status returned 
should indicate that publication 
failed.<br />Continue to setup step S-7 

 

31 <i>190 V-8</i>  #comment 
32 Verify that Granule C is successfully unhidden (DeleteFromArchive is 

changed from &quot;H&quot; to a different value. For example: 
&quot;N&quot;) after performing step S-7. 

Select DeleteFromArchive<br />From 
AmGranule<br />Where GranuleId = 
GC<br />The query should return 
&quot;N&quot; value 

 

33 <i>190 -9</i>  #comment 
34 Verify that the granule publication attempt performed for step S-8 succeeds to 

publish Granule C. 
Select status<br />From 
DlInsertActionQueue<br />Where 
ecsId = GC<br />The status returned 
should indicate that publication 
succeeded.<br />Select 
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# Action Expected Result Notes 
IsOrderOnly<br />From 
AmGranule<br />Where GranuleId = 
GC<br />Should return NULL value. 

 
 
TEST DATA: 
 
 
 

Cri
t id 

Cri
t 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirement
s 

Volume 
Requirement
s 

Size 
Requirement
s 

Data Location 
Readines
s Status 

190   

Need to identify a 
MODIS collection 
C1 that has 
DuplicateGranRuleN
o =3 in the 
AmCollection table. 
 
We need: 
 
3 granules: 
 
(same logical 
granules under 
MODIS rule, with 
different 
ProductionDateTime
) 
 
GA,GB,GC 
 
The ESDT used for 
this test is: 
 
MOD10CM.005 

One Collection 
with 
DuplicateGranRul
e No = 3 (MODIS 
Rule) in the 
AmCollection 
table. 

      
/sotestdata/DROP_801/DP_81_04/Criteria/1
90 
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EXPECTED RESULTS: 
 

190 GRANULE UNDELETION FROM ARCHIVE (ECS-ECSTC-2601) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 
 
STEPS:   
# Action Expected Result Notes 
1 <i>200 S-1</i>  #comment 
2 [Granule Undeletion From Archive] Identify or configure one collection to 

use rule &quot;b.&quot; (MODIS) of the duplicate granule rules from 
requirement S-DPL-32022.<br />Configure the collection to publish granules 
upon ingest. 

MCD15A2.005 is identified to have 
DuplicateGranRuleNo = 3 in the 
AmCollection table.<br />This agrees 
with the duplicate granule rule's ESDT 
spreadsheet. Make sure the following 
queries return 3, if not, set it to 
MODIS Rule in the Ingest GUI.<br 
/>Select DuplicateGranRuleNo<br 
/>From AmCollection<br />Where 
ShortName = 
&quot;MCD15A2&quot;<br />And 
VersionId = 5<br />Log into Ingest 
GUI, Click on 
Configuration/Datatypes,<br />Select 
MCD15A2.005,<br />choose YES for 
&quot;Publish in public DPL&quot;, 
click on &quot;Apply 
Changes&quot;<br />Make sure the 
GUI shows &quot;Public In Data 
Pool&quot; for the collection and 
shows &quot;ASTER Rule&quot; 
under &quot;Duplicate Detection 
Rule&quot;<br />Make sure 
AllowPublishFlag is set to 
&quot;Y&quot;, so that granule can be 
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# Action Expected Result Notes 
published using publishing utility<br 
/>Update AmCollection<br />Set 
AlloPublishFlag = &quot;Y&quot;<br 
/>Where ShortName = 
&quot;MCD15A2&quot;<br />And 
VersionId = 5<br />Bounce Ingest and 
Dpad<br />Continue to verification 
step V-1 

3 <i>200 S-2</i>  #comment 
4 For the collection, ingest three granules with different LocalGranuleIDs and 

ProductionDateTimes but that are considered the same logical granule when 
using the configured duplicate granule rule. Identify the granules as 
follows:<br />Granule A - granule with the earliest ProductionDateTime<br 
/>Granule B - granule with ProductionDateTime between Granule A and 
Granule C<br />Granule C - granule with the latest ProductionDateTime 

Ingest 3 granules GA,GB,GC, using 
the 3 PDRs in<br 
/>/sotestdata/DROP_801/DP_81_04/C
riteria/200<br />With 
ProducationDateTime in ascending 
order for GA,GB and GC<br />GC 
should be published, GA, GB should 
be in the hidden.<br />In 
AmGranuleReplacement table, we 
should have<br />Rep Dup 
RuleNo<br />GC GA 3<br />GC GB 
3<br />GB GA 3<br />If the above 
entries don't exist, the rest of the test 
won't work.<br />Continue to 
verification step V-1 

 

5 <i>200 S-3</i>  #comment 
6 Run the bulk delete utility to mark Granule A and Granule C as deleted from 

archive (DeleteFromArchive = &quot;Y&quot;). Run the unpublish utility to 
unpublish the granule Granule C. 

Create a geoid file containing GA and 
GC, called geoidAC.<br />Cd 
/usr/ecs/&lt;MODE&gt;/CUSTOM/uti
lities<br />Run bulk delete utility:<br 
/>EcDsBulkDelete.pl -dfa -geoidfile 
geoidAC -mode &lt;MODE&gt; -
server &lt;sybaseserver&gt; -database 
&lt;dbname&gt; -user 
&lt;sybaseuser&gt; -password 
&lt;passwd&gt;<br />Run the 
unpublish utility to unpublish GC(GA 
is already in the hidden). Only the 
granules that are unpublished can be 

 



 

497 
 

# Action Expected Result Notes 
physically deleted.<br 
/>EcDlUnpublishStart.pl -mode 
&lt;MODE&gt; -g GC<br />Now all 
GA, GB and GC should be in the 
hidden<br />Continue to verification 
step V-3 

7 <i>200 S-4</i>  #comment 
8 Run the publish utility to publish Granule B. EcDlPublishUtilityStart 

&lt;MODE&gt; -ecs -g GB -
publish<br />Continue to verification 
step V-5 

 

9 <i>200 S-5</i>  #comment 
10 Run bulk undelete to undelete from archive (DeleteFromArchive is changed 

from &quot;Y&quot; to &quot;N&quot;) Granule A. 
Create a geoid file containing GA 
only, called geoidA<br 
/>EcDsBulkUndelete.pl -dfa -geoidfile 
geoidA -mode &lt;MODE&gt; -server 
&lt;sybaseserver&gt; -database 
&lt;dbname&gt; -user 
&lt;sybaseuser&gt; -password 
&lt;passwd&gt;<br />Continue to 
verification step V-6 

 

11 <i>200 S-6</i>  #comment 
12 Use the appropriate method to attempt to publish Granule A. EcDlPublishUtilityStart 

&lt;MODE&gt; -ecs -g GA -publish 
 

13 <i>200 S-7</i>  #comment 
14 Run bulk undelete to undelete from archive (DeleteFromArchive is changed 

from &quot;Y&quot; to &quot;N&quot;) Granule C. 
Create a geoid file containing GC 
only, called geoidC<br 
/>EcDsBulkUndelete.pl -dfa -geoidfile 
geoidC -mode &lt;MODE&gt; -server 
&lt;sybaseserver&gt; -database 
&lt;dbname&gt; -user 
&lt;sybaseuser&gt; -password 
&lt;passwd&gt;<br />Continue to 
verification step V-8 

 

15 <i>200 S-8</i>  #comment 
16 Use the appropriate method to attempt to publish Granule C. EcDlPublishUtilityStart 

&lt;MODE&gt; -ecs -g GC -publish 
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# Action Expected Result Notes 
17 <i>200 V-1</i>  #comment 
18 Verify that all granules were successfully ingested. Log into Ingest GUI; Click on Request 

Status; Verify that the 3 requests 
containing the 3 
granules(GA,GB,GC), respectively, 
have successful status. 

 

19 <i>200 V-2</i>  #comment 
20 Verify that Granule C was successfully published. Select IsOrderOnly<br />From 

AmGranule<br />Where GranuleId = 
GC<br />The query should return 
NULL.<br />Continue to setup step S-
3 

 

21 <i>200 V-3</i>  #comment 
22 Verify that Granule A and C were successfully marked as deleted from 

archive (DeleteFromArchive = &quot;Y&quot;) after performing step S-3. 
Select DeleteFromArchive<br />From 
AmGranule<br />Where GranuleId in 
(GA, GC)<br />The query should 
return &quot;Y&quot; value. 

 

23 <i>200 V-4</i>  #comment 
24 Verify that none of Granules A, B, or C are public after performing step S-3. Select IsOrderOnly<br />From 

AmGranule<br />Where GranuleId in 
(GA, GB, GC)<br />The query should 
return &quot;H&quot;<br />Continue 
to setup step S-4 

 

25 <i>200 V-5</i>  #comment 
26 Verify that Granule B is successfully published after performing step S-4. Select IsOrderOnly<br />From 

AmGranule<br />Where GranuleId = 
GB<br />The query should return 
NULL.<br />Continue to setup step S-
5 

 

27 <i>200 V-6</i>  #comment 
28 Verify that Granule A is successfully undeleted from archive 

(DeleteFromArchive = &quot;N&quot;) after performing step S-5. 
Select DeleteFromArchive<br />From 
AmGranule<br />Where GranuleId = 
GA<br />The query should return 
&quot;N&quot; value.<br />Continue 
to setup step S-6 

 

29 <i>200 V-7</i>  #comment 
30 Verify that the granule publication attempt performed for step S-6 fails to Select status<br />From  
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# Action Expected Result Notes 
publish Granule A. DlInsertActionQueue<br />Where 

ecsId = GA<br />The status returned 
should indicate that publication 
failed.<br />Continue to setup step S-7 

31 <i>200 V-8</i>  #comment 
32 Verify that Granule C is successfully undeleted from archive 

(DeleteFromArchive = &quot;N&quot;) after performing step S-7. 
Select DeleteFromArchive<br />From 
AmGranule<br />Where GranuleId = 
GC<br />The query should return 
&quot;N&quot; value 

 

33 <i>200 -9</i>  #comment 
34 Verify that the granule publication attempt performed for step S-8 succeeds to 

publish Granule C. 
Select status<br />From 
DlInsertActionQueue<br />Where 
ecsId = GC<br />The status returned 
should indicate that publication 
succeeded.<br />Select 
IsOrderOnly<br />From 
AmGranule<br />Where GranuleId = 
GC<br />Should return NULL value. 

 

 
 
TEST DATA: 
 
 
 

Cri
t id 

Cri
t 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirement
s 

Volume 
Requirement
s 

Size 
Requirement
s 

Data Location 
Readines
s Status 

200   

Need to identify a 
MODIS collection 
C1 that has 
DuplicateGranRuleN
o =3 in the 
AmCollection table. 
 
We need: 

One Collection 
with 
DuplicateGranRul
e No = 3 (MODIS 
Rule) in the 
AmCollection 
table. 

      
/sotestdata/DROP_801/DP_81_04/Criteria/2
00 
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Cri
t id 

Cri
t 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirement
s 

Volume 
Requirement
s 

Size 
Requirement
s 

Data Location 
Readines
s Status 

 
3 granules: 
 
(same logical 
granules under 
MODIS rule, with 
different 
ProductionDateTime
) 
 
GA,GB,GC 
 
The ESDT used for 
this test is: 
 
MCD15A2.005 

 
EXPECTED RESULTS: 
 

191 DUPLICATE GRANULE DETECTION - ERROR DURING INGEST (ECS-ECSTC-2602) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 
 
STEPS:   
# Action Expected Result Notes 
1 <i>210 S-1</i>  #comment 
2 [Duplicate Granule Detection - Error during Ingest] Identify or configure one 

collection to use rule &quot;b.&quot; (MODIS) of the duplicate granule rules 
from requirement S-DPL-32022.<br />Identify or configure one collection to 
use rule &quot;c.&quot; (ASTER) of the duplicate granule rules from 

MOD14.005 is identified to have 
DuplicateGranRuleNo = 3 in the 
AmCollection table.<br 
/>AST_L1A.003 is identified to have 
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# Action Expected Result Notes 
requirement S-DPL-32022.<br />Configure the collection using the MODIS 
rule to publish granules upon ingest.<br />Configure the collection using the 
ASTER rule to not publish granules upon ingest. 

DuplicateGranRuleNo = 4 in the 
AmCollection table<br />This agrees 
with the duplicate granule rule's ESDT 
spreadsheet.<br />Make sure the 
following queries return 3, if not, set it 
to MODIS Rule in the Ingest GUI.<br 
/>Select DuplicateGranRuleNo<br 
/>From AmCollection<br />Where 
ShortName = 
&quot;MOD14&quot;<br />And 
VersionId = 5<br />Make sure the 
following queries return 4, if not, set it 
to ASTER Rule in the Ingest GUI.<br 
/>Select DuplicateGranRuleNo<br 
/>From AmCollection<br />Where 
ShortName = 
&quot;AST_L1A&quot;<br />And 
VersionId = 3<br />Log into Ingest 
GUI, Click on 
Configuration/Datatypes,<br />Select 
MOD14.005 ,<br />choose YES for 
&quot;Publish in public DPL&quot;, 
click on &quot;Apply 
Changes&quot;<br />Make sure the 
GUI shows &quot;Public In Data 
Pool&quot; for the collection and 
shows &quot;MODIS Rule&quot; 
under &quot;Duplicate Detection 
Rule&quot; for the collection.<br 
/>Select AST_L1A.003 ,<br />choose 
NO for &quot;Publish in public 
DPL&quot;, click on &quot;Apply 
Changes&quot;<br />Make sure the 
GUI shows NOT &quot;Public In 
Data Pool&quot; for the collection and 
shows &quot;ASTER Rule&quot; 
under &quot;Duplicate Detection 
Rule&quot; for the collection.<br 
/>Treat MOD14.005 as C1, 
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# Action Expected Result Notes 
AST_L1A.003 as C2<br />Bounce 
Ingest and Dpad 

3 <i>210 S-2</i>  #comment 
4 For each collection, ingest a granule. Ingest 1 granule for each collection 

C1G1, C2G1, using the 2 PDRs in<br 
/>/sotestdata/DROP_801/DP_81_04/C
riteria/210/210_2<br />Continue to 
verification step V-1 

 

5 <i>210 S-3</i>  #comment 
6 For each collection, make a change to the system that will cause the duplicate 

granule check to fail (for example, rename the duplicate granule checking 
stored procedures or lock the duplicate granule table). 

All granules make use of the following 
stored proc at registration:<br 
/>ProcGetDupGranByGranule<br 
/>Run the Sql statement to revoke the 
execute privilege.<br />&gt;revoke 
execute on 
ProcGetDupGranByGranule from 
software 

 

7 <i>210 S-4</i>  #comment 
8 For each collection, ingest a granule with a different LocalGranuleID but 

which is considered the same logical granule as the corresponding granule 
from step S-2 when using the configured duplicate granule rule. 

Ingest 1 granule for each collection: 
C1G2, C2G2, using the 2 PDRs in<br 
/>/sotestdata/DROP_801/DP_81_04/C
riteria/210/210_4<br />C1G2 is the 
replacement for C1G1<br />C2G2 is 
the replacement for C2G1<br 
/>Continue to verification step V-2 

 

9 <i>210 S-5</i>  #comment 
10 After both granules go into operator intervention, correct the problem 

introduced in step S-3. 
After the intervention, run the 
following sql statement:<br 
/>&gt;grant execute on 
ProcGetDupGranByGranule to 
software. 

 

11 <i>210 V-1</i>  #comment 
12 Verify that the granules from step S-2 are successfully ingested. Log into Ingest Gui, Click on Request 

Status; Verify that the 2 requests 
containing the C1G1 and C2G1, 
respectively, have successful 
status.<br />C1G1 should be public, 
C2G1 should be hidden.<br 
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# Action Expected Result Notes 
/>Continue to setup step S-3 

13 <i>210 V-2</i>  #comment 
14 Verify that the duplicate granule checks from step S-4 fail and are retried the 

configured number of times for each granule at the configured retry interval. 
Check the 
EcDlNewInsertUtilityING.log,<br 
/>We should see the failure msg for 
the configured number of times, for 
each granule, at the configured retry 
interval.<br />The failure msg is like 
&quot;insertDuplicateGranules 
ERROR calling 
ProcGetDupGranByGranule&quot;<br 
/>The number of retries are configured 
at Ingest GUI, 
Configuration/GlobalTuning, 
DEFAULT_NUM_RETRIES. 

 

15 <i>210 V-3</i>  #comment 
16 Verify that both granules from step S-4 are placed in operator intervention. Log into Ingest GUI, verify that both 

granules C1G2 and C2G2 are placed 
in operator intervention. 

 

17 <i>210 V-4</i>  #comment 
18 Verify that the duplicate granule check failures from step S-4 are written to 

the NDPIU log file. 
Same as V-2  

19 <i>210 V-5</i>  #comment 
20 Clear the operator interventions for both granules from the Data Pool Ingest 

GUI.<br />Verify that the granules from step S-4 are successfully ingested. 
Log into Ingest GUI, clear the 
operator intervention,<br />Click on 
Request Status; Verify that the 2 
requests containing the C1G2 and 
C2G2, respectively, have successful 
status<br />C1G2 should be public, 
C1G1 should be hidden.<br />C2G2 
and C1G1 should both be hidden<br 
/>In AmGranuleReplacement, we 
should see<br />Rep Dup RuleNo<br 
/>C1G2 C1G1 3<br />C2G2 C2G1 4 
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TEST DATA: 
 
 
 

Cri
t id 

Cri
t 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requiremen
ts 

Volume 
Requiremen
ts 

Size 
Requiremen
ts 

Data Location 
Readines
s Status 

210   

Need to identify a 
MODIS collection 
C1 that has 
DuplicateGranRule
No =3 in the 
AmCollection table. 
 
Need to identify a 
ASTER collection 
C2 
 
That has 
DuplicateGranRule
No = 4 in the 
AmCollection table. 
 
We need: 
 
2 granules: 
 
One from each 
collection 
 
C1G1, C2G1 
 
2 granules: 
 
One from each 
collection: 
 
C1G2(same logical 

One Collection 
with 
DuplicateGranRu
le No = 3 
(MODIS Rule) in 
the AmCollection 
table. 
 
Another 
collection with 
DuplicateGranRu
le No = 4 
(ASTER Rule) in 
the AmCollection 
table. 

      

/sotestdata/DROP_801/DP_81_04/Criteria/210/2
10_2 
 
/sotestdata/DROP_801/DP_81_04/Criteria/210/2
10_4 
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Cri
t id 

Cri
t 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requiremen
ts 

Volume 
Requiremen
ts 

Size 
Requiremen
ts 

Data Location 
Readines
s Status 

granule as C1G1) 
 
C2G2(same logical 
granule as C2G1) 
 
The ESDT used for 
this test is: 
 
MOD14.005  
 
AST_L1A.003 

 
EXPECTED RESULTS: 
 

192 DUPLICATE GRANULE DETECTION - ERROR DURING PUBLISHING (ECS-ECSTC-2603) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 
 
STEPS:   
# Action Expected Result Notes 
1 <i>220 S-1</i>  #comment 
2 [Duplicate Granule Detection - Error during Publishing] Identify or configure 

one collection to use rule &quot;c.&quot; (ASTER) of the duplicate granule 
rules from requirement S-DPL-32022.<br />Configure the collection to not 
publish granules upon ingest. 

AST_L1A.003 is identified to have 
DuplicateGranRuleNo = 4 in the 
AmCollection table<br />This agrees 
with the duplicate granule rule's ESDT 
spreadsheet.<br />Make sure the 
following queries return 4, if not, set it 
to ASTER Rule in the Ingest GUI.<br 
/>Select DuplicateGranRuleNo<br 
/>From AmCollection<br />Where 
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# Action Expected Result Notes 
ShortName = 
&quot;AST_L1A&quot;<br />And 
VersionId = 3<br />Log into Ingest 
GUI, Click on 
Configuration/Datatypes,<br />Select 
AST_L1A.003 ,<br />choose NO for 
&quot;Publish in public DPL&quot;, 
click on &quot;Apply 
Changes&quot;<br />Make sure the 
GUI shows NOT &quot;Public In 
Data Pool&quot; for the collection and 
shows &quot;ASTER Rule&quot; 
under &quot;Duplicate Detection 
Rule&quot; for the collection.<br 
/>Make sure AllowPublishFlag is set 
to &quot;Y&quot;, so that granule can 
be published using publishing 
utility<br />Update AmCollection<br 
/>Set AlloPublishFlag = 
&quot;Y&quot;<br />Where 
ShortName = 
&quot;AST_L1A&quot;<br />And 
VersionId = 3<br />Make sure MGS 
server, EcAmMGSStart, is started.<br 
/>Bounce Ingest and Dpad 

3 <i>220 S-2</i>  #comment 
4 For the collection, ingest one granule (Granule A). Ingest 1 granule, GA using the PDR 

in<br 
/>/sotestdata/DROP_801/DP_81_04/C
riteria/220/220_2 

 

5 <i>220 S-3</i>  #comment 
6 For the collection, ingest the same granule, again (Granule B). Ingest the same logic granule as GA, 

GB using the PDR in<br 
/>/sotestdata/DROP_801/DP_81_04/C
riteria/220/220_3<br />It's the same 
identical granule as GA, So GB is the 
replacement of GA.<br />We should 
see in AmGranuleReplacement 
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# Action Expected Result Notes 
table:<br />Rep Dup RuleNo<br />GB 
GA 1<br />Continue to verification 
step V-1 

7 <i>220 S-4</i>  #comment 
8 Using the publish utility, publish Granule A. EcDlPublishUtilityStart 

&lt;MODE&gt; -ecs -g GA -
publish<br />GA should be published 
now. 

 

9 <i>220 S-5</i>  #comment 
10 Make a change to the system that will cause the accessing of duplicate 

granule information to fail (for example, lock the duplicate granule table in 
the AIM database). 

ProcIsGrReplacementNeeded is 
modified to call 
ProcGetPublicFileCLSDupGranByGra
nule to identify the duplicates in the 
public directory through file name 
collision rule and insert them into 
AmGranuleReplacement table.<br 
/>&gt;revoke execute on 
ProcIsGrReplacementNeeded from 
software 

 

11 <i>220 S-6</i>  #comment 
12 Using the publish utility, attempt to publish Granule B. EcDlPublishUtilityStart 

&lt;MODE&gt; -ecs -g GB -
publish<br />Continue to verification 
step V-2 

 

13 <i>220 S-7</i>  #comment 
14 Correct the problem introduced in step S-5. &gt;grant execute on 

ProcGetPublicFileCLSDupGranByGra
nule to software 

 

15 <i>220 S-8</i>  #comment 
16 Using the publish utility, reattempt to publish Granule B. EcDlPublishUtilityStart 

&lt;MODE&gt; -ecs -g GB -publish 
 

17 <i>220 V-1</i>  #comment 
18 Verify that Granules A and B are successfully ingested. Log into Ingest GUI; Click on Request 

Status; Verify that the 2 requests 
containing the 2 granules(GA,GB), 
respectively, have successful 
status.<br />Continue to setup step S-4 
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# Action Expected Result Notes 
19 <i>220 V-2</i>  #comment 
20 Verify that the attempt to access duplicate granule information due to the 

publication attempt in step S-6 fails and that an error message describing the 
problem is written to the appropriate log file. 

An error msg indicating that the 
ProcGetPublicFileCLSDupgranByGra
nule can not be executed should be 
logged in 
EcDlNewInsertUtilityDPAD.log 

 

21 <i>220 V-3</i>  #comment 
22 Verify that the granule publication from step S-6 fails to publish Granule B 

and that an error message describing the problem is written to the appropriate 
log file. 

Select status<br />From 
DlInsertActionQueue<br />Where 
ecsId = GB<br />Should show failure 
status, The status should also be 
logged in 
EcDlNewInsertUtilityDPAD.log 

 

23 <i>220 V-4</i>  #comment 
24 Verify that the granule publication from step S-8 succeeds to publish Granule 

B. 
Select status<br />From 
DlInsertActionQueue<br />Where 
ecsId = GB<br />The query should 
return Success status.<br />Select 
IsOrderOnly, GranuleId<br />From 
AmGranule<br />Where GranuleId in 
(GB, GA)<br />IsOrderOnly should 
be NULL for GB and &quot;H&quot; 
for GA. 

 

 
 
TEST DATA: 
 
 
 

Cri
t id 

Cri
t 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requiremen
ts 

Volume 
Requiremen
ts 

Size 
Requiremen
ts 

Data Location 
Readines
s Status 

220   
. 
 
Need to identify a 

One collection 
with 
DuplicateGranRu

      
/sotestdata/DROP_801/DP_81_04/Criteria/220/2
20_2 
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Cri
t id 

Cri
t 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requiremen
ts 

Volume 
Requiremen
ts 

Size 
Requiremen
ts 

Data Location 
Readines
s Status 

ASTER collection 
 
That has 
DuplicateGranRule
No = 4 in the 
AmCollection table. 
 
We need: 
 
1 granule: 
 
GA 
 
1 granule: 
 
GB(Identical 
granule as GA) 
 
The ESDT used for 
this test is: 
 
AST_L1A.003 

le No = 4 
(ASTER Rule) in 
the AmCollection 
table. 

/sotestdata/DROP_801/DP_81_04/Criteria/220/2
20_3 

 
EXPECTED RESULTS: 
 

193 DUPLICATE GRANULE DETECTION AND REPLACEMENT - ASSOCIATED FILES (ECS-
ECSTC-2604) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 
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STEPS:   
# Action Expected Result Notes 
1 <i>230 S-1</i>  #comment 
2 [Duplicate Granule Detection and Replacement - Associated Files] Identify or 

configure an AMSR collection to use none of the duplicate granule rules from 
requirement S-DPL-32022. This collection will use the default rule (File 
Name Collision).<br />Configure the collection to publish granules and 
generate HDF4 maps upon ingest. 

AE_RnGd.002 is identified to have 
DuplicateGranRuleNo = 1 in the 
AmCollection table<br />Make sure 
the following queries return 1, if not, 
set it to file collision Rule in the Ingest 
GUI.<br />Select 
DuplicateGranRuleNo<br />From 
AmCollection<br />Where ShortName 
= &quot;AE_RmGd&quot;<br />And 
VersionId = 2<br />Log into Ingest 
GUI, Click on 
Configuration/Datatypes,<br />Select 
AE_RnGd.002, QA.001, PH.001,<br 
/>choose YES for &quot;Publish in 
public DPL&quot;,<br />choose YES 
for &quot;Create Map 
Granules&quot;<br />click on 
&quot;Apply Changes&quot;<br 
/>Make sure the GUI shows 
&quot;Public In Data Pool&quot; and 
&quot;Create Map Granules&quot; 
for the collection and shows 
&quot;File Collision Only&quot; 
under &quot;Duplicate Detection 
Rule&quot; for the collection.<br 
/>Make sure MGS server is up and 
running:<br />EcAmMGSStart 
&lt;mode&gt;<br />Make sure all the 
associated granules can be 
published.<br />Update 
AmCollection<br />Set 
PublishByDefaultFlag = 
&quot;Y&quot;<br />Where 
ShortName in (&quot;PH&quot;, 
&quot;QA&quot;, 
&quot;Browse&quot;, 
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# Action Expected Result Notes 
&quot;HDF_MAP&quot;)<br 
/>Bounce Ingest and Dpad 

3 <i>230 S-2</i>  #comment 
4 Ingest two granules with different file names but the same acquisition date. 

These granules should have associated browse, PH and QA files. 
Ingest 2 granules using the 2 PDRs 
in<br 
/>/sotestdata/DROP_801/DP_81_04/C
riteria/230/230_2<br />GA, GB, not 
the same logical granule, but in the 
same directory.<br />The associated 
granules are ingested as well:<br 
/>We call them:<br />GA_BR, 
GA_PH, GA_QA, GA_MAP<br 
/>GB_GR, GB_PH, GB_QA, 
GB_MAP 

 

5 <i>230 S-3</i>  #comment 
6 Ingest one of the granules from step S-2, again. This granule should replace 

the corresponding granule from step S-2. 
Ingest 1 granule GC, the identical 
granule as GA, using the PDR in<br 
/>/sotestdata/DROP_801/DP_81_04/C
riteria/230/230_3<br />So GC is the 
replacement of GA.<br />We should 
see in the AmGranuleReplacement 
table:<br />Rep Dup RuleNo<br />GC 
GA 1<br />Its associated granules are 
ingested as well:<br />GC_BR, 
GC_PH, GC_QA, GC_MAP 

 

7 <i>230 S-4</i>  #comment 
8 Ingest one granule with the same file name as a granule from step S-3, but, 

with an earlier ProductionDateTime value. This granule should have 
associated browse, PH and QA files. This granule should be considered a 
duplicate and not replace the corresponding granule from step S-3. 

Ingest 1 granule GD, the same logical 
granule as GC, with earlier 
ProductionDateTime, using the PDR 
in<br 
/>/sotestdata/DROP_801/DP_81_04/C
riteria/230/230_4<br />GD should be 
the duplicate of GC.<br />We should 
see in the AmGranuleReplacement 
table:<br />Rep Dup RuleNo<br />GD 
GC 1<br />Its associated granules are 
ingested as well:<br />GD_BR, 
GD_PH, GD_QA, GD_MAP 
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# Action Expected Result Notes 
9 <i>230 V-1</i>  #comment 
10 Verify that the granules from step S-2 were successfully ingested and 

published, including the browse, HDF4 map, PH and QA files. 
Log into Ingest GUI; Click on Request 
Status; Verify that the 2 requests 
containing the 2 granules(GA,GB), 
respectively, have successful 
status.<br />Select IsOrderOnly<br 
/>From AmGranule<br />Where 
GranuleId in (GA, GB, GA_BR, 
GA_PH, GA_QA, GA_MAP, 
GB_GR, GB_PH, GB_QA, GB_MAP 
)<br />Should return NULL value. 

 

11 <i>230 V-2</i>  #comment 
12 Verify that the granule from step S-3 was successfully ingested and 

published. 
Log into Ingest GUI; Click on Request 
Status; Verify that the request 
containing the granule GC, has 
successful status.<br />Select 
IsOrderOnly<br />From 
AmGranule<br />Where GranuleId in 
(GC, GC_BR, GC_PH, GC_QA, 
GC_MAP)<br />Should return NULL 
value. 

 

13 <i>230 V-3</i>  #comment 
14 Verify that the granules from step S-2 which were replaced by the granule 

from step S-3 are either successfully deleted (browse), or successfully 
unpublished, including the science, HDF4 map, PH and QA files. 

Select IsOrderOnly<br />From 
AmGranule<br />Where GranuleId in 
(GA, GA_PH, GA_QA, 
GA_MAP)<br />Should return 
&quot;H&quot;<br />Select 
IsOrderOnly<br />From 
AmBrowse<br />Where BrowseId = 
GA_BR<br />Should return 
&quot;H&quot; (&quot;H&quot; in 
8.1 doesn't mean it's in the hidden 
datapool, it means it's in archive 
only.)<br />ProcGetGrFiles 
&quot;Browse&quot;, GA_BR<br 
/>Should return nothing. 

 

15 <i>230 V-4</i>  #comment 
16 Verify that the granule from step S-4 was successfully ingested but not Log into Ingest GUI; Click on Request  
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# Action Expected Result Notes 
published and that the associated HDF4 map, PH and QA files were 
published. 

Status; Verify that the request 
containing the granule GD, has 
successful status.<br />Select 
IsOrderOnly<br />From 
AmGranule<br />Where GranuleId in 
(GD, GD_BR)<br />Should return 
&quot;H&quot; value.<br 
/>ProcGetGrFiles 
&quot;Browse&quot;, GD_BR<br 
/>Returns nothing.<br />Select 
IsOrderOnly<br />From 
AmGranule<br />Where GranuleId in 
(GD_PH, GD_QA, GD_MAP)<br 
/>Should return NULL value. 

17 <i>230 V-5</i>  #comment 
18 Verify that the granules from step S-3 that correspond to the granules from 

step S-4 were not unpublished except for the HDF4 map, PH, and QA files. 
Select IsOrderOnly<br />From 
AmGranule<br />Where GranuleId in 
(GC, GC_BR)<br />Should return 
NULL value.<br />Select 
IsOrderOnly<br />From 
AmGranule<br />Where GranuleId in 
(GC_QA, GC_PH, GC_MAP)<br 
/>Should return &quot;H&quot; 

 

19 <i>230 V-6</i>  #comment 
20 Verify that the replacement granules from step S-3 and the granules that they 

replaced from step S-2 are recorded in the AIM database along with the rule 
(file name collision) used to detect the granule duplication. The browse, 
HDF4 map, PH, and QA files should not be recorded in the AIM database as 
replacements. 

We should see in the 
AmGranuleReplacement table:<br 
/>Rep Dup RuleNo<br />GC GA 1<br 
/>Select 1<br />From 
AmGranuleReplacement<br />Where 
ShortName in (&quot;QA&quot;, 
&quot;PH&quot;, 
&quot;HDF_MAP&quot;, 
&quot;Browse&quot;)<br />Should 
return nothing. 

 

21 <i>230 V-7</i>  #comment 
22 Verify that the duplicate granules from step S-4 are recorded in the AIM 

database along with the granules from step S-3 which they duplicate and the 
rule (file name collision) used to detect the granule duplication. The browse, 

We should see in the 
AmGranuleReplacement table:<br 
/>Rep Dup RuleNo<br />GC GD 1<br 
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# Action Expected Result Notes 
HDF4 map, PH and QA files should not be recorded in the AIM database as 
duplicates. 

/>Select 1<br />From 
AmGranuleReplacement<br />Where 
ShortName in (&quot;QA&quot;, 
&quot;PH&quot;, 
&quot;HDF_MAP&quot;, 
&quot;Browse&quot;)<br />Should 
return nothing. 

 
 
TEST DATA: 
 
 
 

Cri
t id 

Cri
t 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requiremen
ts 

Volume 
Requiremen
ts 

Size 
Requiremen
ts 

Data Location 
Readines
s Status 

230   

. 
 
Need to identify a 
AMSR collection 
 
That has 
DuplicateGranRule
No = 1 in the 
AmCollection table. 
 
We need: 
 
2 granules: 
 
GA, GB (different 
file name, same 
acquisition date) 
 
1 granule: 
 

One collection 
with 
DuplicateGranRu
le No = 1 (file 
collision Rule) in 
the AmCollection 
table. 

      

/sotestdata/DROP_801/DP_81_04/Criteria/230/2
30_2 
 
/sotestdata/DROP_801/DP_81_04/Criteria/230/2
30_3 
 
/sotestdata/DROP_801/DP_81_04/Criteria/230/2
30_4 
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Cri
t id 

Cri
t 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requiremen
ts 

Volume 
Requiremen
ts 

Size 
Requiremen
ts 

Data Location 
Readines
s Status 

GC(Identical 
granule as GA) 
 
1 granule: 
 
GD(same logical 
granule as GC, with 
earlier 
ProducationDatetim
e) 
 
All the above 
granules have 
associated Browse, 
QA, PH and the 
collection is 
configured to create 
HDF_MAP granule. 
 
The ESDTs used for 
this test are: 
 
AE_RnGd.002  
 
Browse.001  
 
HDF_MAP.001  
 
PH.001  
 
QA.001 

 
EXPECTED RESULTS: 
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194 DUPLICATE GRANULE DELETION CLEAN UP (ECS-ECSTC-2605) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 
 
STEPS:   
# Action Expected Result Notes 
1 <i>240 S-1</i>  #comment 
2 [Duplicate Granule Deletion Clean Up] Identify or configure one collection 

to use rule &quot;c.&quot; (ASTER) of the duplicate granule rules from 
requirement S-DPL-32022.<br />Configure the collection to publish granules 
upon ingest. 

AST_L1B.003 is identified to have 
DuplicateGranRuleNo = 4 in the 
AmCollection table<br />Make sure 
the following queries return 4, if not, 
set it to ASTER Rule in the Ingest 
GUI.<br />Select 
DuplicateGranRuleNo<br />From 
AmCollection<br />Where ShortName 
= &quot;AST_L1B&quot;<br />And 
VersionId = 3<br />Log into Ingest 
GUI, Click on 
Configuration/Datatypes,<br />Select 
AST_L1B.003<br />choose YES for 
&quot;Publish in public 
DPL&quot;,<br />click on 
&quot;Apply Changes&quot;<br 
/>Make sure the GUI shows 
&quot;Public In Data Pool&quot; for 
the collection and shows 
&quot;ASTER Rule&quot; under 
&quot;Duplicate Detection 
Rule&quot; for the collection.<br 
/>Bounce Ingest and Dpad 

 

3 <i>240 S-2</i>  #comment 
4 Ingest two granules that have different LocalGranuleIDs and different file 

names but cover the same acquisition time and are considered the same 
logical granule. 

Ingest 2 granules using the 2 PDRs 
in<br 
/>/sotestdata/DROP_801/DP_81_04/C
riteria/240<br />GA, GB, the same 
logical granule, with different file 
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# Action Expected Result Notes 
names. GB has more recent 
ProductionDateTime 

5 <i>240 S-3</i>  #comment 
6 After the granules are ingested, locate the duplicate granule entry in the AIM 

database for the pair of granules and note which granule is the duplicate and 
which is the replacement. 

We should see in the 
AmGranuleReplacement table:<br 
/>Rep Dup RuleNo<br />GB GA 4 

 

7 <i>240 S-4</i>  #comment 
8 Run the duplicate granule reporting utility on the collection in order to 

generate a geoid file which contains the duplicate granule's geoid. 
Cd 
/usr/ecs/&lt;MODE&gt;/CUSTOM/uti
lities<br />Run:<br 
/>EcDsAmIdentifyDuplicateGranules.
pl &lt;MODE&gt; report -c 
AST_L1B.003 

 

9 <i>240 S-5</i>  #comment 
10 Run the bulk delete utility using the geoid file produced by the duplicate 

granule reporting utility to mark the duplicate granule for deletion 
(deleteEffectiveDate is not NULL). 

EcDsBulkDelete.pl -physical -
geoidfile 
EcDsAmIdentifyDupGranGeoidFile_
UsedByBulkDelete.&lt;timestamp&gt
; -mode &lt;MODE&gt; -server 
&lt;sybaseserver&gt; -database 
&lt;dbname&gt; -user 
&lt;sybaseuser&gt; -password 
&lt;passwd&gt;<br />Verify that GA 
is logically deleted and has an entry in 
DsMdDeletedGranules table with 
Status = 0 

 

11 <i>240 S-6</i>  #comment 
12 Use the deletion clean up utility to physically delete the granule that was 

marked for deletion. 
Run<br />EcDsDeletionCleanup.pl -
mode &lt;MODE&gt; -user 
&lt;sybaseuser&gt; -server 
&lt;sybaseserver&gt; -
database&lt;AIM database&gt; 

 

13 <i>240 V-1</i>  #comment 
14 Verify that both granules were successfully ingested. Log into Ingest GUI; Click on Request 

Status; Verify that the request 
containing the granule GA, GB, has 
successful status. 
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# Action Expected Result Notes 
15 <i>240 V-2</i>  #comment 
16 Verify that the duplicate granule reporting utility generates a geoid file that 

contains the duplicate granule introduced above. 
In the ouput directory, which is the 
DUPLICATE_OUTPUT_DIR in the 
EcDsAmIdentifyDuplicateGranules.C
FG file, plus any -outputDir specified 
on the commandline(relative to 
DUPLICATE_OUTPUT_DIR), there 
should be a geoid file generated 
called:<br 
/>EcDsAmIdentifyDupGranGeoidFile
_UsedByBulkDelete.&lt;timestamp&g
t;,<br />Verify the geoid for GA is 
included. 

 

17 <i>240 V-3</i>  #comment 
18 After physically deleting the granule that was marked for deletion, verify that 

the entry in the AIM database for the pair of granules identifying which is the 
duplicate granule and which is the replacement is no longer present. 

Select 1<br />From 
AmGranuleReplacement<br />Where 
DuplicateGranId = GA OR<br 
/>ReplacementGranId = GA<br 
/>Should return nothing. 

 

19 <i>240 V-4</i>  #comment 
20 Verify that the duplicate granule was successfully deleted. Select 1<br />From AmGranule<br 

/>Where GranuleId = GA<br 
/>Should return nothing.<br />Also, 
the log file for deletion cleanup utility 
should indicate that the granule is 
successfully deleted. 

 

 
 
TEST DATA: 
 
 
 

Cri
t id 

Cri
t 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirement
s 

Volume 
Requirement
s 

Size 
Requirement
s 

Data Location 
Readines
s Status 
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Cri
t id 

Cri
t 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirement
s 

Volume 
Requirement
s 

Size 
Requirement
s 

Data Location 
Readines
s Status 

240   

. 
 
Need to identify an 
ASTER collection 
 
That has 
DuplicateGranRuleN
o = 4 in the 
AmCollection table. 
 
We need: 
 
2 granules: 
 
GA, GB (same 
logical granules, with 
different file names. 
GB has more recent 
ProductionDateTime
) 
 
The ESDT used for 
this test is: 
 
AST_L1B.003 

One collection 
with 
DuplicateGranRul
e No = 4 (ASTER 
Rule) in the 
AmCollection 
table. 

      
/sotestdata/DROP_801/DP_81_04/Criteria/2
40 

  

 
EXPECTED RESULTS: 
 

195 DUPLICATE GRANULE REPORTING - SINGLE COLLECTION - PART 1 OF 2 (ECS-ECSTC-2606) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 



 

520 
 

 
STEPS:   
# Action Expected Result Notes 
1 <i>250 S-1</i>  #comment 
2 [Duplicate Granule Reporting - Single Collection - Part 1 of 2] Identify one 

MISR collection that uses rule &quot;d.&quot; (MISR) of the duplicate 
granule rules from requirement S-DPL-32022.<br />Configure the collection 
to publish granules upon ingest.<br />This criterion's set up is used by 
criterion 260 (Duplicate Granule Recalculation - Single Collection). 

MB2LME.002 is identified to have 
DuplicateGranRuleNo = 5 in the 
AmCollection table<br />Make sure 
the following queries return 5, if not, 
set it to MISR Rule in the Ingest 
GUI.<br />Select 
DuplicateGranRuleNo<br />From 
AmCollection<br />Where ShortName 
= &quot;MB2LME&quot;<br />And 
VersionId = 2<br />Log into Ingest 
GUI, Click on 
Configuration/Datatypes,<br />Select 
MB2LME.002<br />choose YES for 
&quot;Publish in public 
DPL&quot;,<br />click on 
&quot;Apply Changes&quot;<br 
/>Make sure the GUI shows 
&quot;Public In Data Pool&quot; for 
the collection and shows &quot;MISR 
Rule&quot; under &quot;Duplicate 
Detection Rule&quot; for the 
collection.<br />Bounce Ingest and 
Dpad 

 

3 <i>250 S-2</i>  #comment 
4 Run the duplicate granule reporting utility with the following options:<br />a. 

Specify the MISR collection on which to run.<br />b. Specify the location of 
the output geoid file. Identify this geoid file as the &quot;pre-test&quot; 
geoid file.<br />This step is to identify duplicates existing before the data are 
ingested below. 

Cd 
/usr/ecs/&lt;MODE&gt;/CUSTOM/uti
lities<br />Run:<br 
/>EcDsAmIdentifyDuplicateGranules.
pl &lt;MODE&gt; report -c<br 
/>MB2LME.002 -o 
&lt;outputDir&gt;<br />Note: 
outputDir is relative to 
DUPLIDATE_OUTPUT_DIR in the 
EcDsAmIdentifyDuplicateGranules.C
FG<br />The output geoid file is 
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# Action Expected Result Notes 
at:<br 
/>DUPLICATE_OUTPUT_DIR/&lt;o
utputDir&gt;/EcDsAmIdentifyDupGra
nGeoidFile_UsedByBulkDelete.&lt;ti
mestamp&gt;<br />Record it as 
&quot;pre-test&quot; geoid file.<br 
/>Also, record the log file as 
&quot;pre-test&quot; log file, which 
can be used for comparison.<br />In 
order for the &quot;pre-test&quot; 
concept to work, we have to guarantee 
that there're no other activities on the 
mode, like ingest, change of the states 
of the granules. We could bring down 
the ingest to prevent more duplicate 
granules from being inserted into the 
AmGranuleReplacement table, but if 
someone updates the granule states 
using sql, it's not avoidable. 

5 <i>250 S-3</i>  #comment 
6 Create a new restriction in the DsMdRestrictionFlag table with a 

RestrictionFlag value between 1 and 254. 
Insert DsMdRestrictionFlag values 
(125, &quot;Duplicate Granule 
Test&quot;, getdate()) 

 

7 <i>250 S-4</i>  #comment 
8 For the collection, ingest the following:<br />a. At least 6 granules with 

different LocalGranuleIDs that are considered different logical granules when 
using the MISR duplicate granule rule. Identify these granules as A1, B1, C1, 
D1, E1, and F1.<br />b. At least 6 granules with different LocalGranuleIDs 
but that are considered the same logical granules as the granules above when 
using the MISR duplicate granule rule. These granules should have 
ProductionDate time values earlier than their corresponding granules in part 
a. Identify these granules as A0, B0, C0, D0, E0, and F0.<br />c. At least two 
granules that are considered to be different logical granules from the granules 
above when using the MISR duplicate granule rule. Identify these granules as 
G, H, ... 

Ingest 6 granules using the 6 PDRs in 
/sotestdata/DROP_801/DP_81_04/Crit
eria/250/250_4_A<br />These 6 
granules are labeled as: A1, B1, C1, 
D1, E1, and F1.<br />Ingest 6 
granules using the 6 PDRs in 
/sotestdata/DROP_801/DP_81_04/Crit
eria/250/250_4_B<br />These 6 
granules are labeled as: A0, B0, C0, 
D0, E0, and F0. These 6 granules are 
the duplicate granules for the 
corresponding 6 granules above. i.e. 
A0 is the duplicate of A1, B0 is the 
duplicate of B1, etc. because the 0 
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# Action Expected Result Notes 
labeled granules have earlier 
ProductionDateTime.<br />Make sure 
that the relationship is captured in the 
AmGranuleReplacement table:<br 
/>Rep Dup RuleNo<br />A1 A0 5<br 
/>B1 B0 5<br />C1 C0 5<br />D1 D0 
5<br />E1 E0 5<br />F1 F0 5<br 
/>Ingest 2 granules using the 2 PDRs 
in 
/sotestdata/DROP_801/DP_81_04/Crit
eria/250/250_4_C<br />These 2 
granules are labed as G, H. and are 
different logical granules from the 
granules above. 

9 <i>250 S-5</i>  #comment 
10 Change the states of Granules A0, B0, C0, D0, and E0 as follows:<br />a. 

Granule A0 - Run the bulk delete utility to mark it as logically deleted 
(deleteEffectiveDate is not equal to NULL).<br />b. Granule B0 - Use SQL 
to mark it as hidden (DeleteFromArchive = &quot;H&quot;).<br />c. Granule 
C0 - Run the bulk delete utility to mark it as deleted from archive 
(DeleteFromArchive = &quot;Y&quot;).<br />d. Granule D0 - Use SQL to 
mark it as &quot;Golden&quot; (DeleteFromArchive = &quot;G&quot;).<br 
/>e. Granule E0 - Mark it as restricted by adding an entry for the granule in 
the DsMdGranuleRestriction table with the RestrictionFlag set. Use the 
restriction flag created above. 

EcDsBulkDelete.pl -physical -
geoidfile geoidA0 -mode 
&lt;MODE&gt; -server 
&lt;sybaseserver&gt; -database 
&lt;dbname&gt; -user 
&lt;sybaseuser&gt; -password 
&lt;passwd&gt;<br />Update 
AmGranule<br />Set 
DeleteFromArchive=&quot;H&quot;<
br />Where GranuleId = B0<br 
/>EcDsBulkDelete.pl -dfa -geoidfile 
geoidC0 -mode &lt;MODE&gt; -
server &lt;sybaseserver&gt; -database 
&lt;dbname&gt; -user 
&lt;sybaseuser&gt; -password 
&lt;passwd&gt;<br />Update 
AmGranule<br />Set 
DeleteFromArchive=&quot;G&quot;<
br />Where GranuleId = D0<br 
/>Insert DsMdGranuleRestriction 
values(E0, 125, &quot;N&quot;, 
getdate())<br />At this point, The state 
of the 6 duplicate granules are:<br 
/>A0: LDeleted<br />B0: DFA= 
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# Action Expected Result Notes 
&quot;H&quot;<br />C0: 
DFA=&quot;Y&quot;<br />D0: 
DFA=&quot;G&quot;<br />E0: 
Restricted<br />F0: Not LDelete, 
DFA=&quot;N&quot;, Not 
restricted.<br />Looks like F0 is the 
only one that will be included in the 
geoid file, out of all 6 duplicate 
granules ingested in this test. 

11 <i>250 S-6</i>  #comment 
12 Run the duplicate granule reporting utility with the following options:<br />a. 

Specify the same MISR collection on which to run as in step S-2 above.<br 
/>b. Specify the location of the output geoid file as different from the location 
used in step S-2 above. Identify this geoid file as the &quot;pre-
deletion&quot; geoid file. 

Cd 
/usr/ecs/&lt;MODE&gt;/CUSTOM/uti
lities<br />Run:<br 
/>EcDsAmIdentifyDuplicateGranules.
pl &lt;MODE&gt; report -c<br 
/>MB2LME.002 -o 
&lt;outputDir&gt;<br />Since the 
geoid file exclude the following 
duplicate granules:<br />1. 
DeleteEffectiveDate != NULL<br />2. 
DeleteFromArchive in 
(&quot;Y&quot;, &quot;G&quot;)<br 
/>3. IF all its replacement granules 
having DeleteEffectiveDate != NULL 
or DeleteFromArchive in 
(&quot;Y&quot;, &quot;H&quot;)<br 
/>4. DeleteFromArchive = 
&quot;H&quot; (unless using -
includeDFAH on the 
commandline)<br />5. Exists in 
DsMdGranuleRestriction table (unless 
using -includeRestricted on the 
commandline)<br />The geoid file 
generated should only contain F0, out 
of the 6 duplicate granules.<br 
/>(Note: all the output geoid files have 
a timestamp attached to the end of the 
file as well, so no need to have a 
different location. )<br />The output 
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# Action Expected Result Notes 
geoid file is at:<br 
/>DUPLICATE_OUTPUT_DIR/&lt;o
utputDir&gt;/EcDsAmIdentifyDupGra
nGeoidFile_UsedByBulkDelete.&lt;ti
mestamp&gt;<br />Record it as 
&quot;pre-deletion&quot; geoid 
file.<br />Continue to verification step 
V-1 

13 <i>250 S-7</i>  #comment 
14 Run the bulk delete utility using the &quot;pre-deletion&quot; geoid file. EcDsBulkDelete.pl -physical -

geoidfile pre-deletionGeoid -mode 
&lt;MODE&gt; -server 
&lt;sybaseserver&gt; -database 
&lt;dbname&gt; -user 
&lt;sybaseuser&gt; -password 
&lt;passwd&gt;<br />This should 
mark F0 Ldeleted.<br />Continue to 
verification step V-10 

 

15 <i>250 S-8</i>  #comment 
16 Rerun the duplicate granule reporting utility with the following options:<br 

/>a. Specify the same MISR collection on which to run as in step S-6 
above.<br />b. Specify the location of the output geoid file as different from 
the location used in step S-6 above. Identify this geoid file as the &quot;post-
deletion&quot; geoid file. 

EcDsAmIdentifyDuplicateGranules.pl 
&lt;MODE&gt; report -c<br 
/>MB2LME.002 -o 
&lt;outputDir&gt;<br />Now the 
output geoid file should not include 
any of the duplicate granules ingested 
in this test.<br />Record it as 
&quot;post-deletion&quot; geoid 
file.<br />Continue to verification step 
V-12 

 

17 <i>250 S-9</i>  #comment 
18 Run the bulk undelete utility using the &quot;pre-deletion&quot; geoid file. 

This is to restore the granules for later tests. 
EcDsBulkUndelete.pl -physical -
geoidfile pre-deletionGeoid -mode 
&lt;MODE&gt; -server 
&lt;sybaseserver&gt; -database 
&lt;dbname&gt; -user 
&lt;sybaseuser&gt; -password 
&lt;passwd&gt;<br />This should 
restore granule F0 so that it's no longer 
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# Action Expected Result Notes 
LDeleted.<br />Continue to 
verification step V-13 

19 <i>250 V-1</i>  #comment 
20 Verify that the duplicate granule reporting utility's log file from the 

&quot;pre-deletion&quot; run is created with a time stamp in the format 
&quot;YYYYMMDDhhmmss&quot;. 

Cd 
/usr/ecs/&lt;MODE&gt;CUSTOM/log
s<br />A log file with the following 
name should be created:<br 
/>EcDsAmIdentifyDuplicateGranules.
log.&lt;timestamp&gt;<br />The time 
stamp should have the 
&quot;YYYYMMDDhhmmss&quot; 
format. 

 

21 <i>250 V-2</i>  #comment 
22 Verify that each log file entry has a time stamp in the format 

&quot;MM/DD/YYYY hh:mm:ss&quot;. 
Open up the above log file.<br 
/>Every line should start with a time 
stamp in the format of<br 
/>&quot;MM/DD/YYY 
hh:mm:ss&quot; 

 

23 <i>250 V-3</i>  #comment 
24 Verify that the log file contains a line for each duplicate pair of granules 

containing the following information:<br />a. ECS granule ID of the granule 
being kept (replacement) (Granules A1, B1, C1, D1, E1, F1)<br />b. ECS 
granule ID of the granule to be deleted (duplicate) (Granules A0, B0, C0, D0, 
E0, F0)<br />c. LocalGranuleID of the granule being kept<br />d. 
LocalGranuleID of the granule being deleted<br />The test data ingested for 
this test should generate 6 duplicate/replacement lines.<br />Additional lines 
will be present if duplicate granules existed within the test collection before 
running this test.<br />These additional duplicate granules can be identified 
by using the &quot;pre-test&quot; geoid file created above. 

In the log file,<br />Look for: 
&quot;Reporting on: MB2LME, 
2&quot;<br />After that, there will be 
a line like the following:<br 
/>RepId,DupId,RepLGID, 
DupLGID,RepDeleteEffectiveDate,Du
pDeleteEffectiveDate,RepDFA,DupD
FA,RepIsOrderOnly,DupIsOrderOnly 
are: (Rep stands for Replacement, Dup 
stands for duplicate)<br />You should 
see a line for each pair:<br 
/>A1,A0<br />B1,B0<br />C1,C0<br 
/>D1,D0<br />E1,E0<br />F1,F0<br 
/>Together with the values of the 
corresponding flags.<br />These flag 
values help the operator to determine 
why certain duplicates are not 
included in the geoid file based on the 
following rules:<br />The geoid file 
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# Action Expected Result Notes 
exclude the following duplicate 
granules:<br />6. DeleteEffectiveDate 
!= NULL<br />7. DeleteFromArchive 
in (&quot;Y&quot;, 
&quot;G&quot;)<br />8. IF all it's 
replacement granules having 
DeleteEffectiveDate != NULL or 
DeleteFromArchive in 
(&quot;Y&quot;, &quot;H&quot;)<br 
/>9. DeleteFromArchive = 
&quot;H&quot; (unless using -
includeDFAH on the 
commandline)<br />10. Exists in 
DsMdGranuleRestriction table (unless 
using -includeRestricted on the 
commandline)<br />Note: the 
&quot;pre-test&quot; geoid file only 
contains a snapshot of the duplicate 
granules at that moment. More can be 
inserted into the 
AmGranuleReplacement table during 
the time of set up in this test, after the 
&quot;pre-test&quot; is generated, 
also, the state of the granules could be 
changed too. So, it's not important to 
make sure the &quot;additional&quot; 
duplicate granules match the content 
of the &quot;pre-test&quot; file. We 
only want to make sure that the 
duplicate granule pairs we ingested 
made it to the log file. 

25 <i>250 V-4</i>  #comment 
26 Verify that the log file contains the starting and ending time of each run using 

the format &quot;MM/DD/YYYY hh:mm:ss&quot;. 
Open the log file and look for:<br 
/>&quot;START OF RUN&quot; and 
&quot;END OF RUN&quot;<br 
/>They should both start with a 
timestamp with the right format. 

 

27 <i>250 V-5</i>  #comment 
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# Action Expected Result Notes 
28 Verify that the log contains a summary at the end for the MISR ESDT with 

the following information:<br />a. The total number of granules identified as 
duplicates not currently hidden (DeleteFromArchive = &quot;H&quot;) or 
logically deleted (deleteEffectiveDate is not NULL). (Granules C0, D0, E0, 
F0)<br />b. The total number of granules identified as duplicates which are 
currently hidden (DeleteFromArchive = &quot;H&quot;). (Granule B0)<br 
/>c. The total number of granules identified as duplicates which are currently 
logically deleted (deleteEffectiveDate is not NULL). (Granule A0)<br />The 
test data ingested for this test should generate the following:<br />a. 4 
duplicate granules which aren't hidden or marked for deletion. (Granules C0, 
D0, E0, F0)<br />b. 1 duplicate granule which is hidden. (Granule B0)<br 
/>c. 1 duplicate granule which is logically deleted. (Granule A0)<br />The 
counts will be higher if other duplicate granules exist within the test 
collection.<br />These additional duplicate granules can be identified by 
using the &quot;pre-test&quot; geoid file created above. 

In the log file, look for:<br 
/>&quot;numberOfDupgranulesNotHi
ddenLDeleted, 
NumberOfDupGranuleLDeleted, 
NumberOfDupgranulesHidden are(By 
each ESDT and all ESDTs):&quot;<br 
/>Under it, you should see:<br 
/>ESDT(ShortName VersionId) 
MB2LME, 2: 4, 1, 1<br />Again, the 
idea of using &quot;pre-test&quot; 
geoid file is not reliable. Since we 
can't guarantee the exclusive usage of 
the mode. 

 

29 <i>250 V-6</i>  #comment 
30 Verify that the log contains a summary at the end for the total of all ESDTs 

(in this case, only one) with the following information:<br />a. The total 
number of granules identified as duplicates not currently hidden 
(DeleteFromArchive = &quot;H&quot;) or logically deleted 
(deleteEffectiveDate is not NULL). (Granules C0, D0, E0, F0)<br />b. The 
total number of granules identified as duplicates which are currently hidden 
(DeleteFromArchive = &quot;H&quot;). (Granule B0)<br />c. The total 
number of granules identified as duplicates which are currently logically 
deleted (deleteEffectiveDate is not NULL). (Granule A0)<br />Since this is a 
single collection test, the counts here should match the counts from step V-5. 

Following the line from above, in the 
log file,<br />We should see the 
following:<br />Total numbers for all 
the ESDTs are: 4, 1, 1 

 

31 <i>250 V-7</i>  #comment 
32 Verify that the &quot;pre-deletion&quot; geoid file was created in the user-

specified location. 
Verify the The output geoid file is 
at:<br 
/>DUPLICATE_OUTPUT_DIR/&lt;o
utputDir&gt;/EcDsAmIdentifyDupGra
nGeoidFile_UsedByBulkDelete.&lt;ti
mestamp&gt; 

 

33 <i>250 V-8</i>  #comment 
34 Verify that the &quot;pre-deletion&quot; geoid file contains Granule F0.<br 

/>There might be more granules in the geoid file if there were other duplicate 
granules in the test collection.<br />These additional duplicate granules can 
be identified by using the &quot;pre-test&quot; geoid file created above. 

Verify that the &quot;pre-
deletion&quot; geoid file contains F0. 
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# Action Expected Result Notes 
35 <i>250 V-9</i>  #comment 
36 Verify that the &quot;pre-deletion&quot; geoid file does not contain 

Granules A0, A1, B0, B1, C0, C1, D0,D1, E0, E1, F1, G or H. 
Verify that, non of the other 13 
granules ingested are present in the 
&quot;pre-deletion&quot; geoid 
file.<br />Continue to setup step S-7 

 

37 <i>250 V-10</i>  #comment 
38 Verify that Granule F0 was successfully logically deleted 

(deleteEffectiveDate is not NULL). 
After the Bulk Delete, on the 
&quot;pre-test&quot; geoid, which 
includes the F0 granule,<br />Select 
DeleteEffectiveDate<br />From 
AmGranule<br />Where GranuleId = 
F0<br />Should return non NULL 
value. 

 

39 <i>250 V-11</i>  #comment 
40 Verify that Granule F0 is present in the bulk delete utility log as being 

logically deleted (deleteEffectiveDate is not NULL). 
Verify that the Bulk delete utility log 
indicates that granule F0 is logically 
deleted.<br />Continue to setup step 
S-8 

 

41 <i>250 V-12</i>  #comment 
42 Verify that Granule F0 is not present in the &quot;post-deletion&quot; geoid 

file. 
&quot;post-deletion&quot; geoid file 
should contain any of the 14 granules 
ingested, therefore, it doesn't include 
F0.<br />Continue to setup step S-9 

 

43 <i>250 V-13</i>  #comment 
44 Verify that Granule F0 has been successfully undeleted. After the Bulk Undelete on the 

&quot;pre-test&quot; geoid, which 
includes the F0 granule,<br />Select 
DeleteEffectiveDate<br />From 
AmGranule<br />Where GranuleId = 
F0<br />Should return NULL. 

 

 
 
TEST DATA: 
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Cri
t id 

Cri
t 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requiremen
ts 

Volume 
Requiremen
ts 

Size 
Requiremen
ts 

Data Location 
Readine
ss Status 

250   

. 
 
Need to identify a 
MISR collection 
 
That has 
DuplicateGranRule
No = 5 in the 
AmCollection table. 
 
We need: 
 
6 granules: 
 
A1, B1, C1, D1, 
E1, F1 (different 
logical granules 
based on MISR 
Rule) 
 
6 granule: 
 
A0, B0, C0, D0, 
E0, F0 (same 
logical granules as 
the corresponding 
granules above, 
with earlier 
ProductionDateTim
e) 
 
2 granules: 
 
G, H (different 
logical granules 

One collection 
with 
DuplicateGranR
ule No = 5 
(MISR Rule) in 
the 
AmCollection 
table. 

      

/sotestdata/DROP_801/DP_81_04/Criteria/250/250
_4_A 
 
/sotestdata/DROP_801/DP_81_04/Criteria/250/250
_4_B 
 
/sotestdata/DROP_801/DP_81_04/Criteria/250/250
_4_C 
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Cri
t id 

Cri
t 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requiremen
ts 

Volume 
Requiremen
ts 

Size 
Requiremen
ts 

Data Location 
Readine
ss Status 

from all the 
granules above) 
 
The ESDT used for 
this test is: 
 
MB2LME.002 

 
EXPECTED RESULTS: 
 

196 DUPLICATE GRANULE RECALCULATION - SINGLE COLLECTION - PART 2 OF 2 (ECS-
ECSTC-2607) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 
 
STEPS:   
# Action Expected Result Notes 
1 <i>260 S-1</i>  #comment 
2 [Duplicate Granule Recalculation - Single Collection - Part 2 of 2] This 

criterion uses the set up from criterion 250, so this criterion should be run as 
soon after criterion 250 as possible.<br />Run the duplicate granule reporting 
utility with the following options:<br />a. Specify the collection from 
criterion 250 on which to run.<br />b. Specify the location of the output 
geoid file. Identify this geoid file as the &quot;pre-recalculation&quot; geoid 
file. 

Make use of all the 14 granules 
ingested in 250.<br />After criterion 
250 is finished.<br 
/>EcDsAmIdentifyDuplicateGranules.
pl &lt;MODE&gt; report -c<br 
/>MB2LME.002 -o 
&lt;outputDir&gt;<br />The output 
geoid file is at:<br 
/>DUPLICATE_OUTPUT_DIR/&lt;o
utputDir&gt;/EcDsAmIdentifyDupGra
nGeoidFile_UsedByBulkDelete.&lt;ti
mestamp&gt;<br />It should only 
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# Action Expected Result Notes 
contain granule F0, out of the 14 
granules ingested in criterion 250.<br 
/>Record it as &quot;pre-
recalculation&quot; geoid file.<br 
/>Again, we can only use this geoid 
file as a reference when it comes to the 
14 granules just ingested. We don't 
have a complete picture of this 
collection in the 
AmGranuleReplacement table, when 
we ran criterion 250, not here either. 
Later on, when we ran recalculate, it's 
gonna be on the whole collection. So, 
we can only compare a subset of it 
with the &quot;post-
recalculation&quot; geoid file later. 

3 <i>260 S-2</i>  #comment 
4 Remove all of the replacement/duplicate granule entries for the current 

collection from the AIM database. 
Delete AmGranuleReplacement<br 
/>Where ShortName = 
&quot;MB2LME&quot;<br />And 
VersionId = 2<br />Since it's assumed 
that there is no entry for the collection 
in the AmDupGranRuleChangeEvent 
table, in the later steps. It's better to 
empty it now.<br />Delete 
AmDupGranRuleChangeEvent<br 
/>Where ShortName = 
&quot;MB2LME&quot;<br />And 
VersionId = 2 

 

5 <i>260 S-3</i>  #comment 
6 Run a duplicate granule recalculation on the current collection without 

specifying the command line option that will &quot;force&quot; a 
recalculation even though no rule change is recorded for the current 
collection. 

EcDsAmIdentifyDuplicateGranules.pl 
&lt;MODE&gt; recalculate -c 
MB2LME.002 

 

7 <i>260 S-4</i>  #comment 
8 Run a duplicate granule recalculation on the current collection specifying the 

option to &quot;force&quot; a recalculation. 
EcDsAmIdentifyDuplicateGranules.pl 
&lt;MODE&gt; recalculate -c 
MB2LME.002 -forced 
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# Action Expected Result Notes 
9 <i>260 S-5</i>  #comment 
10 Run the duplicate granule reporting utility again with the following 

options:<br />a. Specify the collection from criterion 250 on which to run.<br 
/>c. Specify the location of the output geoid file. Identify this geoid file as the 
&quot;post-recalculation&quot; geoid file. 

EcDsAmIdentifyDuplicateGranules.pl 
&lt;MODE&gt; report -c<br 
/>MB2LME.002 -o 
&lt;outputDir&gt;<br />The output 
geoid file is at:<br 
/>DUPLICATE_OUTPUT_DIR/&lt;o
utputDir&gt;/EcDsAmIdentifyDupGra
nGeoidFile_UsedByBulkDelete.&lt;ti
mestamp&gt;<br />It should only 
contain granule F0 again, out of the 14 
granules ingested in criterion 250.<br 
/>Record it as &quot;post-
recalculation&quot; geoid file. 

 

11 <i>260 V-1</i>  #comment 
12 Verify that the duplicate granule reporting utility successfully ran twice and 

generated a log file and a geoid file each time. 
Verify the reporting utility runs to 
finish without error, both times. And 
generated a log file and a geoid file 
each time. 

 

13 <i>260 V-2</i>  #comment 
14 Verify that no duplicate granule recalculation was performed for step S-3 and 

that a message saying that the recalculation was rejected because no rule 
change had been recorded for the collection is displayed and logged. 

The following msg will be printed 
both on the screen and in the log 
file:<br />Recalculating Duplicate 
Granules<br />No Collections to be 
recalculated. 

 

15 <i>260 V-3</i>  #comment 
16 Verify that the duplicate granule recalculation was performed for step S-4. The following msg will be printed 

both on the screen and in the log 
file:<br />Recalculating Duplicate 
Granules<br />There are collections to 
be recalculated.<br />Recalculating 
on: MB2LME, 2 

 

17 <i>260 V-4</i>  #comment 
18 Verify that the replacement/duplicate granule entries for the current collection 

were recreated in the AIM database. 
Verify that the 6 entries reappeared in 
the AmGranuleReplacement table, as 
in criterion 250.<br />Rep Dup 
RuleNo<br />A1 A0 5<br />B1 B0 
5<br />C1 C0 5<br />D1 D0 5<br 
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# Action Expected Result Notes 
/>E1 E0 5<br />F1 F0 5 

19 <i>260 V-5</i>  #comment 
20 Verify that the &quot;post-recalculation&quot; geoid file matches the 

&quot;pre-recalculation&quot; geoid file. 
Verify that the subset of the 2 files 
match. i.e. both contain granule F0, 
and not the other 13 granules ingested 
in criterion 250. 

 

 
 
TEST DATA: 
 
 
 

Cri
t id 

Cri
t 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requiremen
ts 

Volume 
Requiremen
ts 

Size 
Requiremen
ts 

Data Location 
Readine
ss Status 

260   

. 
 
Need to identify a 
MISR collection 
 
That has 
DuplicateGranRule
No = 5 in the 
AmCollection table. 
 
We need: 
 
6 granules: 
 
A1, B1, C1, D1, 
E1, F1 (different 
logical granules 
based on MISR 
Rule) 
 
6 granule: 

One collection 
with 
DuplicateGranR
ule No = 5 
(MISR Rule) in 
the 
AmCollection 
table. 

      

/sotestdata/DROP_801/DP_81_04/Criteria/250/250
_4_A 
 
/sotestdata/DROP_801/DP_81_04/Criteria/250/250
_4_B 
 
/sotestdata/DROP_801/DP_81_04/Criteria/250/250
_4_C 
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Cri
t id 

Cri
t 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requiremen
ts 

Volume 
Requiremen
ts 

Size 
Requiremen
ts 

Data Location 
Readine
ss Status 

 
A0, B0, C0, D0, 
E0, F0 (same 
logical granules as 
the corresponding 
granules above, 
with earlier 
ProductionDateTim
e) 
 
2 granules: 
 
G, H (different 
logical granules 
from all the 
granules above) 
 
The ESDT used for 
this test is: 
 
MB2LME.002 

 
EXPECTED RESULTS: 
 

197 DUPLICATE GRANULE REPORTING - SINGLE COLLECTION GROUP - PART 1 OF 2 (ECS-
ECSTC-2608) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 
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STEPS:   
# Action Expected Result Notes 
1 <i>270 S-1</i>  #comment 
2 [Duplicate Granule Reporting - Single Collection Group - Part 1 of 2] 

Identify two collections within the same collection group that use rule 
&quot;e.&quot; (GLAS) of the duplicate granule rules from requirement S-
DPL-32022.<br />Configure the collections to publish granules upon 
ingest.<br />This criterion's set up is used by criterion 280 (Duplicate 
Granule Recalculation - Single Collection Group). 

GLA05.033 and GLA12.033 are 
identified to be within the same 
collection group &quot;GLAS&quot; , 
with DuplicateGranRuleNo = 6 in the 
AmCollection table<br />Make sure 
the following queries return 6, if not, 
set it to GLAS Rule in the Ingest 
GUI.<br />Select 
DuplicateGranRuleNo<br />From 
AmCollection<br />Where ShortName 
in (&quot;GLA05&quot;, 
&quot;GLA12&quot;)<br />And 
VersionId = 33<br />Log into Ingest 
GUI, Click on 
Configuration/Datatypes,<br />Select 
GLA05.033 and GLA12.033<br 
/>choose YES for &quot;Publish in 
public DPL&quot;,<br />click on 
&quot;Apply Changes&quot;<br 
/>Make sure the GUI shows 
&quot;Public In Data Pool&quot; for 
the collection and shows &quot;GLAS 
Rule&quot; under &quot;Duplicate 
Detection Rule&quot; for the 
collection.<br />Bounce Ingest and 
Dpad 

 

3 <i>270 S-2</i>  #comment 
4 Run the duplicate granule reporting utility with the following options:<br />a. 

Specify the GLAS collection group on which to run.<br />b. Specify the 
location of the output geoid file. Identify this geoid file as the &quot;pre-
test&quot; geoid file.<br />This step is to identify duplicates existing before 
the data are ingested below. 

Cd 
/usr/ecs/&lt;MODE&gt;/CUSTOM/uti
lities<br />Run:<br 
/>EcDsAmIdentifyDuplicateGranules.
pl &lt;MODE&gt; report -c<br 
/>GLAS -o &lt;outputDir&gt;<br 
/>Note: outputDir is relative to 
DUPLIDATE_OUTPUT_DIR in the 
EcDsAmIdentifyDuplicateGranules.C
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# Action Expected Result Notes 
FG<br />The output geoid file is 
at:<br 
/>DUPLICATE_OUTPUT_DIR/&lt;o
utputDir&gt;/EcDsAmIdentifyDupGra
nGeoidFile_UsedByBulkDelete.&lt;ti
mestamp&gt;<br />Record it as 
&quot;pre-test&quot; geoid file.<br 
/>Also, record the log file as 
&quot;pre-test&quot; log file, which 
can be used for comparison.<br />In 
order for the &quot;pre-test&quot; 
concept to work, we have to guarantee 
that there're no other activities on the 
mode, like ingest, change of the states 
of the granules. We could bring down 
the ingest to prevent more duplicate 
granules from being inserted into the 
AmGranuleReplacement table, but if 
someone updates the granule states 
using sql, it's not avoidable. 

5 <i>270 S-3</i>  #comment 
6 Create a new restriction in the DsMdRestrictionFlag table with a 

RestrictionFlag value between 1 and 254. 
Insert DsMdRestrictionFlag values 
(127, &quot;Duplicate Granule 
Test&quot;, getdate()) 

 

7 <i>270 S-4</i>  #comment 
8 For each collection, ingest the following:<br />a. 6 granules with different 

LocalGranuleIDs that are considered different logical granules when using 
the GLAS duplicate granule rule. Identify these granules as CnA1, CnB1, 
CnC1, CnD1, CnE1, and CnF1, where &quot;n&quot; identifies the 
collection. For example, the first collection would be &quot;C1&quot;, the 
second collection &quot;C2&quot;, etc.<br />b. 6 granules with different 
LocalGranuleIDs but that are considered the same logical granules as the 
granules above when using the GLAS duplicate granule rule. These granules 
should have ProductionDate time values earlier than their corresponding 
granules in part a. Identify these granules as CnA0, CnB0, CnC0, CnD0, 
CnE0, and CnF0 using the same convention as above.<br />d. 2 granules that 
are considered to be different logical granules from the granules above when 
using the GLAS duplicate granule rule. Identify these granules as CnG, CnH, 

Ingest 6 granules for each collection, 
using the 12 PDRs in 
/sotestdata/DROP_801/DP_81_04/Crit
eria/270/270_4_A<br />These 6 
granules(for each collection) are 
labeled as: CnA1, CnB1, CnC1, 
CnD1, CnE1, and CnF1. (n represents 
1 and 2)<br />Ingest 6 granules for 
each collection using the 12 PDRs in 
/sotestdata/DROP_801/DP_81_04/Crit
eria/270/270_4_B<br />These 6 
granules(for each collection) are 
labeled as: CnA0, CnB0, CnC0, 
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# Action Expected Result Notes 
... CnD0, CnE0, and CnF0. These 6 

granules are the duplicate granules for 
the corresponding 6 granules above. 
i.e. CnA0 is the duplicate of CnA1, 
CnB0 is the duplicate of CnB1, etc. 
because the 0 labeled granules have 
earlier ProductionDateTime.<br 
/>Make sure that the relationship is 
captured in the 
AmGranuleReplacement table:<br 
/>Rep Dup RuleNo<br />CnA1 CnA0 
6<br />CnB1 CnB0 6<br />CnC1 
CnC0 6<br />CnD1 CnD0 6<br 
/>CnE1 CnE0 6<br />CnF1 CnF0 
6<br />Ingest 2 granules for each 
collection using the 4 PDRs in 
/sotestdata/DROP_801/DP_81_04/Crit
eria/250/250_4_C<br />These 2 
granules(for each collection) are labed 
as CnG, CnH. and are different logical 
granules from the granules above. 

9 <i>270 S-5</i>  #comment 
10 For each collection, change the states of Granules CnA0, CnB0, CnC0, 

CnD0, and CnE0 as follows:<br />a. Granule CnA0 - Run the bulk delete 
utility to mark it as logically deleted (deleteEffectiveDate is not equal to 
NULL).<br />b. Granule CnB0 - Use SQL to mark it as hidden 
(DeleteFromArchive = &quot;H&quot;).<br />c. Granule CnC0 - Run the 
bulk delete utility to mark it as deleted from archive (DeleteFromArchive = 
&quot;Y&quot;).<br />d. Granule CnD0 - Use SQL to mark it as 
&quot;Golden&quot; (DeleteFromArchive = &quot;G&quot;).<br />d. 
Granule CnE0 - Mark it as restricted by adding an entry for the granule in the 
DsMdGranuleRestriction table with the RestrictionFlag set. Use the 
restriction flag created above. 

EcDsBulkDelete.pl -physical -
geoidfile geoidCnA0 -mode 
&lt;MODE&gt; -server 
&lt;sybaseserver&gt; -database 
&lt;dbname&gt; -user 
&lt;sybaseuser&gt; -password 
&lt;passwd&gt;<br />Update 
AmGranule<br />Set 
DeleteFromArchive=&quot;H&quot;<
br />Where GranuleId = CnB0<br 
/>EcDsBulkDelete.pl -dfa -geoidfile 
geoidCnC0 -mode &lt;MODE&gt; -
server &lt;sybaseserver&gt; -database 
&lt;dbname&gt; -user 
&lt;sybaseuser&gt; -password 
&lt;passwd&gt;<br />Update 
AmGranule<br />Set 
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# Action Expected Result Notes 
DeleteFromArchive=&quot;G&quot;<
br />Where GranuleId = CnD0<br 
/>Insert DsMdGranuleRestriction 
values(CnE0, 127, &quot;N&quot;, 
getdate())<br />At this point, The state 
of the 6 duplicate granules(for each 
collection) are:<br />CnA0: 
LDeleted<br />CnB0: DFA= 
&quot;H&quot;<br />CnC0: 
DFA=&quot;Y&quot;<br />CnD0: 
DFA=&quot;G&quot;<br />CnE0: 
Restricted<br />CnF0: Not LDelete, 
DFA=&quot;N&quot;, Not 
restricted.<br />Looks like CnF0 are 
the only ones that will be included in 
the geoid file, out of all 12 duplicate 
granules ingested in this test. 

11 <i>270 S-6</i>  #comment 
12 Run the duplicate granule reporting utility with the following options:<br />a. 

Specify the GLAS collection group on which to run.<br />c. Specify the 
location of the output geoid file as different from the location used in step S-2 
above. Identify this geoid file as the &quot;pre-deletion&quot; geoid file. 

Cd 
/usr/ecs/&lt;MODE&gt;/CUSTOM/uti
lities<br />Run:<br 
/>EcDsAmIdentifyDuplicateGranules.
pl &lt;MODE&gt; report -c<br 
/>GLAS -o &lt;outputDir&gt;<br 
/>Since the geoid file exclude the 
following duplicate granules:<br />11. 
DeleteEffectiveDate != NULL<br 
/>12. DeleteFromArchive in 
(&quot;Y&quot;, &quot;G&quot;)<br 
/>13. IF all it's replacement granules 
having DeleteEffectiveDate != NULL 
or DeleteFromArchive in 
(&quot;Y&quot;, &quot;H&quot;)<br 
/>14. DeleteFromArchive = 
&quot;H&quot; (unless using -
includeDFAH on the 
commandline)<br />15. Exists in 
DsMdGranuleRestriction table (unless 
using -includeRestricted on the 
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# Action Expected Result Notes 
commandline)<br />The geoid file 
generated should only contain CnF0, 
out of the 12 duplicate granules.<br 
/>(Note: all the output geoid files have 
a timestamp attached to the end of the 
file as well, so no need to have a 
different location. )<br />The output 
geoid file is at:<br 
/>DUPLICATE_OUTPUT_DIR/&lt;o
utputDir&gt;/EcDsAmIdentifyDupGra
nGeoidFile_UsedByBulkDelete.&lt;ti
mestamp&gt;<br />Record it as 
&quot;pre-deletion&quot; geoid 
file.<br />Continue to verification step 
V-1 

13 <i>270 S-7</i>  #comment 
14 Run the bulk delete utility using the &quot;pre-deletion&quot; geoid file. EcDsBulkDelete.pl -physical -

geoidfile pre-deletionGeoid -mode 
&lt;MODE&gt; -server 
&lt;sybaseserver&gt; -database 
&lt;dbname&gt; -user 
&lt;sybaseuser&gt; -password 
&lt;passwd&gt;<br />This should 
mark CnF0 Ldeleted.<br />Continue 
to verification step V-7 

 

15 <i>270 S-8</i>  #comment 
16 Run the bulk undelete utility using the &quot;pre-deletion&quot; geoid file. 

This is to restore the granules for later tests. 
EcDsBulkUndelete.pl -physical -
geoidfile pre-deletionGeoid -mode 
&lt;MODE&gt; -server 
&lt;sybaseserver&gt; -database 
&lt;dbname&gt; -user 
&lt;sybaseuser&gt; -password 
&lt;passwd&gt;<br />This should 
restore granule CnF0 so that it's no 
longer LDeleted.<br />Continue to 
verification step V-9 

 

17 <i>270 V-1</i>  #comment 
18 Verify that log file contains a line for each duplicate pair of granules In the log file,<br />Look for:  
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# Action Expected Result Notes 
containing the following information:<br />a. ECS granule ID of the granule 
being kept (replacement) (Granules CnA1, CnB1, CnC1, CnD1, CnE1, 
CnF1)<br />b. ECS granule ID of the granule to be deleted (duplicate) 
(Granules CnA0, CnB0, CnC0, CnD0, CnE0, CnF0)<br />c. LocalGranuleID 
of the granule being kept, if available<br />d. LocalGranuleID of the granule 
being deleted, if available<br />The log file should identify the duplicate 
granules that were not written to the geoid file and the reason why they were 
not.<br />The test data ingested for this test should generate 6 
duplicate/replacement lines per test collection.<br />Additional lines will be 
present if other duplicate granules exist within the test collection group.<br 
/>These additional duplicate granules can be identified by using the 
&quot;pre-test&quot; geoid file created above. 

&quot;Reporting on: GLA05, 
33&quot; and<br />And 
&quot;Reporting on: GLA12, 
33&quot;<br />After that, there will 
be a line like the following:<br 
/>RepId,DupId,RepLGID, 
DupLGID,RepDeleteEffectiveDate,Du
pDeleteEffectiveDate,RepDFA,DupD
FA,RepIsOrderOnly,DupIsOrderOnly 
are: (Rep stands for Replacement, Dup 
stands for duplicate)<br />You should 
see a line for each pair:<br />CnA1, 
CnA0<br />CnB1, CnB0<br />CnC1, 
CnC0<br />CnD1, CnD0<br />CnE1, 
CnE0<br />CnF1, CnF0<br 
/>Together with the values of the 
corresponding flags.<br />These flag 
values help the operator to determine 
why certain duplicates are not 
included in the geoid file based on the 
following rules:<br />The geoid file 
exclude the following duplicate 
granules:<br />1. DeleteEffectiveDate 
!= NULL<br />2. DeleteFromArchive 
in (&quot;Y&quot;, 
&quot;G&quot;)<br />3. IF all it's 
replacement granules having 
DeleteEffectiveDate != NULL or 
DeleteFromArchive in 
(&quot;Y&quot;, &quot;H&quot;)<br 
/>4. DeleteFromArchive = 
&quot;H&quot; (unless using -
includeDFAH on the 
commandline)<br />5. Exists in 
DsMdGranuleRestriction table (unless 
using -includeRestricted on the 
commandline)<br />Note: the 
&quot;pre-test&quot; geoid file only 
contains a snapshot of the duplicate 
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# Action Expected Result Notes 
granules at that moment. More can be 
inserted into the 
AmGranuleReplacement table during 
the time of set up in this test, after the 
&quot;pre-test&quot; is generated, 
also, the state of the granules could be 
changed too. So, it's not important to 
make sure the &quot;additional&quot; 
duplicate granules match the content 
of the &quot;pre-test&quot; file. We 
only want to make sure that the 
duplicate granule pairs we ingested 
made it to the log file. 

19 <i>270 V-2</i>  #comment 
20 Verify that the log contains a summary at the end for each GLAS ESDT with 

the following information:<br />a. The total number of granules identified as 
duplicates not currently hidden (DeleteFromArchive = &quot;H&quot;) or 
logically deleted (deleteEffectiveDate is not NULL). (Granules CnC0, CnD0, 
CnE0, CnF0)<br />b. The total number of granules identified as duplicates 
which are currently hidden (DeleteFromArchive = &quot;H&quot;). (Granule 
CnB0)<br />c. The total number of granules identified as duplicates which 
are currently logically deleted (deleteEffectiveDate is not NULL). (Granule 
CnA0)<br />The test data ingested for this test should generate the following 
for each collection:<br />a. 4 duplicate granules that aren't hidden or marked 
for deletion. (Granules CnC0, CnD0, CnE0, CnF0)<br />b. 1 duplicate 
granule that is hidden. (Granule CnB0)<br />c. 1 duplicate granule that is 
logically deleted. (Granule CnA0)<br />The counts will be higher if other 
duplicate granules exist within any of the test collections.<br />These 
additional duplicate granules can be identified by using the &quot;pre-
test&quot; geoid file created above. 

In the log file, look for:<br 
/>&quot;numberOfDupgranulesNotHi
ddenLDeleted, 
NumberOfDupGranuleLDeleted, 
NumberOfDupgranulesHidden are(By 
each ESDT and all ESDTs):&quot;<br 
/>Under it, you should see:<br 
/>ESDT(ShortName VersionId) 
GLA05, 33: 4, 1, 1<br 
/>ESDT(ShortName VersionId) 
GLA12, 33: 4, 1, 1<br />Again, the 
idea of using &quot;pre-test&quot; 
geoid file is not reliable. Since we 
can't guarantee the exclusive usage of 
the mode. 

 

21 <i>270 V-3</i>  #comment 
22 Verify that the log contains a summary at the end for the total of all ESDTs 

with the following information:<br />a. The total number of granules 
identified as duplicates not currently hidden (DeleteFromArchive = 
&quot;H&quot;) or logically deleted (deleteEffectiveDate is not NULL). 
(Granules C1C0, C1D0, C1E0, C1F0, C2C0, C2D0, C2E0, C2F0)<br />b. 
The total number of granules identified as duplicates which are currently 
hidden (DeleteFromArchive = &quot;H&quot;). (Granules C1B0, C2B0)<br 

Following the line from above, in the 
log file,<br />We should see the 
following:<br />Total numbers for all 
the ESDTs are: 8, 2, 2 
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# Action Expected Result Notes 
/>c. The total number of granules identified as duplicates which are currently 
logically deleted (deleteEffectiveDate is not NULL). (Granules C1A0, 
C2A0)<br />The test data ingested for this test should generate the 
following:<br />a. 8 duplicate granules which aren't hidden or marked for 
deletion. (Granules C1C0, C1D0, C1E0, C1F0, C2C0, C2D0, C2E0, 
C2F0)<br />b. 2 duplicate granules which are hidden. (Granule C1B0, 
C2B0)<br />c. 2 duplicate granules which are logically deleted. (Granule 
C1A0, C2A0)<br />The counts will be higher if other duplicate granules exist 
within any of the test collections.<br />These additional duplicate granules 
can be identified by using the &quot;pre-test&quot; geoid file created above. 

23 <i>270 V-4</i>  #comment 
24 Verify that the &quot;pre-deletion&quot; geoid file was created in the user-

specified location. 
Verify the The output geoid file is 
at:<br 
/>DUPLICATE_OUTPUT_DIR/&lt;o
utputDir&gt;/EcDsAmIdentifyDupGra
nGeoidFile_UsedByBulkDelete.&lt;ti
mestamp&gt; 

 

25 <i>270 V-5</i>  #comment 
26 Verify that the &quot;pre-deletion&quot; geoid file contains all of the 

Granule CnF0s.<br />There might be more granules in the geoid file if other 
duplicate granules exist in any of the test collections.<br />These additional 
duplicate granules can be identified by using the &quot;pre-test&quot; geoid 
file created above. 

Verify that the &quot;pre-
deletion&quot; geoid file contains 
C1F0<br />And C2F0. 

 

27 <i>270 V-6</i>  #comment 
28 Verify that the &quot;pre-deletion&quot; geoid file does not contain any of 

the Granule CnA0, CnA1, CnB0, CnB1, CnC0, CnC1, CnD0, CnD1, CnE0, 
CnE1, CnF1, CnG or CnHs. 

Verify that, non of the other 13 
granules(for each collection) ingested 
are present in the &quot;pre-
deletion&quot; geoid file.<br 
/>Continue to setup step S-7 

 

29 <i>270 V-7</i>  #comment 
30 Verify that the Granule CnF0s were successfully logically deleted 

(deleteEffectiveDate is not NULL). 
After the Bulk Delete, on the 
&quot;pre-test&quot; geoid, which 
includes the CnF0 granule,<br 
/>Select DeleteEffectiveDate<br 
/>From AmGranule<br />Where 
GranuleId = CnF0<br />Should return 
non NULL value. 

 

31 <i>270 V-8</i>  #comment 
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# Action Expected Result Notes 
32 Verify that the Granule CnF0s are present in the bulk delete utility log as 

being logically deleted (deleteEffectiveDate is not NULL). 
Verify that the Bulk delete utility log 
indicates that granule CnF0 is 
logically deleted.<br />Continue to 
setup step S-8 

 

33 <i>270 V-9</i>  #comment 
34 Verify that the Granule CnF0s were successfully undeleted. After the Bulk UnDelete, on the 

&quot;pre-test&quot; geoid, which 
includes the CnF0 granule,<br 
/>Select DeleteEffectiveDate<br 
/>From AmGranule<br />Where 
GranuleId = CnF0<br />Should return 
NULL value. 

 

 
 
TEST DATA: 
 
 
 

Cri
t id 

Cri
t 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requiremen
ts 

Volume 
Requiremen
ts 

Size 
Requiremen
ts 

Data Location 
Readine
ss Status 

270   

. 
 
Need to identify 
two collections 
Cn(n is 1 and 
2)with the same 
collection group 
 
That has 
DuplicateGranRule
No = 6 in the 
AmCollection table. 
 
We need: 
 

Two collections 
within the same 
collection group, 
with 
DuplicateGranR
ule No = 6 
(GLAS Rule) in 
the 
AmCollection 
table. 

      

/sotestdata/DROP_801/DP_81_04/Criteria/270/270
_4_A 
 
/sotestdata/DROP_801/DP_81_04/Criteria/270/270
_4_B 
 
/sotestdata/DROP_801/DP_81_04/Criteria/270/270
_4_C 
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Cri
t id 

Cri
t 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requiremen
ts 

Volume 
Requiremen
ts 

Size 
Requiremen
ts 

Data Location 
Readine
ss Status 

6 granules from 
each collection: 
 
CnA1, CnB1, 
CnC1, CnD1, 
CnE1, CnF1 
(different logical) 
 
6 granules from 
each collection: 
 
CnA0, CnB0, 
CnC0, CnD0, 
CnE0, CnF0 (same 
logical granules as 
the corresponding 
granules above, 
with earlier 
ProductionDateTim
e) 
 
2 granules from 
each collection: 
 
CnG, CnH 
(different logical 
granules from all 
the granules above) 
 
The ESDTs used 
for this test are: 
 
GLA05.033  
 
GLA12.033 
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EXPECTED RESULTS: 
 

198 DUPLICATE GRANULE RECALCULATION - SINGLE COLLECTION GROUP - PART 2 OF 2 
(ECS-ECSTC-2609) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 
 
STEPS:   
# Action Expected Result Notes 
1 <i>280 S-1</i>  #comment 
2 [Duplicate Granule Recalculation - Single Collection Group - Part 2 of 2] 

This criterion uses the set up from criterion 270. So, this criterion should be 
run as soon after criterion 270 as possible.<br />Run the duplicate granule 
reporting utility with the following options:<br />a. Specify the collection 
group from criterion 270 on which to run.<br />Specify the location of the 
output geoid file. Identify this geoid file as the &quot;pre-
recalculation&quot; geoid file. 

Make use of all the 28 granules 
ingested in 270.<br />After criterion 
270 is finished.<br 
/>EcDsAmIdentifyDuplicateGranules.
pl &lt;MODE&gt; report -c<br 
/>GLAS -o &lt;outputDir&gt;<br 
/>The output geoid file is at:<br 
/>DUPLICATE_OUTPUT_DIR/&lt;o
utputDir&gt;/EcDsAmIdentifyDupGra
nGeoidFile_UsedByBulkDelete.&lt;ti
mestamp&gt;<br />It should only 
contain granule CnF0, out of the 28 
granules ingested in criterion 270.<br 
/>Record it as &quot;pre-
recalculation&quot; geoid file.<br 
/>Again, we can only use this geoid 
file as a reference when it comes to the 
28 granules just ingested. We don't 
have a complete picture of the 
collections in the 
AmGranuleReplacement table, when 
we ran criterion 270, not here either. 
Later on, when we ran recalculate, it's 
gonna be on the whole collections. So, 
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# Action Expected Result Notes 
we can only compare a subset of it 
with the &quot;post-
recalculation&quot; geoid file later. 

3 <i>280 S-2</i>  #comment 
4 Remove all of the replacement/duplicate granule entries for the current 

collection group from the AIM database. 
Delete AmGranuleReplacement<br 
/>Where ShortName in 
(&quot;GLA05&quot;, 
&quot;GLA12&quot;)<br />And 
VersionId = 33<br />Since it's 
assumed that there is no entry for the 
collection in the 
AmDupGranRuleChangeEvent table, 
in the later steps. It's better to empty it 
now.<br />Delete 
AmDupGranRuleChangeEvent<br 
/>Where ShortName in 
(&quot;GLA05&quot;, 
&quot;GLA12&quot;)<br />And 
VersionId = 33 

 

5 <i>280 S-3</i>  #comment 
6 Run a duplicate granule recalculation on the current collection group without 

specifying the command line option that will &quot;force&quot; a 
recalculation even though no rule changes are recorded for the current 
collection group. 

EcDsAmIdentifyDuplicateGranules.pl 
&lt;MODE&gt; recalculate -c GLAS 

 

7 <i>280 S-4</i>  #comment 
8 Run a duplicate granule recalculation on the current collection group 

specifying the option to &quot;force&quot; a recalculation. 
EcDsAmIdentifyDuplicateGranules.pl 
&lt;MODE&gt; recalculate -c GLAS -
forced 

 

9 <i>280 S-5</i>  #comment 
10 Run the duplicate granule reporting utility again with the following 

options:<br />a. Specify the collection group from criterion 270 on which to 
run.<br />e. Specify the location of the output geoid file. Identify this geoid 
file as the &quot;post-recalculation&quot; geoid file. 

EcDsAmIdentifyDuplicateGranules.pl 
&lt;MODE&gt; report -c<br />GLAS 
-o &lt;outputDir&gt;<br />The output 
geoid file is at:<br 
/>DUPLICATE_OUTPUT_DIR/&lt;o
utputDir&gt;/EcDsAmIdentifyDupGra
nGeoidFile_UsedByBulkDelete.&lt;ti
mestamp&gt;<br />It should only 
contain granule CnF0 again, out of the 
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# Action Expected Result Notes 
28 granules ingested in criterion 
270.<br />Record it as &quot;post-
recalculation&quot; geoid file. 

11 <i>280 V-1</i>  #comment 
12 Verify that the duplicate granule reporting utility successfully ran twice and 

generated a log file and a geoid file each time. 
Verify the reporting utility runs to 
finish without error, both times. And 
generated a log file and a geoid file 
each time. 

 

13 <i>280 V-2</i>  #comment 
14 Verify that no duplicate granule recalculation was performed for step S-3 and 

that a message saying that the recalculation was rejected because no rule 
changes had been recorded for the collection group is displayed and logged. 

The following msg will be printed 
both on the screen and in the log 
file:<br />Recalculating Duplicate 
Granules<br />No Collections to be 
recalculated. 

 

15 <i>280 V-3</i>  #comment 
16 Verify that the duplicate granule recalculation was performed for step S-4. The following msg will be printed 

both on the screen and in the log 
file:<br />Recalculating Duplicate 
Granules<br />There are collections to 
be recalculated.<br />Recalculating 
on: GLA05, 33<br />.....<br 
/>Recalculating on: GLA12, 33 

 

17 <i>280 V-4</i>  #comment 
18 Verify that the replacement/duplicate granule entries for the current collection 

group were recreated in the AIM database. 
Verify that the 6 entries(for each 
collection) reappeared in the 
AmGranuleReplacement table, as in 
criterion 270.<br />Rep Dup 
RuleNo<br />CnA1 CnA0 6<br 
/>CnB1 CnB0 6<br />CnC1 CnC0 
6<br />CnD1 CnD0 6<br />CnE1 
CnE0 6<br />CnF1 CnF0 6 

 

19 <i>280 V-5</i>  #comment 
20 Verify that the &quot;post-recalculation&quot; geoid file matches the 

&quot;pre-recalculation&quot; geoid file. 
Verify that the subset of the 2 files 
match. i.e. both contain granule CnF0, 
and not the other 26 granules ingested 
in criterion 270. 
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TEST DATA: 
 
 
 

Cri
t id 

Cri
t 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requiremen
ts 

Volume 
Requiremen
ts 

Size 
Requiremen
ts 

Data Location 
Readine
ss Status 

270   

. 
 
Need to identify 
two collections 
Cn(n is 1 and 
2)with the same 
collection group 
 
That has 
DuplicateGranRule
No = 6 in the 
AmCollection table. 
 
We need: 
 
6 granules from 
each collection: 
 
CnA1, CnB1, 
CnC1, CnD1, 
CnE1, CnF1 
(different logical) 
 
6 granules from 
each collection: 
 
CnA0, CnB0, 
CnC0, CnD0, 

Two collections 
within the same 
collection group, 
with 
DuplicateGranR
ule No = 6 
(GLAS Rule) in 
the 
AmCollection 
table. 

      

/sotestdata/DROP_801/DP_81_04/Criteria/270/270
_4_A 
 
/sotestdata/DROP_801/DP_81_04/Criteria/270/270
_4_B 
 
/sotestdata/DROP_801/DP_81_04/Criteria/270/270
_4_C 
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Cri
t id 

Cri
t 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requiremen
ts 

Volume 
Requiremen
ts 

Size 
Requiremen
ts 

Data Location 
Readine
ss Status 

CnE0, CnF0 (same 
logical granules as 
the corresponding 
granules above, 
with earlier 
ProductionDateTim
e) 
 
2 granules from 
each collection: 
 
CnG, CnH 
(different logical 
granules from all 
the granules above) 
 
The ESDTs used 
for this test are: 
 
GLA05.033  
 
GLA12.033 

 
EXPECTED RESULTS: 
 

199 DUPLICATE GRANULE REPORTING - ALL COLLECTIONS - CRON - PART 1 OF 2 (ECS-
ECSTC-2610) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 
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STEPS:   
# Action Expected Result Notes 
1 <i>290 S-1</i>  #comment 
2 [Duplicate Granule Reporting - All Collections - cron - Part 1 of 2] Configure 

one collection to use rule &quot;b.&quot; (MODIS) of the duplicate granule 
rules from requirement S-DPL-32022.<br />Configure one collection to use 
rule &quot;c.&quot; (ASTER) of the duplicate granule rules from 
requirement S-DPL-32022.<br />Configure the collection using the MODIS 
rule to publish granules upon ingest.<br />Configure the collection using the 
ASTER rule to not publish granules upon ingest.<br />This criterion's set up 
is used by criterion 300 (Duplicate Granule Recalculation - All Collections). 

MOD14.005 is identified to have 
DuplicateGranRuleNo = 3 in the 
AmCollection table<br />Make sure 
the following queries return 3, if not, 
set it to MODIS Rule in the Ingest 
GUI.<br />Select 
DuplicateGranRuleNo<br />From 
AmCollection<br />Where ShortName 
= &quot;MOD14&quot;<br />And 
VersionId = 5<br />AST_L1A.003 is 
identified to have 
DuplicateGranRuleNo = 4 in the 
AmCollection table<br />Make sure 
the following queries return 4, if not, 
set it to ASTER Rule in the Ingest 
GUI.<br />Select 
DuplicateGranRuleNo<br />From 
AmCollection<br />Where ShortName 
= &quot;AST_L1A&quot;<br />And 
VersionId = 3<br />Log into Ingest 
GUI, Click on 
Configuration/Datatypes,<br />Select 
MOD14.005<br />choose YES for 
&quot;Publish in public 
DPL&quot;,<br />click on 
&quot;Apply Changes&quot;<br 
/>Make sure the GUI shows 
&quot;Public In Data Pool&quot; for 
the collection and shows 
&quot;MODIS Rule&quot; under 
&quot;Duplicate Detection 
Rule&quot; for the collection.<br 
/>Select AST_L1A.003<br />choose 
NO for &quot;Publish in public 
DPL&quot;,<br />click on 
&quot;Apply Changes&quot;<br 
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# Action Expected Result Notes 
/>Make sure the GUI shows NOT 
&quot;Public In Data Pool&quot; for 
the collection and shows 
&quot;ASTER Rule&quot; under 
&quot;Duplicate Detection 
Rule&quot; for the collection.<br 
/>Bounce Ingest and Dpad 

3 <i>290 S-2</i>  #comment 
4 Create a new restriction in the DsMdRestrictionFlag table with a 

RestrictionFlag value between 1 and 254. 
Insert DsMdRestrictionFlag values 
(129, &quot;Duplicate Granule 
Test&quot;, getdate()) 

 

5 <i>290 S-3</i>  #comment 
6 For each collection, ingest the following:<br />a. At least 6 granules with 

different LocalGranuleIDs that are considered different logical granules when 
using their configured duplicate granule rule. Identify these granules as 
CnA1, CnB1, CnC1, CnD1, CnE1, and CnF1, where &quot;n&quot; 
identifies the collection. For example, the first collection would be 
&quot;C1&quot;, the second collection &quot;C2&quot;, etc.<br />b. At 
least 6 granules with different LocalGranuleIDs but that are considered the 
same logical granules as the granules above when using their configured 
duplicate granule rule. These granules should have ProductionDate time 
values earlier than their corresponding granules in part a. Identify these 
granules as CnA0, CnB0, CnC0, CnD0, CnE0, and CnF0 using the same 
convention as above.<br />c. At least two granules that are considered to be 
different logical granules from the granules above when using their 
configured duplicate granule rule. Identify these granules as CnG, CnH, ... 

Ingest 6 granules for each collection, 
using the 12 PDRs in 
/sotestdata/DROP_801/DP_81_04/Crit
eria/290/290_3_A<br />These 6 
granules(for each collection) are 
labeled as: CnA1, CnB1, CnC1, 
CnD1, CnE1, and CnF1. (n represents 
1 and 2)<br />Ingest 6 granules for 
each collection using the 12 PDRs in 
/sotestdata/DROP_801/DP_81_04/Crit
eria/290/290_3_B<br />These 6 
granules(for each collection) are 
labeled as: CnA0, CnB0, CnC0, 
CnD0, CnE0, and CnF0. These 6 
granules are the duplicate granules for 
the corresponding 6 granules above. 
i.e. CnA0 is the duplicate of CnA1, 
CnB0 is the duplicate of CnB1, etc. 
because the 0 labeled granules have 
earlier ProductionDateTime.<br 
/>Make sure that the relationship is 
captured in the 
AmGranuleReplacement table:<br 
/>Rep Dup RuleNo<br />CnA1 CnA0 
6<br />CnB1 CnB0 6<br />CnC1 
CnC0 6<br />CnD1 CnD0 6<br 
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# Action Expected Result Notes 
/>CnE1 CnE0 6<br />CnF1 CnF0 
6<br />Ingest 2 granules for each 
collection using the 4 PDRs in 
/sotestdata/DROP_801/DP_81_04/Crit
eria/290/290_3_C<br />These 2 
granules(for each collection) are labed 
as CnG, CnH. and are different logical 
granules from the granules above. 

7 <i>290 S-4</i>  #comment 
8 For each collection, change the states of Granules CnA0, CnB0, CnC0, 

CnD0, and CnE0 as follows:<br />a. Granule CnA0 - Run the bulk delete 
utility to mark it as logically deleted (deleteEffectiveDate is not equal to 
NULL).<br />b. Granule CnB0 - Use SQL to mark it as hidden 
(DeleteFromArchive = &quot;H&quot;).<br />c. Granule CnC0 - Run the 
bulk delete utility to mark it as deleted from archive (DeleteFromArchive = 
&quot;Y&quot;).<br />d. Granule CnD0 - Use SQL to mark it as 
&quot;Golden&quot; (DeleteFromArchive = &quot;G&quot;).<br />e. 
Granule CnE0 - Mark it as restricted by adding an entry for the granule in the 
DsMdGranuleRestriction table with the RestrictionFlag set. Use the 
restriction flag created above. 

EcDsBulkDelete.pl -physical -
geoidfile geoidCnA0 -mode 
&lt;MODE&gt; -server 
&lt;sybaseserver&gt; -database 
&lt;dbname&gt; -user 
&lt;sybaseuser&gt; -password 
&lt;passwd&gt;<br />Update 
AmGranule<br />Set 
DeleteFromArchive=&quot;H&quot;<
br />Where GranuleId = CnB0<br 
/>EcDsBulkDelete.pl -dfa -geoidfile 
geoidCnC0 -mode &lt;MODE&gt; -
server &lt;sybaseserver&gt; -database 
&lt;dbname&gt; -user 
&lt;sybaseuser&gt; -password 
&lt;passwd&gt;<br />Update 
AmGranule<br />Set 
DeleteFromArchive=&quot;G&quot;<
br />Where GranuleId = CnD0<br 
/>Insert DsMdGranuleRestriction 
values(CnE0, 129, &quot;N&quot;, 
getdate())<br />At this point, The state 
of the 6 duplicate granules(for each 
collection) are:<br />CnA0: 
LDeleted<br />CnB0: DFA= 
&quot;H&quot;<br />CnC0: 
DFA=&quot;Y&quot;<br />CnD0: 
DFA=&quot;G&quot;<br />CnE0: 
Restricted<br />CnF0: Not LDelete, 
DFA=&quot;N&quot;, Not 
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# Action Expected Result Notes 
restricted.<br />Looks like CnF0 are 
the only ones that will be included in 
the geoid file, out of all 12 duplicate 
granules ingested in this test. 

9 <i>290 S-5</i>  #comment 
10 Set up the duplicate granule reporting utility to run on a cron with no options 

beyond those necessary to generate a duplicate granule report. 
Login as cmshared;<br />Type crontab 
-e to edit the cronjob file.<br />The 
command in the cron job is:<br 
/>EcDsAmIdentifyDuplicateGranules.
pl &lt;MODE&gt; report 

 

11 <i>290 S-6</i>  #comment 
12 After the duplicate granule reporting utility has finished, run the bulk delete 

utility, using the geoid file created by the duplicate granule reporting utility. 
EcDsBulkDelete.pl -physical -
geoidfile cronGeoid -mode 
&lt;MODE&gt; -server 
&lt;sybaseserver&gt; -database 
&lt;dbname&gt; -user 
&lt;sybaseuser&gt; -password 
&lt;passwd&gt;<br />This should 
mark CnF0 Ldeleted.<br />Continue 
to verification step V-7 

 

13 <i>290 S-7</i>  #comment 
14 Run the bulk undelete utility using the geoid file created by the duplicate 

granule reporting utility. This is to restore the granules for later tests. 
EcDsBulkUndelete.pl -physical -
geoidfile cronGeoid -mode 
&lt;MODE&gt; -server 
&lt;sybaseserver&gt; -database 
&lt;dbname&gt; -user 
&lt;sybaseuser&gt; -password 
&lt;passwd&gt;<br />This should 
restore granule CnF0 so that it's no 
longer LDeleted.<br />Continue to 
verification step V-9 

 

15 <i>290 V-1</i>  #comment 
16 Verify that log file contains a line for each duplicate pair of granules 

containing the following information:<br />a. ECS granule ID of the granule 
being kept (replacement) (Granules CnA1, CnB1, CnC1, CnD1, CnE1, 
CnF1)<br />b. ECS granule ID of the granule to be deleted (duplicate) 
(Granules CnA0, CnB0, CnC0, CnD0, CnE0, CnF0)<br />c. LocalGranuleID 
of the granule being kept, if available<br />d. LocalGranuleID of the granule 

In the log file<br />Look for: 
&quot;Reporting on: MOD14, 
5&quot;<br />And &quot;Reporting 
on: AST_L1A, 3 &quot;<br />After 
that, there will be a line like the 
following:<br 
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# Action Expected Result Notes 
being deleted, if available<br />The log file should identify the duplicate 
granules that were not written to the geoid file and the reason why they were 
not.<br />The test data ingested for this test should generate 6 
duplicate/replacement lines per test collection.<br />Additional lines will be 
present if other duplicate granules exist within the test mode. 

/>RepId,DupId,RepLGID, 
DupLGID,RepDeleteEffectiveDate,Du
pDeleteEffectiveDate,RepDFA,DupD
FA,RepIsOrderOnly,DupIsOrderOnly 
are: (Rep stands for Replacement, Dup 
stands for duplicate)<br />You should 
see a line for each pair:<br />CnA1, 
CnA0<br />CnB1, CnB0<br />CnC1, 
CnC0<br />CnD1, CnD0<br />CnE1, 
CnE0<br />CnF1, CnF0<br 
/>Together with the values of the 
corresponding flags.<br />These flag 
values help the operator to determine 
why certain duplicates are not 
included in the geoid file based on the 
following rules:<br />The geoid file 
exclude the following duplicate 
granules:<br />1. DeleteEffectiveDate 
!= NULL<br />2. DeleteFromArchive 
in (&quot;Y&quot;, 
&quot;G&quot;)<br />3. IF all it's 
replacement granules having 
DeleteEffectiveDate != NULL or 
DeleteFromArchive in 
(&quot;Y&quot;, &quot;H&quot;)<br 
/>4. DeleteFromArchive = 
&quot;H&quot; (unless using -
includeDFAH on the 
commandline)<br />5. Exists in 
DsMdGranuleRestriction table (unless 
using -includeRestricted on the 
commandline) 

17 <i>290 V-2</i>  #comment 
18 Verify that the log contains a summary at the end for each ESDT with the 

following information:<br />a. The total number of granules identified as 
duplicates not currently hidden (DeleteFromArchive = &quot;H&quot;) or 
logically deleted (deleteEffectiveDate is not NULL). (Granules CnC0, CnD0, 
CnE0, CnF0)<br />b. The total number of granules identified as duplicates 
which are currently hidden (DeleteFromArchive = &quot;H&quot;). (Granule 

In the log file, look for:<br 
/>&quot;numberOfDupgranulesNotHi
ddenLDeleted, 
NumberOfDupGranuleLDeleted, 
NumberOfDupgranulesHidden are(By 
each ESDT and all ESDTs):&quot;<br 
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# Action Expected Result Notes 
CnB0)<br />c. The total number of granules identified as duplicates which 
are currently logically deleted (deleteEffectiveDate is not NULL). (Granule 
CnA0)<br />The test data ingested for this test should generate the following 
for each test collection:<br />a. 4 duplicate granules that aren't hidden or 
marked for deletion. (Granules CnC0, CnD0, CnE0, CnF0)<br />b. 1 
duplicate granule that is hidden. (Granule CnB0)<br />c. 1 duplicate granule 
that is logically deleted. (Granule CnA0)<br />The counts will be higher if 
other duplicate granules exist within the test mode. 

/>Under it, you should see:<br 
/>ESDT(ShortName VersionId) , 
MOD14, 5: 4, 1, 1<br 
/>ESDT(ShortName VersionId) , 
AST_L1A, 3: 4, 1, 1 

19 <i>290 V-3</i>  #comment 
20 Verify that the log contains a summary at the end for the total of all ESDTs 

with the following information:<br />a. The total number of granules 
identified as duplicates not currently hidden (DeleteFromArchive = 
&quot;H&quot;) or logically deleted (deleteEffectiveDate is not NULL). 
(Granules C1C0, C1D0, C1E0, C1F0, C2C0, C2D0, C2E0, C2F0)<br />b. 
The total number of granules identified as duplicates which are currently 
hidden (DeleteFromArchive = &quot;H&quot;). (Granules C1B0, C2B0)<br 
/>c. The total number of granules identified as duplicates which are currently 
logically deleted (deleteEffectiveDate is not NULL). (Granules C1A0, C2A0) 

Following the line from above, in the 
log file,<br />We should see the 
following:<br />Total numbers for all 
the ESDTs are: 8, 2, 2 

 

21 <i>290 V-4</i>  #comment 
22 Verify that a geoid file was created in the configured location. Verify the The cronGeoid file is at:<br 

/>DUPLICATE_OUTPUT_DIR/&lt;o
utputDir&gt;/EcDsAmIdentifyDupGra
nGeoidFile_UsedByBulkDelete.&lt;ti
mestamp&gt; 

 

23 <i>290 V-5</i>  #comment 
24 Verify that the geoid file contains all of the Granule CnF0s.<br />There 

might be more granules in the geoid file if other duplicate granules exist in 
the test mode. 

Verify that the cronGeoid file contains 
C1F0<br />And C2F0. 

 

25 <i>290 V-6</i>  #comment 
26 Verify that the &quot;pre-deletion&quot; geoid file does not contain any of 

the Granule CnA0, CnA1, CnB0, CnB1, CnC0, CnC1, CnD0, CnD1, CnE0, 
CnE1, CnF1, CnG or CnHs. 

Verify that, non of the other 13 
granules(for each collection) ingested 
are present in the cronGeoid file.<br 
/>The end. 

 

27 <i>290 V-7</i>  #comment 
28 Verify that the Granule CnF0s were successfully logically deleted 

(deleteEffectiveDate is not NULL). 
After the Bulk Delete, on the 
cronGeoid file, which includes the 
CnF0 granule,<br />Select 
DeleteEffectiveDate<br />From 
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# Action Expected Result Notes 
AmGranule<br />Where GranuleId = 
CnF0<br />Should return non NULL 
value. 

29 <i>290 V-8</i>  #comment 
30 Verify that the Granule CnF0s are present in the bulk delete utility log as 

being logically deleted (deleteEffectiveDate is not NULL). 
Verify that the Bulk delete utility log 
indicates that granule CnF0 is 
logically deleted.<br />Continue to 
setup step S-7 

 

31 <i>290 V-9</i>  #comment 
32 Verify that the Granule CnF0s were successfully undeleted. Verify that the Bulk Undelete utility , 

on the cronGeoid file.<br />Select 
DeleteEffectiveDate<br />From 
AmGranule<br />Where GranuleId = 
CnF0<br />Should return NULL 
value.<br />Continue to verification 
step V-1 

 

 
 
TEST DATA: 
 
 
 

Cri
t id 

Cri
t 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requiremen
ts 

Volume 
Requiremen
ts 

Size 
Requiremen
ts 

Data Location 
Readine
ss Status 

290   

. 
 
We need: 
 
6 granules from 
each collection: 
 
CnA1, CnB1, 
CnC1, CnD1, 
CnE1, CnF1 

One collection 
using 
DuplicateGranRu
le No = 3 
(MODIS Rule) 
in the 
AmCollection 
table. 
 
One collection 

      

/sotestdata/DROP_801/DP_81_04/Criteria/290/290
_3_A 
 
/sotestdata/DROP_801/DP_81_04/Criteria/290/290
_3_B 
 
/sotestdata/DROP_801/DP_81_04/Criteria/290/290
_3_C 
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Cri
t id 

Cri
t 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requiremen
ts 

Volume 
Requiremen
ts 

Size 
Requiremen
ts 

Data Location 
Readine
ss Status 

(different logical) 
 
6 granules from 
each collection: 
 
CnA0, CnB0, 
CnC0, CnD0, 
CnE0, CnF0 (same 
logical granules as 
the corresponding 
granules above, 
with earlier 
ProductionDateTi
me) 
 
2 granules from 
each collection: 
 
CnG, CnH 
(different logical 
granules from all 
the granules above) 
 
The ESDTs used 
for this test are: 
 
MOD14.005  
 
AST_L1A.003 

using 
DuplicateGranRu
le No = 4 
(ASTER Rule) in 
the 
AmCollection 
table. 

 
EXPECTED RESULTS: 
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200 DUPLICATE GRANULE RECALCULATION - ALL COLLECTIONS - PART 2 OF 2 (ECS-ECSTC-
2611) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 
 
STEPS:   
# Action Expected Result Notes 
1 <i>300 S-1</i>  #comment 
2 [Duplicate Granule Recalculation - All Collections - Part 2 of 2] This 

criterion uses the set up from criterion 290, so this criterion should be run as 
soon after criterion 290 as possible.<br />Run the duplicate granule reporting 
utility with the following options:<br />a. Specify that all collections should 
be used for the run.<br />b. Specify the location of the output geoid file. 
Identify this geoid file as the &quot;pre-recalculation&quot; geoid file. 

Make use of all the 28 granules 
ingested in 290.<br />After criterion 
290 is finished.<br 
/>EcDsAmIdentifyDuplicateGranules.
pl &lt;MODE&gt; report -o 
&lt;outputDir&gt;<br />The output 
geoid file is at:<br 
/>DUPLICATE_OUTPUT_DIR/&lt;o
utputDir&gt;/EcDsAmIdentifyDupGra
nGeoidFile_UsedByBulkDelete.&lt;ti
mestamp&gt;<br />It should only 
contain granule CnF0, out of the 28 
granules ingested in criterion 290.<br 
/>Record it as &quot;pre-
recalculation&quot; geoid file.<br 
/>Again, we can only use this geoid 
file as a reference when it comes to the 
28 granules just ingested. We don't 
have a complete picture of all the 
collections in the 
AmGranuleReplacement table, when 
we ran criterion 290, not here either. 
Later on, when we ran recalculate, it's 
gonna be on the all the collections. So, 
we can only compare a subset of it 
with the &quot;post-
recalculation&quot; geoid file later. 

 

3 <i>300 S-2</i>  #comment 
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# Action Expected Result Notes 
4 Remove all of the replacement/duplicate granule entries for all of the 

collections from the AIM database. 
Delete AmGranuleReplacement<br 
/>Since it's assumed that there is no 
entry for the collection in the 
AmDupGranRuleChangeEvent table, 
in the later steps. It's better to empty it 
now.<br />Delete 
AmDupGranRuleChangeEvent 

 

5 <i>300 S-3</i>  #comment 
6 Run a duplicate granule recalculation on all collections specifying the 

command line option that will &quot;force&quot; a recalculation even 
though no rule changes are recorded for the collections. 

EcDsAmIdentifyDuplicateGranules.pl 
&lt;MODE&gt; recalculate -forced 

 

7 <i>300 S-4</i>  #comment 
8 Run the duplicate granule reporting utility again with the following 

options:<br />a. Specify that all collections should be used for the run.<br 
/>f. Specify the location of the output geoid file. Identify this geoid file as the 
&quot;post-recalculation&quot; geoid file. 

EcDsAmIdentifyDuplicateGranules.pl 
&lt;MODE&gt; report -o 
&lt;outputDir&gt;<br />The output 
geoid file is at:<br 
/>DUPLICATE_OUTPUT_DIR/&lt;o
utputDir&gt;/EcDsAmIdentifyDupGra
nGeoidFile_UsedByBulkDelete.&lt;ti
mestamp&gt;<br />It should only 
contain granule CnF0 again, out of the 
28 granules ingested in criterion 
290.<br />Record it as &quot;post-
recalculation&quot; geoid file. 

 

9 <i>300 V-1</i>  #comment 
10 Verify that the duplicate granule reporting utility successfully ran twice and 

generated a log file and a geoid file each time. 
Verify the reporting utility runs to 
finish without error, both times. And 
generated a log file and a geoid file 
each time. 

 

11 <i>300 V-2</i>  #comment 
12 Verify that the replacement/duplicate granule entries for all the collections 

were recreated in the AIM database. 
Verify that the 6 entries(for each 
collection) reappeared in the 
AmGranuleReplacement table, as in 
criterion 270.<br />Rep Dup 
RuleNo<br />CnA1 CnA0 6<br 
/>CnB1 CnB0 6<br />CnC1 CnC0 
6<br />CnD1 CnD0 6<br />CnE1 
CnE0 6<br />CnF1 CnF0 6<br 
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# Action Expected Result Notes 
/>There might be others too, 
depending on if there're any duplicate 
granules for those other collections. 
To verify that the recalculation did 
recalculate on all the collections, 
check the log file, look for 
&quot;Recalculating on: &quot; key 
words. 

13 <i>300 V-3</i>  #comment 
14 Verify that the &quot;post-recalculation&quot; geoid file matches the 

&quot;pre-recalculation&quot; geoid file. 
Verify that the subset of the 2 files 
match. i.e. both contain granule CnF0, 
and not the other 26 granules ingested 
in criterion 290. 

 

 
 
TEST DATA: 
 
 
 

Cri
t id 

Cri
t 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requiremen
ts 

Volume 
Requiremen
ts 

Size 
Requiremen
ts 

Data Location 
Readine
ss Status 

300   

. 
 
We need: 
 
6 granules from 
each collection: 
 
CnA1, CnB1, 
CnC1, CnD1, 
CnE1, CnF1 
(different logical) 
 
6 granules from 
each collection: 

One collection 
using 
DuplicateGranRu
le No = 3 
(MODIS Rule) 
in the 
AmCollection 
table. 
 
One collection 
using 
DuplicateGranRu
le No = 4 
(ASTER Rule) in 

      

/sotestdata/DROP_801/DP_81_04/Criteria/290/290
_3_A 
 
/sotestdata/DROP_801/DP_81_04/Criteria/290/290
_3_B 
 
/sotestdata/DROP_801/DP_81_04/Criteria/290/290
_3_C 
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Cri
t id 

Cri
t 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requiremen
ts 

Volume 
Requiremen
ts 

Size 
Requiremen
ts 

Data Location 
Readine
ss Status 

 
CnA0, CnB0, 
CnC0, CnD0, 
CnE0, CnF0 (same 
logical granules as 
the corresponding 
granules above, 
with earlier 
ProductionDateTi
me) 
 
2 granules from 
each collection: 
 
CnG, CnH 
(different logical 
granules from all 
the granules above) 
 
The ESDTs used 
for this test are: 
 
MOD14.005  
 
AST_L1A.003 

the 
AmCollection 
table. 

 
EXPECTED RESULTS: 
 

201 DUPLICATE GRANULE RECALCULATION - MULTIPLE RULE CHANGES (ECS-ECSTC-2612) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 
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STEPS:   
# Action Expected Result Notes 
1 <i>310 S-1</i>  #comment 
2 [Duplicate Granule Recalculation - Multiple Rule Changes] Configure one 

MODIS collection and one MISR collection to use rule &quot;a.&quot; 
(Identical LocalGranuleIDs) of the duplicate granule rules from requirement 
S-DPL-32022.<br />Configure the collections to publish granules upon 
ingest. 

Log into the DataPool Ingest GUI as 
an &quot;ingest admin&quot; 
operator.<br />Navigate to 
Configuration/Data Types,<br 
/>Select MOD10CM.005 and 
MIL2ASAE.002,<br />Choose 
&quot;YES&quot; for &quot;Publish 
in public DPL&quot;<br />Choose 
&quot;Identical LGIDs&quot; for 
&quot;Duplicate Detection 
Rule&quot;<br />Apply Changes.<br 
/>Bounce Ingest and DPAD 

 

3 <i>310 S-2</i>  #comment 
4 For the MODIS collection, ingest at least two granules with different 

LocalGranuleIDs and ProductionDateTimes but that are considered the same 
logical granule when using the MODIS duplicate granule rule. 

Ingest 2 granules(C1G1, C1G2, with 
C1G2 having a more recent 
ProductionDateTime) using the 2 
PDRs in 
/sotestdata/DROP_801/DP_81_04/Crit
eria/310/310_2<br />These 2 granules 
are the same logical granules under 
MODIS rule, but not under Identical 
LGIDs Rule. 

 

5 <i>310 S-3</i>  #comment 
6 For the MISR collection, ingest at least two granules with different 

LocalGranuleIDs and ProductionDateTimes, but, which are considered the 
same logical granule when using the MISR duplicate granule rule. 

Ingest 2 granules(C2G1, C2G2, with 
C2G2 having a more recent 
ProductionDateTime) using the 2 
PDRs in 
/sotestdata/DROP_801/DP_81_04/Crit
eria/310/310_3<br />These 2 granules 
are the same logical granules under 
MISR Rule, but not under Identical 
LGIDs Rule. 

 

7 <i>310 S-4</i>  #comment 
8 Configure the MODIS collection to use the MODIS duplicate granule rule 

and the MISR collection to use the MISR duplicate granule rule. 
Log into the DataPool Ingest GUI as 
an &quot;ingest admin&quot; 
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# Action Expected Result Notes 
operator.<br />Navigate to 
Configuration/Data Types,<br 
/>Select MOD10CM.005<br 
/>Choose &quot;MODIS Rule&quot; 
for &quot;Duplicate Detection 
Rule&quot;<br />Apply Changes<br 
/>Select MIL2ASAE.002,<br 
/>Choose &quot;MISR Rule&quot; 
for &quot;Duplicate Detection 
Rule&quot;<br />Apply Changes<br 
/>Now, Both colletions should appear 
in AmDupGranRuleChangeEvent 
table. 

9 <i>310 S-5</i>  #comment 
10 Run a duplicate granule recalculation without specifying any collections or 

collection groups. 
Cd 
/usr/ecs/&lt;MODE&gt;/CUSTOM/uti
lities<br />Run:<br 
/>EcDsAmIdentifyDuplicateGranules.
pl &lt;MODE&gt; recalculate<br 
/>This recalculation run recalculates 
all the collections in the 
AmDupGranRuleChangeEvent table. 

 

11 <i>310 V-1</i>  #comment 
12 Verify that for the MODIS granules replacement/duplicate granule entries are 

recorded in the AIM database along with the rule (now MODIS) used to 
detect the granule duplication. 

We should find the following in the 
AmGranuleReplacement table:<br 
/>Rep Dup RuleNo<br />C1G2 C1G1 
3 

 

13 <i>310 V-2</i>  #comment 
14 Verify that for the MISR granules replacement/duplicate granule entries are 

recorded in the AIM database along with the rule (now MISR) used to detect 
the granule duplication. 

We should find the following in the 
AmGranuleReplacement table:<br 
/>Rep Dup RuleNo<br />C2G2 C2G1 
5 

 

15 <i>310 V-3</i>  #comment 
16 Verify that duplicate granule recalculation occurred for the one MODIS 

collection and the one MISR collection. 
Verify in the log file 
EcDsAmIdentifyDuplicateGranules.lo
g.&lt;timestamp&gt;<br />Contains 
the following:<br />Recalculating on: 
MOD10CM, 5<br />Recalculating on 
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# Action Expected Result Notes 
: MIL2ASAE, 2<br />They may or 
may not be the &quot;only&quot; 
ones. Depending on what's in the 
AmDupGranRuleChangeEvent table. 

 
 
TEST DATA: 
 
 
 

Cri
t id 

Cri
t 
ccr 
no 

Test Data 
Description 

Data Type 
Requirement
s 

Metadata 
Requirement
s 

Volume 
Requirement
s 

Size 
Requirement
s 

Data Location 
Readines
s Status 

310   

. 
 
We need: 
 
2 granules: 
 
(same logical 
granules under 
MODIS Rule) 
 
2 granules: 
 
(Same logical 
granules under 
MISR Rule) 
 
The ESDTs 
used for this test 
are: 
 
MOD10CM.00
5 
 

One MODIS 
collection and 
one MISR 
collection 

      

/sotestdata/DROP_801/DP_81_04/Criteria/310/310_
2 
 
/sotestdata/DROP_801/DP_81_04/Criteria/310/310_
3 
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Cri
t id 

Cri
t 
ccr 
no 

Test Data 
Description 

Data Type 
Requirement
s 

Metadata 
Requirement
s 

Volume 
Requirement
s 

Size 
Requirement
s 

Data Location 
Readines
s Status 

MIL2ASAE.00
2 

 
EXPECTED RESULTS: 
 

202 DUPLICATE GRANULE REPORTING - DELETEFROMARCHIVE = "H" OVERRIDE (ECS-
ECSTC-2613) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 
 
STEPS:   
# Action Expected Result Notes 
1 <i>320 S-1</i>  #comment 
2 [Duplicate Granule Reporting - DeleteFromArchive = &quot;H&quot; 

Override] Identify or configure one collection to use rule &quot;b.&quot; 
(MODIS) of the duplicate granule rules from requirement S-DPL-32022.<br 
/>Configure the collection to not publish granules upon ingest. 

Log into the DataPool Ingest GUI as 
an &quot;ingest admin&quot; 
operator.<br />Navigate to 
Configuration/Data Types,<br 
/>Select MYD29.005<br />Choose 
&quot;NO&quot; for &quot;Publish 
in public DPL&quot;<br />Choose 
&quot;MODIS Rule&quot; for 
&quot;Duplicate Detection 
Rule&quot;<br />Apply Changes.<br 
/>Bounce Ingest and DPAD 

 

3 <i>320 S-2</i>  #comment 
4 Ingest at least two sets of three granules with different LocalGranuleIDs and 

ProductionDateTimes but which are considered the same logical granule 
when using the configured duplicate granule rule. Identify the sets as S1, S2, 
etc. Identify the granules as follows (where Sn identifies the granule set):<br 

Ingest 2 sets of 3 granules(SnA, SnB, 
SnC with ProductionDateTime in 
ascending order) using the 6 PDRs in 
/sotestdata/DROP_801/DP_81_04/Crit
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# Action Expected Result Notes 
/>Granule SnA - granule with the earliest ProductionDateTime<br />Granule 
SnB - granule with ProductionDateTime between Granule SnA and Granule 
SnC<br />Granule SnC - granule with the latest ProductionDateTime 

eria/320<br />S1A, S1B, S1C are the 
same logical granules.<br />S2A, 
S2B, S2C are the same logical 
granules.<br />We should see the 
following in AmGranuleReplacement 
table:<br />Rep Dup RuleNo<br 
/>S1B S1A 3<br />S1C S1B 3<br 
/>S1C S1A 3<br />S2B S2A 3<br 
/>S2C S2B 3<br />S2C S2A 3 

5 <i>320 S-3</i>  #comment 
6 For granule set S1, mark Granule S1A as hidden (DeleteFromArchive = 

&quot;H&quot;). 
Update AmGranule<br />Set 
DeleteFromArchive = 
&quot;H&quot;<br />Where 
GranuleId = S1A<br />The 
&quot;without DFA=H&quot; version 
of geoid file should not contain S1A, 
but it should contain S1B. It should 
not contain S1C because it's not a 
duplicate granule. 

 

7 <i>320 S-4</i>  #comment 
8 For granule set S2, mark Granule S2C as hidden (DeleteFromArchive = 

&quot;H&quot;). 
Update AmGranule<br />Set 
DeleteFromArchive = 
&quot;H&quot;<br />Where 
GranuleId = S2C<br />When S2C has 
DeleteFromArchive = 
&quot;H&quot;, S2B will be excluded 
from the geoid file. However, S2A 
will NOT be excluded, because it still 
has a replacement granule, S2B that's 
not logically deleted, and not 
DeleteFromArchive in 
(&quot;Y&quot;, &quot;H&quot;). 

 

9 <i>320 S-5</i>  #comment 
10 Run the duplicate granule reporting utility once with the following 

options:<br />a. Specify the MODIS collection on which to run.<br />b. 
Specify the location of the output geoid file. Identify this geoid file as 
&quot;without DFA=H&quot;. 

Cd 
/usr/ecs/&lt;MODE&gt;/CUSTOM/uti
lities<br />Run:<br 
/>EcDsAmIdentifyDuplicateGranules.
pl &lt;MODE&gt; report -c 
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# Action Expected Result Notes 
MYD29.005 -o &lt;outputdir&gt;<br 
/>Identify the geoid file as 
&quot;without DFA=H&quot; 

11 <i>320 S-6</i>  #comment 
12 Run the duplicate granule reporting utility once with the following 

options:<br />a. Specify the MODIS collection on which to run.<br />b. 
Specify the location of the output geoid file.<br />c. Specify the option to 
override the DeleteFromArchive = &quot;H&quot; exclusion for duplicate 
granules. Identify this geoid file as &quot;with DFA=H&quot;. 

Cd 
/usr/ecs/&lt;MODE&gt;/CUSTOM/uti
lities<br />Run:<br 
/>EcDsAmIdentifyDuplicateGranules.
pl &lt;MODE&gt; report -c 
MYD29.005 -o &lt;outputdir&gt; --
includeDFAH<br />Identify the geoid 
file as &quot;with DFA=H&quot; 

 

13 <i>320 V-1</i>  #comment 
14 Verify that the &quot;without DFA=H&quot; geoid file contains the S1B 

granule. 
Verify that the 
&quot;withoutDFA=H&quot; version 
of geoid file contains S1B 

 

15 <i>320 V-2</i>  #comment 
16 Verify that the &quot;without DFA=H&quot; geoid file does not contain the 

S1A or S1C granules. 
Verify that the 
&quot;withoutDFA=H&quot; version 
of geoid file does NOT contain S1A 
and S1C. 

 

17 <i>320 V-3</i>  #comment 
18 Verify that the &quot;without DFA=H&quot; geoid file contains the S2A 

granule and does not contain the S2B or S2C granules. 
Verify that the &quot;without 
DFA=H&quot; version of the geoid 
file does not contain S2B, but it does 
contain S2A 

 

19 <i>320 V-4</i>  #comment 
20 For the first run of the duplicate granule reporting utility, verify that the log 

file includes all of the duplicate granules from both sets of granules. 
Verify that in the 
EcDsAmIdentifyDuplicateGranules.lo
g.&lt;timestamp&gt;<br />All 6 pairs 
of rep/dup granules listed on step S-2 
are logged, with all the rep/dup 
granule state information.<br />This 
will help the operator to determine 
why certain granules are excluded 
from the geoid file. 

 

21 <i>320 V-5</i>  #comment 
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# Action Expected Result Notes 
22 For the second run of the duplicate granule reporting utility, verify that the 

&quot;with DFA=H&quot; geoid file contains the S1A and S1B granules. 
Verify that the &quot;with 
DFA=H&quot; version of geoid file 
contains S1A, as well as S1B. 

 

23 <i>320 V-6</i>  #comment 
24 For the second run of the duplicate granule reporting utility, verify that the 

&quot;with DFA=H&quot; geoid file does not contain the S1C granule. 
Verify that the &quot;with 
DFA=H&quot; version of geoid file 
does not contain the S1C. 

 

25 <i>320 V-7</i>  #comment 
26 For the second run of the duplicate granule reporting utility, verify that the 

&quot;with DFA=H&quot; geoid file contains the S2A granule and does not 
contain the S2B or S2C granules. 

Verify that the &quot;with 
DFA=H&quot; version of the geoid 
file does not contain S2C(because it's 
not a duplicate granule), it does not 
contain S2B(because all its 
replacement granules are logically 
deleted or DFAed), but it does contain 
S2A(because one of its replacement, 
S2B is not ldeleted and not DFAed, 

 

27 <i>320 V-8</i>  #comment 
28 For the second run of the duplicate granule reporting utility, verify that the 

log file includes all of the duplicate granules from both sets of granules. 
Verify that in the 
EcDsAmIdentifyDuplicateGranules.lo
g.&lt;timestamp&gt;<br />All 6 pairs 
of rep/dup granules listed on step S-2 
are logged, with all the rep/dup 
granule state information.<br />This 
will help the operator to determine 
why certain granules are excluded 
from the geoid file. 

 

 
 
TEST DATA: 
 
 
 

Cri
t id 

Cri
t 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirement
s 

Volume 
Requirement
s 

Size 
Requirement
s 

Data Location 
Readines
s Status 
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Cri
t id 

Cri
t 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirement
s 

Volume 
Requirement
s 

Size 
Requirement
s 

Data Location 
Readines
s Status 

320   

. 
 
We need 2 sets of 3 
granules: 
 
3 granules: 
 
(same logical 
granules under 
MODIS Rule, with 
different 
ProductionDateTim
e) 
 
3 granules: 
 
(Same logical 
granules under 
MODIS Rule, with 
different 
ProductionDateTim
e) 
 
The ESDT used for 
this test is: 
 
MYD29.005 

One MODIS 
collection with 
DuplicateGranRuleN
o = 3 in the 
AmCollection table 

      
/sotestdata/DROP_801/DP_81_04/Criteria/3
20 

  

 
EXPECTED RESULTS: 
 

203 DPL - AIM INVENTORY VALIDATION (ECS-ECSTC-2614) 

DESCRIPTION: 
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PRECONDITIONS: 
None 
 
STEPS:   
# Action Expected Result Notes 
1 <i>330 S-1</i>  #comment 
2 [DPL - AIM Inventory Validation] Identify collections which have been 

configured to use duplicate granule rules, have had duplicate granule 
recalculation run for them, and which are configured to publish granules upon 
ingest.<br />Set up at least one granule for each of the following cases 
(include granules with associated browse, PH and QA files):<br />a. Granules 
that are in the hidden Data Pool with isOrderOnly = &quot;H&quot; and have 
no more recent replacement granules that are in the public Data Pool.<br />b. 
Granules that are in the hidden Data Pool with isOrderOnly = 
&quot;H&quot; and have more recent replacement granules that are in the 
public Data Pool.<br />c. Granules that are in the public data Pool with 
isOrderOnly = NULL and have no more recent replacement granules that are 
in the public Data Pool.<br />d. Granules that are in the public Data Pool 
with isOrderOnly = NULL and have more recent replacement granules that 
are in the public Data Pool.<br />e. Granules that are in the public Data Pool 
with DeleteEffectiveDate not NULL and have no more recent replacement 
granules that are in the public Data Pool.<br />f. Granules that are in the 
public Data Pool with DeleteFromArchive = &quot;H&quot; and have no 
more recent replacement granules that are in the public Data Pool.<br />g. 
Granules that are in the public Data Pool with DeleteFromArchive = 
&quot;Y&quot; and have more recent replacement granules that are in the 
public Data Pool.<br />h. Granules that are in the public Data Pool with 
UnpublishFlag =&quot;Y&quot; in the DsMdGranuleRestriction table and 
have more recent replacement granules that are in the public Data Pool. 

Run forced recalculate on all 
collections. More than likely, there 
will be enough rows inserted into the 
AmGranuleReplacement table for us 
to manipulate for this test, otherwise, 
ingest some duplicate granules using 
the data in the data location.<br 
/>Criteron 230 contains granules with 
associated browse, PH, QA files. So 
we can choose the entries with 
ShortName = &quot;AE_RnGe&quot; 
and VersionId = 2<br />If there are 
not enough entries, pick some other 
ESDTs.<br />Note: We are relying on 
that publishing makes use of the 
entries in the AmGranuleReplacement 
table. In the following steps, you will 
see that we remove the entries in the 
AmGranuleRepalcement table before 
trying to publish the duplicate granule. 
This strategy works only when the 
replacement/duplicate is identified 
using a rule that is NOT the file name 
collision rule. This is because, at 
publishing time, a duplicate granule 
that has file name collision with a 
replacement granule in public 
datapool, will not be allowed to be 
published. So, pick the entries that 
have DuplicateGranRuleNo != 1.<br 
/>Make sure the collections are all 
configured to have 
PublishByDefaultFlag = 

 



 

571 
 

# Action Expected Result Notes 
&quot;Y&quot;<br />a. Select 
ReplacementGranId<br />From 
AmGranuleReplacement<br />Where 
ReplacementGranId not in<br 
/>(select DuplicateGranId from 
AmGranuleReplacement)<br />And 
ShortName = &lt;Shortname&gt;<br 
/>And VersionId = 
&lt;VersionId&gt;<br />Pick one;<br 
/>If the granule has IsOrderOnly = 
NULL,<br />Unpublish it. Record the 
ReplacementGranId.<br />b. Pick an 
entry in the AmGranuleReplacement 
granule. Make sure the 
ReplacementGranId is in public 
datapool and the DuplicateGranId is in 
hidden datapool, with IsOrderOnly = 
&quot;H&quot;. Record the 
DuplicateGranId.<br />c. Select 
ReplacementGranId<br />From 
AmGranuleReplacement<br />Where 
ReplacementGranId not in<br 
/>(select DuplicateGranId from 
AmGranuleReplacement)<br />And 
ShortName = &lt;Shortname&gt;<br 
/>And VersionId = 
&lt;VersionId&gt;<br />Pick one;<br 
/>Make sure it is in public datapool, 
with IsOrderOnly = NULL. Record 
the ReplacementGranId.<br />d. Pick 
a DuplicateGranId(different from any 
entries from above)<br />Select * 
from AmGranuleReplacement<br 
/>Where DuplicateGranId = 
&lt;DuplicateGranId&gt;<br />Make 
sure there is at least one replacement 
granule that has IsOrderOnly = 
NULL.<br />Delete 
AmGranuleReplacement<br />Where 
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# Action Expected Result Notes 
DuplicateGranId = 
&lt;DuplicateGranId&gt;<br 
/>Publish the DuplicateGranule;<br 
/>Run recalculate to restore the 
entries;<br />Record the 
DuplicateGranId.<br />e. Select 
ReplacementGranId<br />From 
AmGranuleReplacement<br />Where 
ReplacementGranId not in<br 
/>(select DuplicateGranId from 
AmGranuleReplacement)<br />And 
ShortName = &lt;Shortname&gt;<br 
/>And VersionId = 
&lt;VersionId&gt;<br />Pick one;<br 
/>Run bulk delete on the granule to set 
DeleteEffectiveDate != NULL, record 
the ReplacementGranId.<br />f. Select 
ReplacementGranId<br />From 
AmGranuleReplacement<br />Where 
ReplacementGranId not in<br 
/>(select DuplicateGranId from 
AmGranuleReplacement)<br />And 
ShortName = &lt;Shortname&gt;<br 
/>And VersionId = 
&lt;VersionId&gt;<br />Pick one;<br 
/>Update AmGranule<br />Set 
DeleteFromArchive = 
&quot;H&quot;<br />Where 
GranuleId = 
&lt;ReplacementGranId&gt;<br 
/>Record the ReplacementGranId.<br 
/>g. Pick a DuplicateGranId(different 
from any entries from above)<br 
/>Select * from 
AmGranuleReplacement<br />Where 
DuplicateGranId = 
&lt;DuplicateGranId&gt;<br />Make 
sure there is at least one replacement 
granule that has IsOrderOnly = 



 

573 
 

# Action Expected Result Notes 
NULL.<br />Delete 
AmGranuleReplacement<br />Where 
DuplicateGranId = 
&lt;DuplicateGranId&gt;<br 
/>Publish the DuplicateGranule;<br 
/>Run recalculate to restore the 
entries;<br />Run Bulk dfa to set 
DeleteFromArchive = 
&quot;Y&quot;<br />For the 
duplicate granules. Record the 
duplicate granule.<br />h. Pick a 
DuplicateGranId(different from any 
entries from above)<br />Select * 
from AmGranuleReplacement<br 
/>Where DuplicateGranId = 
&lt;DuplicateGranId&gt;<br />Make 
sure there is at least one replacement 
granule that has IsOrderOnly = 
NULL.<br />Delete 
AmGranuleReplacement<br />Where 
DuplicateGranId = 
&lt;DuplicateGranId&gt;<br 
/>Publish the DuplicateGranule;<br 
/>Run recalculate to restore the 
entries;<br />Insert the duplicate 
granule into DsMdGranuleRestriction 
table and set the UnpublishFlag = 
&quot;Y&quot;. Record the duplicate 
granule.<br />Double check a, b, c, d, 
e, f, g, h granules in the 
AmGranuleReplacement table, to 
make sure recalculation restore all the 
rows. 

3 <i>330 S-2</i>  #comment 
4 Use the Data Pool Ingest GUI to change the duplicate granule detection rules 

for at least two collections. 
Use the Data Pool Ingest GUI to 
change the duplicate granule detection 
rules for at least two collections. 

 

5 <i>330 S-3</i>  #comment 
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# Action Expected Result Notes 
6 Run the Data Pool Inventory Validation Tool.<br />Specify the output 

location for the validation report. 
Run the Data Pool Inventory 
Validation Tool.<br />Specify the 
output location for the validation 
report. 

 

7 <i>330 V-1</i>  #comment 
8 Verify that the non-public granules from step S-1a are logged by the utility 

and are included in the repair by publish file. 
Verify that the non-public granules 
from step S-1a are logged by the 
utility and are included in the repair by 
publish file. 

 

9 <i>330 V-2</i>  #comment 
10 Verify that the non-public duplicate granules from step S-1b and the public 

granules from step S-1c are not reported. 
Verify that the non-public duplicate 
granules from step S-1b and the public 
granules from step S-1c are not 
reported. 

 

11 <i>330 V-3</i>  #comment 
12 Verify that the public duplicate granules from steps S-1d, S-1g, and S-1h and 

the public granules from steps S-1e and S-1f are logged by the utility and are 
included in the repair by unpublish file. 

Verify that the public duplicate 
granules from steps S-1d, S-1g, and S-
1h and the public granules from steps 
S-1e and S-1f are logged by the utility 
and are included in the repair by 
unpublish file. 

 

13 <i>330 V-4</i>  #comment 
14 Verify that the collections whose duplicate granule detection rules were 

changed in step S-2 are present and correctly identified as having duplicate 
granule detection rules for which recalculation has not completed. 

Verify that the collections whose 
duplicate granule detection rules were 
changed in step S-2 are present and 
correctly identified as having duplicate 
granule detection rules for which 
recalculation has not completed, in the 
log file. 

 

 
 
TEST DATA: 
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Cri
t id 

Cri
t 
ccr 
no 

Test Data Description 
Data Type 
Requirement
s 

Metadata 
Requirement
s 

Volume 
Requirement
s 

Size 
Requirement
s 

Data Location 
Readines
s Status 

330   

At least 8 entries in the 
AmGranuleReplacemen
t table to manipulate 
with. 

        
/sotestdata/DROP_801/DP_81_04/Criteria/33
0 

  

 
EXPECTED RESULTS: 
 

204 DUPLICATE GRANULE REPORTING - RESTRICTION FLAG OVERRIDE (ECS-ECSTC-2615) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 
 
STEPS:   
# Action Expected Result Notes 
1 <i>340 S-1</i>  #comment 
2 [Duplicate Granule Reporting - Restriction Flag Override] Identify or 

configure one collection to use rule &quot;d.&quot; (MISR) of the duplicate 
granule rules from requirement S-DPL-32022.<br />Configure the collection 
to not publish granules upon ingest. 

Log into the DataPool Ingest GUI as 
an &quot;ingest admin&quot; 
operator.<br />Navigate to 
Configuration/Data Types,<br 
/>Select MB2LME.002<br />Choose 
&quot;NO&quot; for &quot;Publish 
in public DPL&quot;<br />Choose 
&quot;MISR Rule&quot; for 
&quot;Duplicate Detection 
Rule&quot;<br />Apply Changes.<br 
/>Bounce Ingest and DPAD 

 

3 <i>340 S-2</i>  #comment 
4 Create a new restriction in the DsMdRestrictionFlag table with a 

RestrictionFlag value between 1 and 254 
Insert DsMdRestrictionFlag values 
(132, &quot;Duplicate Granule 
Test&quot;, getdate()) 

 

5 <i>340 S-3</i>  #comment 
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# Action Expected Result Notes 
6 Ingest one set of three granules with different LocalGranuleIDs and 

ProductionDateTimes, but, which are considered the same logical granule 
when using the configured duplicate granule rule. Identify the granules as 
follows:<br />Granule A - granule with the earliest ProductionDateTime<br 
/>Granule B - granule with ProductionDateTime between Granule A and 
Granule C<br />Granule C - granule with the latest ProductionDateTime 

Ingest 3 granules(GA, GB, GC with 
ProductionDateTime in ascending 
order) using the 3 PDRs in 
/sotestdata/DROP_801/DP_81_04/Crit
eria/340<br />GA, GB and GC are the 
same logical granules<br />We should 
see the following in 
AmGranuleReplacement table:<br 
/>Rep Dup RuleNo<br />GB GA 5<br 
/>GC GB 5<br />GC GA 5 

 

7 <i>340 S-4</i>  #comment 
8 Mark Granule A as restricted by adding an entry for the granule in the 

DsMdGranuleRestriction table with the RestrictionFlag set. Use the 
restriction flag created above. 

Insert DsMdGranuleRestriction 
values(GA, 132, &quot;N&quot;, 
getdate()) 

 

9 <i>340 S-5</i>  #comment 
10 Run the duplicate granule reporting utility once with the following 

options:<br />c. Specify the MISR collection on which to run.<br />d. 
Specify the location of the output geoid file. Identify this geoid file as 
&quot;without restricted&quot;. 

Cd 
/usr/ecs/&lt;MODE&gt;/CUSTOM/uti
lities<br />Run:<br 
/>EcDsAmIdentifyDuplicateGranules.
pl &lt;MODE&gt; report -c 
MB2LME.002 -o 
&lt;outputdir&gt;<br />Identify the 
geoid file as &quot;without 
restricted&quot; 

 

11 <i>340 S-6</i>  #comment 
12 Run the duplicate granule reporting utility once with the following 

options:<br />d. Specify the MISR collection on which to run.<br />e. 
Specify the location of the output geoid file.<br />f. Specify the option to 
override the restricted granule exclusion for duplicate granules. Identify this 
geoid file as &quot;with restricted'. 

Cd 
/usr/ecs/&lt;MODE&gt;/CUSTOM/uti
lities<br />Run:<br 
/>EcDsAmIdentifyDuplicateGranules.
pl &lt;MODE&gt; report -c 
MB2LME.002 -o &lt;outputdir&gt; --
includeRestricted<br />Identify the 
geoid file as &quot;with 
restricted&quot; 

 

13 <i>340 V-1</i>  #comment 
14 Verify that the &quot;without restricted&quot; geoid file contains the B 

granule. 
Verify that the &quot;without 
restricted&quot; version of geoid file 
contains GB 
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# Action Expected Result Notes 
15 <i>340 V-2</i>  #comment 
16 Verify that the &quot;without restricted&quot; geoid file does not contain the 

A or C granules. 
Verify that the &quot;without 
restricted&quot; version of geoid file 
does NOT contain GA and GC. 

 

17 <i>340 V-3</i>  #comment 
18 For the first run of the duplicate granule reporting utility, verify that the log 

file includes all of the duplicate granules from the set of granules. 
Verify that in the 
EcDsAmIdentifyDuplicateGranules.lo
g.&lt;timestamp&gt;<br />All 3 pairs 
of rep/dup granules listed on step S-3 
are logged, with all the rep/dup 
granule state information.<br />This 
will help the operator to determine 
why certain granules are excluded 
from the geoid file. 

 

19 <i>340 V-4</i>  #comment 
20 Verify that the &quot;with restricted&quot; geoid file contains the A and B 

granules. 
Verify that the &quot;with 
restricted&quot; version of geoid file 
contains GA, as well as GB. 

 

21 <i>340 V-5</i>  #comment 
22 Verify that the &quot;with restricted&quot; geoid file does not contain the C 

granule. 
Verify that the &quot;with 
restricted&quot; version of geoid file 
does not contain GC. 

 

23 <i>340 V-6</i>  #comment 
24 For the second run of the duplicate granule reporting utility, verify that the 

log file includes all of the duplicate granules from the set of granules. 
Verify that in the 
EcDsAmIdentifyDuplicateGranules.lo
g.&lt;timestamp&gt;<br />All 3 pairs 
of rep/dup granules listed on step S-3 
are logged, with all the rep/dup 
granule state information.<br />This 
will help the operator to determine 
why certain granules are excluded 
from the geoid file. 
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TEST DATA: 
 
 
 

Cri
t id 

Cri
t 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirement
s 

Volume 
Requirement
s 

Size 
Requirement
s 

Data Location 
Readines
s Status 

340   

. 
 
We need : 
 
3 granules: 
 
(same logical 
granules under 
MISR Rule, with 
different 
ProductionDateTim
e) 
 
The ESDT used for 
this test is: 
 
MB2LME.002 

One MISR 
collection with 
DuplicateGranRuleN
o = 5 in the 
AmCollection table 

      
/sotestdata/DROP_801/DP_81_04/Criteria/3
40 

  

 
EXPECTED RESULTS: 
 

205 RECALCULATION AND INVENTORY VALIDATION (ECS-ECSTC-2616) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 
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STEPS:   
# Action Expected Result Notes 
1 <i>350 S-1</i>  #comment 
2 [Recalculation and Inventory Validation] Configure one collection to use rule 

&quot;b.&quot; (MODIS) of the duplicate granule rules from requirement S-
DPL-32022.<br />Configure the collection to publish granules upon ingest. 

Log into the DataPool Ingest GUI as 
an &quot;ingest admin&quot; 
operator.<br />Navigate to 
Configuration/Data Types,<br 
/>Select MOD10A1.005<br />Choose 
&quot;YES&quot; for &quot;Publish 
in public DPL&quot;<br />Choose 
&quot;MODIS Rule&quot; for 
&quot;Duplicate Detection 
Rule&quot;<br />Apply Changes.<br 
/>Set AllowPublishFlag to 
&quot;Y&quot;, so that publishing 
utility can publish a granule later.<br 
/>Update AmCollection<br />Set 
AllowPublishFlag = 
&quot;Y&quot;<br />Where 
ShortName = 
&quot;MOD10A1&quot;<br />And 
VersionId = 5<br />Bounce Ingest and 
DPAD 

 

3 <i>350 S-2</i>  #comment 
4 For the collection, ingest two granules which have different 

LocalGranuleIDs, file names, and ProductionDateTimes but are considered 
the same logical granule when using the configured duplicate granule rule. Of 
the two granules, only the granule with the most recent ProductionDateTime 
should remain in the public Data Pool. 

Ingest 2 granules(GA, GB, with 
ProductionDateTime in ascending 
order) using the 2 PDRs in 
/sotestdata/DROP_801/DP_81_04/Crit
eria/350<br />GA, GB are the same 
logical granules<br />We should see 
the following in 
AmGranuleReplacement table:<br 
/>Rep Dup RuleNo<br />GB GA 3<br 
/>Select IsOrderOnly, GranuleId<br 
/>From AmGranule<br />Where 
GranuleId in (GA, GB)<br />The 
query should return NULL for GB and 
&quot;H&quot; for GA 

 

5 <i>350 S-3</i>  #comment 
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# Action Expected Result Notes 
6 Remove the replacement/duplicate granule entries for the two granules from 

the AIM database. 
Delete AmGranuleReplacement<br 
/>Where DuplicateGranId = GA 

 

7 <i>350 S-4</i>  #comment 
8 Publish the granule from step S-2 with the least recent ProductionDateTime. Cd 

/usr/ecs/&lt;MODE&gt;/CUSTOM/uti
lities<br />Run<br 
/>EcDlPublishUtilityStart 
&lt;MODE&gt; -ecs -g GA -
publish<br />Note: Now that the 
rep/dup entry is gone in the 
AmGranuleReplacement table, the 
publishing of GA should be 
successful.<br />Select IsOrderOnly, 
GranuleId<br />From AmGranule<br 
/>Where GranuleId in (GA, GB)<br 
/>The query should return NULL for 
both GA and GB. 

 

9 <i>350 S-5</i>  #comment 
10 Run a recalculation on the collection. Cd 

/usr/ecs/&lt;MODE&gt;/CUSTOM/uti
lities<br />Run:<br 
/>EcDsAmIdentifyDuplicateGranules.
pl &lt;MODE&gt; recalculate -c 
MOD10A1.005 --forced<br />We 
should see the following in 
AmGranuleReplacement table 
again:<br />Rep Dup RuleNo<br 
/>GB GA 3 

 

11 <i>350 S-6</i>  #comment 
12 Run the Inventory Validation Tool. Cd 

/usr/ecs/&lt;MODE&gt;/CUSTOM/uti
lities<br />Run:<br 
/>EcDlInventoryValicationTool.pl 
&lt;MODE&gt; 

 

13 <i>350 V-1</i>  #comment 
14 Verify that the granules were successfully ingested. Log into ingest GUI, The 2 requests 

containing GA and GB should have 
successful status. 
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# Action Expected Result Notes 
15 <i>350 V-2</i>  #comment 
16 Verify that the granule with the most recent ProductionDateTime is 

successfully published and that the other granule remains in the hidden Data 
Pool. 

Select IsOrderOnly, GranuleId<br 
/>From AmGranule<br />Where 
GranuleId in (GA, GB)<br />The 
query should return NULL for GB and 
&quot;H&quot; for GA. 

 

17 <i>350 V-3</i>  #comment 
18 Verify that the granule publish attempt in step S-4 succeeds. Select IsOrderOnly, GranuleId<br 

/>From AmGranule<br />Where 
GranuleId in (GA, GB)<br />The 
query should return NULL for both 
GA and GB. 

 

19 <i>350 V-4</i>  #comment 
20 Verify that the recalculation runs successfully and that the granules are 

correctly identified as a replacement granule and a duplicate granule. 
We should see the following in 
AmGranuleReplacement table 
again:<br />Rep Dup RuleNo<br 
/>GB GA 3 

 

21 <i>350 V-5</i>  #comment 
22 Verify that the Inventory Validation Tool reports the duplicate granule as 

needing to be unpublished and includes the duplicate granule in the 
&quot;RepairByUnpublish&quot; file. 

Verify that the granule GA is included 
in the 
&quot;RepairByUnpublish&quot; 
output file generated by the 
InventoryValicationTool. 

 

 
 
TEST DATA: 
 
 
 

Cri
t id 

Cri
t 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirement
s 

Volume 
Requirement
s 

Size 
Requirement
s 

Data Location 
Readines
s Status 

350   
. 
 
We need : 

One MODIS 
collection with 
DuplicateGranRuleN

      
/sotestdata/DROP_801/DP_81_04/Criteria/3
50 
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Cri
t id 

Cri
t 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirement
s 

Volume 
Requirement
s 

Size 
Requirement
s 

Data Location 
Readines
s Status 

 
2 granules: 
 
(same logical 
granules under 
MISR Rule, with 
different 
ProductionDateTim
e) 
 
The ESDT used for 
this test is: 
 
MOD10A1.005 

o = 3 in the 
AmCollection table 

 
EXPECTED RESULTS: 
 

206 DUPLICATE GRANULE REPORTING DURING WORKLOAD SPECIFICATION RUN (ECS-
ECSTC-2617) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 
 
STEPS:   
# Action Expected Result Notes 
1 <i>360 S-1</i>  #comment 
2 <br />  [Duplicate Granule Reporting During Workload Specification 

Run]<br /><br />Criterion 10 must be performed in the mode where this test 
will be executed prior to running this test.<br />Perform a system workload 
specification run. While the workload specification run is executing, run the 
duplicate granule reporting utility across all collections. 

In order for the report to run across all 
the collections. We have to have 
recalculation run across all collections 
first<br />and hopefully, it will find 
rep/dup pairs for most of them, and 
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# Action Expected Result Notes 
populate the AmGranuleReplacement 
table with the pairs.<br />This is 
because report only runs against the 
entries in the AmGranuleReplacement 
table. 

3 <i>360 V-1</i>  #comment 
4 Verify that the duplicate granule reporting utility is able to run while the 

system is performing the workload specification run. 
Cd 
/usr/ecs/&lt;MODE&gt;/CUSTOM/uti
lities<br />Run:<br 
/>EcDsAmIdentifyDuplicateGranules.
pl &lt;MODE&gt; report 

 

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

360   
Workload 
specification. 

            

 
EXPECTED RESULTS: 
 

207 HTTP SERVICE PROVIDES ACCESS TO PUBLIC DATA POOL. (ECS-ECSTC-2618) 

DESCRIPTION: 
 
PRECONDITIONS: 
<list all preconditions from the Ticket or NCR here that are relevant to this Test Procedure> 
 
STEPS:   
# Action Expected Result Notes 
1 <i>10 S-1</i>  #comment 
2 Configure the Data Pool HTTP server with a logging option to log user Ensure the Apache server is  



 

584 
 

# Action Expected Result Notes 
events and errors. configured to log events and errors. 

Refer to following config file: 
httpd.conf<br />Set the parameters for 
these log files: access, agent, referer, 
PidFile, ScoreBoardFile, ftp ErrorLog. 
Ensure at least 2 granules with each of 
the following characteristics exist in 
the public data pool, ingesting them if 
necessary: (e.g. refer to doc 
dp_81_05_data_rev_2 for a list of 
available files to use. )<br />multi-file 
granules<br />granules with browse 
files<br />granules without browse 
files<br />In a public data pool 
directory containing granule files, 
create a symbolic link to a browse file 
but use a completely different name. 

3 <i>10 S-2</i>  #comment 
4 From a remote host, access the Data Pool HTTP server using a web browser. Follow the Apache log as you interact 

with the HTTP service (e.g., on 
f4eil01, tail -F 
/cots/ecs/OPS/COTS/apache-2.2.21-
ssl_test/logs/access_log).<br />Launch 
Firefox.<br />Visit the Data Pool 
HTTP service URL. In the EDF,<br 
/>DEV01: http://f4eil01/<br 
/>DEV02: http://f4ftl01/<br />(Ask 
the lab lead if neither of these 
works.)<br />Note whether a standard 
government warning appears on the 
page. 

 

5 <i>10 S-3</i>  #comment 
6 Navigate through the directory structure. List the contents of the directory. Click on links to directories.<br 

/>Note whether links to files and other 
directories become visible. 

 

7 <i>10 S-4</i>  #comment 
8 Download one or more files from the Data Pool to the remote host. The 

activities need to include directories that contain multi-file granules, granules 
In a terminal or local file browser, 
navigate to the same public data pool 
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# Action Expected Result Notes 
with browse files and granules without browse files. directory as the one in the web 

browser.<br />Using the web browser, 
download the selected files from S1 to 
a temporary directory, including the 
symbolically linked browse file. 

9 <i>10 V-1</i>  #comment 
10 Verify the following:   
11 <i>10 V-2</i>  #comment 
12 a.The Data Pool HTTP service displays a standard Government security 

warning message. 
Verify a standard government security 
warning appears on each page in the 
web browser. 

 

13 <i>10 V-3</i>  #comment 
14 b.User is initially placed in the Data Pool home Verify the page at the root URL 

displays the contents of the public data 
pool root. 

 

15 <i>10 V-4</i>  #comment 
16 c.User can navigate the directory structure and list the directory content. Verify hyperlinks to directories lead to 

pages displaying the directory 
contents. 

 

17 <i>10 V-5</i>  #comment 
18 d.For any file link in the directory, user can only see the link name and not 

the actual file associated with the link. 
Verify the hyperlink to the linked 
browse from S1 displays the link 
name, not the file referenced by the 
link. 

 

19 <i>10 V-6</i>  #comment 
20 e.User can successfully download the files. Verify that each file downloaded 

successfully.<br />Verify each 
downloaded file diffs with its source 
under /datapool. 

 

21 <i>10 V-7</i>  #comment 
22 f. The Data Pool HTTP server logs all user events and errors. Compare your list of URL accesses to 

the Apache log.<br />Verify the log 
contains at least one entry for each 
link followed, including directories 
and files. 
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TEST DATA: 
 
 
 

Crit 
id 

Crit 
ccr no 

Test Data Description 
Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

    
multi-file granules, granules with browse 
files and granules without browse files 

    

2 multi-file 
granules 
 
2 granules w/ 
browse 
 
2 granules w/o 
browse 

      

 
EXPECTED RESULTS: 
 

208 DATA POOL HTTP SERVICE DENIES ACCESS TO NONEXISTENT FILES. (ECS-ECSTC-2619) 

DESCRIPTION: 
 
PRECONDITIONS: 
<list all preconditions from the Ticket or NCR here that are relevant to this Test Procedure> 
 
STEPS:   
# Action Expected Result Notes 
1 <i>20 S-1</i>  #comment 
2 Repeat the test in Criteria ID 10, except add to the download file list one or 

more files that do not exist in the directories. 
Execute steps S1 through S4 from 
Criterion 10.<br />n S4, instead of 
clicking on hyperlinks to download 
files, copy the links, paste them into 
the location bar, and change some 
portion of the file name so that it 
corresponds to nonxistentfile (do not 
just add extensions such as .gz, .tar, 
.tar.gz, or .zip, as those should cause 
packaged files to be downloaded). 
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# Action Expected Result Notes 
3 <i>20 V-1</i>  #comment 
4 Verify the following:   
5 <i>20 V-2</i>  #comment 
6 a. Successfully downloaded the files that exist in the Data Pool. Verify that each existing file 

downloaded successfully.<br />Verify 
each downloaded file diffs with its 
source under /datapool. 

 

7 <i>20 V-3</i>  #comment 
8 b. Failed to download the requested data file(s) that do not exist in the Data 

Pool. 
Verify that attempts to download files 
with mangled names are unsuccessful. 

 

9 <i>20 V-4</i>  #comment 
10 c. An error code is returned from the Data Pool HTTP server to the browser 

indicating execution error. 
Verify that attempts to download files 
with mangled names result in HTTP 
404 errors. 

 

11 <i>20 V-5</i>  #comment 
12 d. The Data Pool HTTP server logs all file transfer events and errors. Compare your list of URL accesses to 

the Apache log.<br />Verify the log 
contains at least one entry for each 
link followed, including directories 
and filesVerify the log contains at 
least one entry for each 404 error. 

 

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

    Reuse Crit 10 data             

 
EXPECTED RESULTS: 
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209 DATA POOL HTTP SERVICE DENIES ACCESS TO NON-PUBLIC DIRECTORIES AND 
PREVENTS FILE MODIFICATION. (ECS-ECSTC-2620) 

DESCRIPTION: 
 
PRECONDITIONS: 
<list all preconditions from the Ticket or NCR here that are relevant to this Test Procedure> 
 
STEPS:   
# Action Expected Result Notes 
1 <i>30 S-1</i>  #comment 
2 Configure the Data Pool HTTP server with a logging option to log all user 

events and errors. 
Ensure the Apache server is 
configured to log events and errors. 

 

3 <i>30 S-2</i>  #comment 
4 From a remote host, connect to the Data Pool HTTP server using a browser. Follow the Apache log as you interact 

with the HTTP service (e.g., tail -F 
/cots/ecs/OPS/COTS/apache-2.2.21-
ssl_test/logs/access_log).<br />Launch 
Firefox.<br />Visit the Data Pool 
HTTP service URL. In the EDF,<br 
/>DEV01: http://f4eil01/<br 
/>DEV02: http://f4ftl01/<br />(Ask 
the lab lead neither of these works.) 

 

5 <i>30 S-3</i>  #comment 
6 Attempt to navigate to a directory that is not part of the Data Pool. In a terminal identify directories 

outside the mode's datapool 
directory.<br />Attempt to view those 
directories in the web browser by 
entering those paths into the location 
bar. 

 

7 <i>30 S-4</i>  #comment 
8 Attempt to rename, delete, or modify one or more files and directories. In a terminal, under the mode's 

datapool directory, create a new 
directory at the date level, next to 
other date directories.<br />In it, 
create two text files with different 
contents.<br />Verify both files are 
downloadable in a web 
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# Action Expected Result Notes 
browser.Attempt to rename, delete, 
and modify the files and directory, 
using curl to send PUT, POST, and 
DELETE commands to the HTTP 
server.<br />curl -X PUT -T a.txt 
http://host:port/path/b.txt<br />curl -X 
POST -T a.txt 
http://host:port/path/b.txt<br />curl -X 
DELETE http://host:port/path/a.txt<br 
/>curl -X DELETE 
http://host:port/path<br />See the curl 
man page for usage and 
http://curl.haxx.se/docs/httpscripting.h
tml for more examples. 

9 <i>30 S-5</i>  #comment 
10 Attempt to create a new directory. HTTP has no notion of creating 

directories. 
 

11 <i>30 S-6</i>  #comment 
12 Attempt to upload a file into the Data Pool. Create a text file /tmp/c.txt, or a non-

datapool directory and attempt to 
upload it, using curl.<br />curl -T 
/tmp/c.txt http://host:port/path/ 

 

13 <i>30 V-1</i>  #comment 
14 Verify the following:   
15 <i>30 V-2</i>  #comment 
16 a. User cannot navigate to a location outside of the Data Pool. Verify the attempt to navigate outside 

the data pool fails. 
 

17 <i>30 V-3</i>  #comment 
18 b. User cannot rename, delete, or modify any files in the Data Pool. Verify all attempts to rename, delete, 

or modify files or directories fail. 
 

19 <i>30 V-4</i>  #comment 
20 c. User cannot create a new directory in the Data Pool. Verify you failed to discover a way to 

create a directory via HTTP.<br 
/>HTTP has no notion of creating 
directories. 

 

21 <i>30 V-5</i>  #comment 
22 d. User cannot upload a file to the Data Pool. Verify all attempts to upload a file to  
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# Action Expected Result Notes 
the data pool failed. 

23 <i>30 V-6</i>  #comment 
24 e. The Data Pool HTTP server logs user events and errors. Compare your list of URL accesses to 

the Apache log.<br />Verify the log 
contains at least one entry for each 
link followed, including directories 
and files.<br />Verify the log contains 
at least one entry for each 4xx 
error.<br />Verify the log contains no 
5xx errors, indicating a server error. 

 

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

    Reuse Crit 10 data.             

 
EXPECTED RESULTS: 
 

210 DATA POOL HTTP SERVICE LIMITS CONCURRENT CONNECTIONS. (ECS-ECSTC-2621) 

DESCRIPTION: 
 
PRECONDITIONS: 
<list all preconditions from the Ticket or NCR here that are relevant to this Test Procedure> 
 
STEPS:   
# Action Expected Result Notes 
1 <i>40 S-1</i>  #comment 
2 Configure the Datapool HTTP server to limit the number of concurrent HTTP 

sessions to N, where N &gt; 5. 
Configure httpd.conf  

3 <i>40 S-2</i>  #comment 
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# Action Expected Result Notes 
4 Initiate (N+1) HTTP sessions from multiple remote hosts located outside the 

firewall. 
  

5 <i>40 V-1</i>  #comment 
6 Verify that the last session (i.e. the (N+1) HTTP session) is denied access to 

the Data Pool HTTP service. 
Bring up N browsers attempt access to 
Data Pool HTTP service. All sessions 
should grant access.<br />Attempt to 
bring up another browser (making 
N+1 browsers up simultaneously), and 
if necessary, attempt to navigate to a 
file. Note that no access is granted 
until at least one of the previous 
browser sessions is closed.<br 
/>Alternatively, use curl. 

 

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

                  

 
EXPECTED RESULTS: 
 

211 FILE TRANSFER MONITORING (ECS-ECSTC-2622) 

DESCRIPTION: 
 
PRECONDITIONS: 
<list all preconditions from the Ticket or NCR here that are relevant to this Test Procedure> 
 
STEPS:   
# Action Expected Result Notes 
1 <i>50 S-1</i>  #comment 
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# Action Expected Result Notes 
2 [File transfer monitoring] Configure the System Monitoring, Event Detection, 

and Response service to monitor the up or down status of the HTTP Server. 
Login Hyperic<br />Select Resources 
tab<br />Select Datapool HTTP 
Service you are testing (e.g. 
f4eil01.edn.ecs.nasa.gov) 

 

3 <i>50 S-2</i>  #comment 
4 1) Shut down the HTTP Server if it is currently running. Stop Apache Server<br 

/>Independently verify Apache server 
is stopped. 

 

5 <i>50 V-1</i>  #comment 
6 2) Verify that the GUI indicates that the HTTP Server is down. Refresh Hyperic page<br />Observe 

availability icon in Avail column for 
your HTTP server resource. The icon 
should be a red &quot;!&quot; 
(exclamation point) 

 

7 <i>50 V-2</i>  #comment 
8 3) Start the HTTP Server and verify that the GUI indicates that it is up. Start Apache Server<br 

/>Independently verify Apache server 
is started.<br />Refresh Hyperic 
page<br />Observe availability icon in 
Avail column for your HTTP server 
resource. The icon should be a green 
&quot;checkmark&quot;. 

 

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

                  

 
EXPECTED RESULTS: 
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212 EMS REPORTING OF DATA POOL ACCESSES TO SCIENCE, BROWSE, QA AND PH FILES. 
(ECS-ECSTC-2623) 

DESCRIPTION: 
 
PRECONDITIONS: 
<list all preconditions from the Ticket or NCR here that are relevant to this Test Procedure> 
 
STEPS:   
# Action Expected Result Notes 
1 <i>60 S-1</i>  #comment 
2 [EMS Reporting of Data Pool Accesses to science, browse, QA and PH 

files.]<br />1) Access the public Data Pool via HTTP and use the science, 
browse, QA,PH, and Map file links to access at least 100 files of each type. 

Ensure 100 science granules with 
associated browse, QA, PH, and MAP 
files exist in the public data pool, 
ingesting them if necessary.<br />Use 
curl to download directory listings 
from the HTTP server.<br />Use grep 
to extract file URLs from 
hyperlinks.<br />Use curl to download 
the files from the extracted URLs.<br 
/>After files are downloaded run the 
&quot;Data Pool Access Statistics 
Utility&quot; 
(EcDlRollupHttpLogs.pl) to populate 
the database with file download 
SUCCESS ftp_log entries. 

 

3 <i>60 S-2</i>  #comment 
4 2) Generate the EMS export files. On f4eil01, ensure 

.../CUSTOM/cfg/EcDbEMSdataExtra
ctor.CFG, has the following lines:<br 
/>IPADDRESS = f4eil01<br 
/>EMSEXTRACTDIR = 
/workingdata/emd/&lt;MODE&gt;/E
MS<br />DESTINATIONDIR = 
/workingdata/emd/&lt;MODE&gt;/E
MS/out<br /><br />  E,g.,CFG file 
resides in 
/usr/ecs/DEV01/CUSTOM/cfg/ on 
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# Action Expected Result Notes 
f4SPL01 for DEV01<br /><br 
/>Execute 
.../CUSTOM/utilities/EcDbEMSdataE
xtractor.pl<br 
/>(./EcDbEMSdataExtractor.pl -m 
&lt;MODE&gt; -s &lt;Start date&gt; -
e &lt;End date&gt;)<br />(e.g.) 
./EcDbEMSdataExtractor.pl -m 
DEV01 -s 08/27/2012 -e 08/28/2012 

5 <i>60 V-1</i>  #comment 
6 Verify that the access via HTTP to the science, QA and PH files are included 

in the information exported to EMS. 
Verify that the EMS output files have 
at least one row for each file 
downloaded in S1.<br />Note: QA and 
PH don't seem to be written to 
XXXX_EDF_DistFTP_DEV01DataP
ool.flt.revXX although SCIENCE, 
METADATA and BROWSE are. The 
events for QA and PH are in the 
ftp_log. The script 
EcDlRollupHttpLogs.pl writes the 
events to the database table 
_DlFtpAccessLog 

 

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit 
ccr no 

Test Data Description 
Data Type 
Requirements 

Metadata 
Requirements 

Volume Requirements 
Size 
Requirements 

Data 
Location 

Readiness 
Status 

    
100 science granules with 
associated QA, PH, and MAP 
files. 

    
100 science granules 
with auxiliary files 

      

 
EXPECTED RESULTS: 
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213 OMS ORDERS PROVIDE HTTP LINKS. (ECS-ECSTC-2624) 

DESCRIPTION: 
 
PRECONDITIONS: 
<list all preconditions from the Ticket or NCR here that are relevant to this Test Procedure> 
 
STEPS:   
# Action Expected Result Notes 
1 <i>70 S-1</i>  #comment 
2 Configure the OMS to offer packaging options for HTTP Pull. Ensure 

.../CUSTOM/cfg/EcOmOrderManager

.cfg, contains the following line:<br 
/>HTTP_PULL_OPTIONS = GZIP 
UNIX TAR ZIP<br />In OMS GUI 
&gt; OM Config &gt; Media &gt; 
FtpPull, set PullGranDplTime (days) = 
1. 

 

3 <i>70 S-2</i>  #comment 
4 Using the Data Pool web GUI, submit an order for at least three granules for 

HTTP Pull. 
In WebAccess drill down to 3 or more 
granules in a HEGable collection, such 
as AE_SI12.002.<br />Add all 
granules to the cart.<br />View the 
cart.<br />Set the Format to GeoTIFF 
(or make some other change to cause 
subsetting).<br />Select Media 
(HttpPull).<br />Fill in the form with a 
valid, reachable email address.<br 
/>Confirm the order. 

 

5 <i>70 S-3</i>  #comment 
6 Turn on performance logging. Why is performance logging needed? 

Where is it used in this criterion? 
 

7 <i>70 V-1</i>  #comment 
8 Verify the following:   
9 <i>70 V-2</i>  #comment 
10 a. A Delivery Notice (DN) is received at the designated address. Verify an OMS delivery notice arrives 

at the given email address. 
 

11 <i>70 V-3</i>  #comment 
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# Action Expected Result Notes 
12 b. The DN contents are correct and include HTTP links that can be used to 

select among the packaging options and download the result. 
Verify the email lists the granules 
ordered in S2.<br />Verify links are 
provided for each of the configured 
package types (e.g., .gz, .tar, .tar.gz, 
.Z, .tar.Z, .zip).<br />Note: only links 
for tar.Z, zip, tar.gz, tar exist in the 
DN Z and gz are mssing.<br />Verify 
the package files may be downloaded 
via the hyperlinks. 

 

13 <i>70 V-4</i>  #comment 
14 c. After expiration of the HTTP Pull retention, the HTTP Pull directory, link, 

and outputs are removed. 
After the HttpPull &gt; 
PullGranDelTiime has elapsed, verify 
the directory and its contents are 
removed from 
/datapool/&lt;MODE&gt;/user/PullDir
.<br />(If 1 day is too long to wait, ask 
a lab lead to simulate expiration.) 

 

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

                  

 
EXPECTED RESULTS: 
 

214 SECURITY - REGRESSION. (ECS-ECSTC-2625) 

DESCRIPTION: 
 
PRECONDITIONS: 
<list all preconditions from the Ticket or NCR here that are relevant to this Test Procedure> 
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STEPS:   
# Action Expected Result Notes 
1 <i>80 S-1</i>  #comment 
2 [Security - Regression.]<br />1) Attempt to access at least two of the 

temporary directories used by Data Pool Ingest via anonymous Data Pool 
HTTP access. 

Launch Firefox.<br />Visit the Data 
Pool HTTP service URL. In the 
EDF,<br />DEV01: http://f4eil01/<br 
/>DEV02: http://f4ftl01/<br />(Ask 
the lab lead of neither of these 
works.)<br />Navigate the site to find 
links to the temporary directories.<br 
/>Click on the link to each.<br />If 
links to the temporary directories do 
not appear in Firefox, identify them, 
using the terminal, and attempt to 
navigate to them by entering their 
paths in the browser's location field. 

 

3 <i>80 V-1</i>  #comment 
4 Verify that this is not possible. Verify that all attempts to view the 

temporary directory contents are 
unsuccessful.<br />Use curl -X GET 
on a file in a temp directory<br />Use 
curl -X GET on a file in a hidden 
directory.<br />Use curl -X GET on a 
file in tmp directory. 

 

5 <i>80 S-2</i>  #comment 
6 2) Attempt to traverse the hidden directories used by Data Pool ingest using 

Data Pool HTTP access. 
Identify hidden directories (such as 
.orderdata), using the terminal; Listed 
below are temporary directories, files 
and hidden directories and files:<br 
/>(E.g., 
/datapool/DEV01/user/FS2/temp, 
/datapool/DEV01/user/FS2/.orderdata, 
/datapool/tmp)<br />Attempt to 
navigate to the above hidden and temp 
directories by entering their paths in 
Firefox's location field. 

 

7 <i>80 V-2</i>  #comment 
8 Verify that this is not possible, i.e., the directory listings do not return any of 

the hidden directories nor the contents of hidden directories. 
Verify the hidden directories do not 
appear in Firefox.<br />Verify that 

 



 

598 
 

# Action Expected Result Notes 
attempts to display the hidden 
directories' contents fail. 

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

                  

 
EXPECTED RESULTS: 
 

215 DATA POOL HTTP SERVICE FAILS ECS CHECKSUM ON CORRUPT FILE DOWNLOAD. (ECS-
ECSTC-2626) 

DESCRIPTION: 
 
PRECONDITIONS: 
<list all preconditions from the Ticket or NCR here that are relevant to this Test Procedure> 
 
STEPS:   
# Action Expected Result Notes 
1 <i>100 S-1</i>  #comment 
2 Configure the HTTP server to verify checksums for 100% of the science files 

downloaded from the Data Pool. 
In httpd.conf, ensure the value of 
ChecksumPercentage is 100.<br 
/>Bounce Apache if you changed the 
file. 

 

3 <i>100 S-2</i>  #comment 
4 Locate a science file in the Data Pool for which an ECS checksum was 

computed during Data Pool insert. 
Search the database for a public 
granule with an ECS checksum. If 
necessary, publish such a granule or 
ingest one.<br />Refer to datafile 
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# Action Expected Result Notes 
spreadsheet dp_81_05_data_rev_1 
Criteria 100 for a list of data types 
shortnames.<br />Find science file 
&quot;small&quot; size granule with 
ECS checksum type. (E.g. 
ShortName='MOD29P1D' granule 
checksum type ChecksumTypeId=1, 
granule ChecksumType=ECS)<br 
/>Find science file &quot;large&quot; 
size:graule with ECS checksum type( 
E.g., ShortName=' MIL3QAEN')<br 
/>Locate the granule's science file in 
the public data pool. 

5 <i>100 S-3</i>  #comment 
6 Simulate undetected corruption of the science file in the Data Pool by 

manually changing its ECS checksum value in the Data Pool database. 
Modify the file’s checksum in the 
database for “small” and “large” 
granules.<br /><br />First verify the 
file correctly downloads before 
checksum change.(E.g. diff 
/datapool/DEV01/user/FS1/MSRT/MI
L3QAEN.004/2008.12.01/MISR_AM
1_CGAS_0_5_DEG_WIN_2009_F08
_0031.nc 
~/MISR_AM1_CGAS_0_5_DEG_WI
N_2009_F08_0031.nc ) 

 

7 <i>100 S-4</i>  #comment 
8 Download the science file via a browser using HTTP protocol. Attempt to download the granule’s 

science file from the Data Pool HTTP 
Service, using Firefox or curl.<br 
/>Navigate to “small” file (E.g. 
FS2/MOST/MOD29P1D.005/2012.06.
01 )<br />Navigate to “large” file 
(E.g.,   
http://f4eil01/FS1/MSRT/MIL3QAEN
.004/2008.12.01/ )<br />Check that no 
files were  downloaded 

 

9 <i>100 V-1</i>  #comment 
10 Verify that:   
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# Action Expected Result Notes 
11 <i>100 V-2</i>  #comment 
12 a) An error code is returned to the browser. [Exact error code is TBD by 

design] 
Verify the download attempt results in 
an HTTP 5xx error, “small” and 
“large” files(E.g., 511 Checksum 
Error reported in browser tab) 

 

13 <i>100 V-3</i>  #comment 
14 (b) An error message is logged in the HTTP server log indicating that the 

checksum for the file failed verification. 
Verify the Data Pool HTTP Service’s 
Apache log has an entry describing the 
checksum verification failure.<br />In 
access_log for “small” file (E.g.<br 
/>GET 
/FS2/MOST/MOD29P1D.005/2012.06
.01/MOD29P1D.A2012153.h03v08.00
5.2012154081701.hdf 
HTTP/1.1&quot; 508 267   )<br />In 
access_log for  “large” file: (E.g.<br 
/>GET 
/FS1/MSRT/MIL3QAEN.004/2008.12
.01/MISR_AM1_CGAS_0_5_DEG_
WIN_2009_F08_0031.nc 
HTTP/1.1&quot; 508 267  ) 

 

15 <i>Cleanup</i>  #comment 
16 Restore the file’s checksum in the database for “small” and “large” files.<br 

/>Attempt download for “small” and “large” files. 
Verify successful download of “small” 
and “large” files.<br /><br />(E.g.,<br 
/>diff 
~/MOD29P1D.A2012153.h03v08.005
.2012154081701.hdf 
/datapool/DEV01/user/FS2/MOST/M
OD29P1D.005/2012.06.01/MOD29P1
D.A2012153.h03v08.005.2012154081
701.hdf ) 

 

 
 
TEST DATA: 
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Crit 
id 

Crit 
ccr no 

Test Data 
Description 

Data Type Requirements 
Metadata 
Requirements 

Volume 
Requirements 

Size Requirements 
Data 
Location 

Readiness 
Status 

    
Granules with ECS 
checksums. 

Each granule must have a 
checksum of type ECS. 

  
One or more 
granules. 

“small” data file 
(~76 KB) 
 
“large” datafile 
(~1.3 GB) 

    

 
EXPECTED RESULTS: 
 

216 DATA POOL HTTP SERVICE FAILS OTHER CHECKSUMS ON CORRUPT FILE DOWNLOAD. 
(ECS-ECSTC-2627) 

DESCRIPTION: 
 
PRECONDITIONS: 
<list all preconditions from the Ticket or NCR here that are relevant to this Test Procedure> 
 
STEPS:   
# Action Expected Result Notes 
1 <i>110 S-1</i>  #comment 
2 Repeat criteria 100, using each of the remaining supported checksum types 

(e.g., UNIX, MD5). 
In the DPL Ingest GUI &gt; 
Configuration &gt; ECS Services, 
note the configured checksum types. 

 

3 <i>110 S-2</i>  #comment 
4  For each checksum type except ECS, 

identify, publish, or ingest at least one 
granule with a checksum.<br />Test 
cases addressed:<br />CKSUM, 
&quot;small&quot; file (E.g. 
MOD29P1D.A2012153.h03v09.005.2
012154081734.hdf, 74095 B)<br 
/>CKSUM, &quot;large&quot; file 
(E.g: 
MISR_AM1_CGAS_0_5_DEG_SPR_
2009_F08_0031.nc, 1392699764 B 
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# Action Expected Result Notes 
)<br />MD5, &quot;small&quot; file 
(E.g. 
MOD29P1D.A2012153.h03v10.005.2
012154081709.hdf, 111956 B)<br 
/>MD5, &quot;large&quot; file (E.g. 
MISR_AM1_CGAS_0_5_DEG_SUM
_2009_F08_0031.nc, 1392697348 B ) 

5 <i>110 S-3</i>  #comment 
6  Modify each file's checksum in the 

database. 
 

7 <i>110 S-4</i>  #comment 
8  Locate the granules' science files in 

the mode's /datapool directory.<br 
/>CKSUM, &quot;small&quot; file 
(E.g 
/datapool/DEV01/user/FS2/MOST/M
OD29P1D.005/2012.06.01/MOD29P1
D.A2012153.h03v09.005.2012154081
734.hdf )<br />CKSUM, 
&quot;large&quot; file (E.g. 
/datapool/DEV01/user/FS1/MSRT/MI
L3QAEN.004/2009.03.01/ 
MISR_AM1_CGAS_0_5_DEG_SPR_
2009_F08_0031.nc )<br />MD5, 
&quot;small&quot; file (E.g. 
/datapool/DEV01/user/FS2/ 
MOST/MOD29P1D.005/2012.06.01/
MOD29P1D.A2012153.h03v10.005.2
012154081709.hdf )<br />MD5, 
&quot;large&quot; file (E.g.: 
/datapool/DEV01/user/FS1/ 
MSRT/MIL3QAEN.004/2009.06.01/
MISR_AM1_CGAS_0_5_DEG_SUM
_2009_F08_0031.nc ) 

 

9 <i>110 S-5</i>  #comment 
10  Attempt to download each file.<br 

/>Attempt to download each file 
before checksum is changed in DB<br 
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# Action Expected Result Notes 
/>Attempt to download file after 
checksum is changed in DB<br 
/>Attempt to download file after 
checksum is restored in DB 

11 <i>110 V-1</i>  #comment 
12  Verify the attempts fail.<br />For each 

of the following cases: CKSUM, 
&quot;small&quot; file, CKSUM, 
&quot;large&quot; file, MD5, 
&quot;small&quot; file, MD5, 
&quot;large&quot; file:<br />Attempt 
to download:<br />Verify successful 
download<br />Alter checksum in 
DB:<br />Attempt to download 
file<br />Observe the following:<br 
/>Checksum error reported in browser 
(511) in body.<br />GET 508 error 
reported in access_log file.<br 
/>Verify no file is downloaded: ( 
Observe &quot;downloads&quot; 
window and download directory)<br 
/>Attempt to download above file 
after checksum restored in DB.<br 
/>Verify successful download 

 

13 <i>110 V-2</i>  #comment 
14  Verify the Data Pool HTTP Service 

Apache log contains an entry for each 
checksum failure. 

 

15 <i>110 V-3</i>  #comment 
16  Restore the files' checksums in the 

database. 
 

 
 
TEST DATA: 
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Crit 
id 

Crit 
ccr 
no 

Test Data Description Data Type Requirements 
Metadata 
Requirements 

Volume Requirements 
Size 
Requirements 

Data 
Location 

Readiness 
Status 

    

Granules with non-ECS 
checksums. Tests are for 
checksums CKSUM and 
MD5 

Each granule must have a 
checksum with type other than 
ECS. All supported non-ECS 
checksum types must be 
represented. 

  
At least as many 
granules as checksum 
types other than ECS. 

“small” data file 
(~76 KB) 
 
“large” datafile 
(~1.3 GB) 

    

 
EXPECTED RESULTS: 
 

217 DATA POOL HTTP SERVICE FAILS CHECKSUMS ON CORRUPT FILE DOWNLOAD WHEN 
USING COMPRESSION. (ECS-ECSTC-2628) 

DESCRIPTION: 
 
PRECONDITIONS: 
<list all preconditions from the Ticket or NCR here that are relevant to this Test Procedure> 
 
STEPS:   
# Action Expected Result Notes 
1 <i>120 S-1</i>  #comment 
2 <i>Document Reference: S-OMS-XX040</i>  #comment 
3 Repeat criterion 100 and 110 but download the file using each of the required 

compression methods. 
For each of the checksum types 
supported by Ingest, ensure at least 
one public granule exists with a 
corrupted checksum (or reuse the 
granules from criteria 100 and 
110).<br />Test cases addressed:<br 
/>ECS, &quot;small&quot; file 
(E.g.MOD29P1D.A2012153.h03v08.0
05.2012154081701.hdf)<br />ECS, 
&quot;large&quot; file (E.g. 
MISR_AM1_CGAS_0_5_DEG_WIN
_2009_F08_0031.nc)<br />CKSUM, 
&quot;small&quot; file: (E.g. 
MOD29P1D.A2012153.h03v09.005.2
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# Action Expected Result Notes 
012154081734.hdf, 74095 B )<br 
/>CKSUM, &quot;large&quot; file : 
(E.g. 
MISR_AM1_CGAS_0_5_DEG_SPR_
2009_F08_0031.nc, 1392699764 B 
)<br />MD5, &quot;small&quot; file: 
(E.g. 
MOD29P1D.A2012153.h03v10.005.2
012154081709.hdf, 111956 B )<br 
/>MD5, &quot;large&quot; file: (E.g. 
MISR_AM1_CGAS_0_5_DEG_SUM
_2009_F08_0031.nc, 1392697348 B 
)<br />Identify their science files in 
the mode's public data pool 
directory.<br />ECS, 
&quot;small&quot; file (E.g. 
/datapool/DEV01/user/FS2/MOST/M
OD29P1D.005/2012.06.01/MOD29P1
D.A2012153.h03v08.005.2012154081
701.hdf )<br />ECS, 
&quot;large&quot; (E.g. 
file/datapool/DEV01/user/FS1/MSRT/
MIL3QAEN.004/2008.12.01/MISR_A
M1_CGAS_0_5_DEG_WIN_2009_F
08_0031.nc )<br />CKSUM, 
&quot;small&quot; file: (E.g 
/datapool/DEV01/user/FS2/MOST/M
OD29P1D.005/2012.06.01/MOD29P1
D.A2012153.h03v09.005.2012154081
734.hdf )<br />CKSUM, 
&quot;large&quot; file : (E.g 
/datapool/DEV01/user/FS1/MSRT/MI
L3QAEN.004/2009.03.01/ 
MISR_AM1_CGAS_0_5_DEG_SPR_
2009_F08_0031.nc )<br />MD5, 
&quot;small&quot; file: (E.g. 
/datapool/DEV01/user/FS2/ 
MOST/MOD29P1D.005/2012.06.01/
MOD29P1D.A2012153.h03v10.005.2
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# Action Expected Result Notes 
012154081709.hdf )<br />MD5, 
&quot;large&quot; file: (E.g 
/datapool/DEV01/user/FS1/ 
MSRT/MIL3QAEN.004/2009.06.01/
MISR_AM1_CGAS_0_5_DEG_SUM
_2009_F08_0031.nc ) 

4 <i>120 S-2</i>  #comment 
5  For each science file, for each of the 

extensions .gz, .Z,.tar, .tar.gz, .tar.Z, 
.zip, attempt to download the file with 
the extension appended to the 
filename in the URL. E.g.,<br 
/>http://&lt;host&gt;/&lt;path&gt;/scie
nce.file.hdf.gzhttp://&lt;host&gt;/&lt;
path&gt;/science.file.hdf.Z<br 
/>http://&lt;host&gt;/&lt;path&gt;/scie
nce.file.hdf.tar<br 
/>http://&lt;host&gt;/&lt;path&gt;/scie
nce.file.hdf.tar.gz<br 
/>http://&lt;host&gt;/&lt;path&gt;/scie
nce.file.hdf.tar.Z<br 
/>http://&lt;host&gt;/&lt;path&gt;/scie
nce.file.hdf.zip 

 

6 <i>120 V-1</i>  #comment 
7 Verify that:   
8 <i>120 V-2</i>  #comment 
9 a) An error code is returned to the browser. Verify each download attempt results 

in an HTTP 5xx error.<br />For all 
extensions and each of the following 
cases: ECS &quot;small&quot; file, 
ECS &quot;large&quot; file 
,CKSUM, &quot;small&quot; file, 
CKSUM, &quot;large&quot; file, 
MD5, &quot;small&quot; file, MD5, 
&quot;large&quot; file:<br />Attempt 
to download:<br />Verify successful 
download (Status 200)<br />Alter 
checksum in DB:<br />Attempt to 
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# Action Expected Result Notes 
download file<br />Observe the 
following:<br />Checksum error 
reported in browser (511) in body.<br 
/>GET 508 error reported in 
access_log file.<br />Verify no file is 
downloaded: ( Observe 
&quot;downloads&quot; window and 
download directory)<br />Attempt to 
download above file after checksum 
restored in DB.<br />Verify successful 
download (Status 200) 

10 <i>120 V-3</i>  #comment 
11 b) An error message is logged in the HTTP server log indicating that the 

checksum for the file could not be verified and the file was not distributed. 
Verify the Data Pool HTTP Service 
Apache log contains at least one entry 
per download attempt, describing the 
failed checksum verification. 

 

12 <i>120 V-4</i>  #comment 
13 c) This section addresses downloading compressed directories (i.e. multi-file 

downloads) 
E.g. to tar a directory: from the 
browser navigate to a directory, then 
append tar to the directory name as 
follows: 
http://f4eil01/FS1/MSRT/MIL3QAEN
.004/2008.12.01.tar<br />Note: this is 
the only test that include the following 
for packages:<br />Z and gz . Z and gz 
work for files, but the 
&quot;Forbidden&quot; error is 
thrown for directories (packages of 
multiple files) 

 

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 
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Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

    
Reuse Crit 100 
data. 

            

 
EXPECTED RESULTS: 
 

218 DATA POOL HTTP SERVICE VERIFIES ECS CHECKSUM ON DOWNLOAD. (ECS-ECSTC-2629) 

DESCRIPTION: 
 
PRECONDITIONS: 
<list all preconditions from the Ticket or NCR here that are relevant to this Test Procedure> 
 
STEPS:   
# Action Expected Result Notes 
1 <i>140 S-1</i>  #comment 
2 Repeat criterion 100 using a different science file with an ECS checksum but 

do not simulate its undetected corruption. 
Ensure a public granule exists with a 
valid ECS checksum.<br />Locate its 
science file in the public data pool. 

 

3 <i>140 S-2</i>  #comment 
4 Download the science file via HTTP. Download the science file, using 

Firefox or curl.<br />Navigate to 
&quot;small&quot; file (E.g 
FS2/MOST/ 
MOD29P1D.005/2012.06.01/ 
MOD29P1D.A2012153.h03v08.005.2
012154081701.hdf )<br />Navigate to 
&quot;large&quot; file (E.g. 
http://f4eil01/FS1/MSRT/MIL3QAEN
.004/2008.12.01/MISR_AM1_CGAS_
0_5_DEG_WIN_2009_F08_0031.nc) 

 

5 <i>140 V-1</i>  #comment 
6 Verify that the download completes successfully as follows:   
7 <i>140 V-2</i>  #comment 
8 a) The HTTP daemon log contains a message indicating that the checksums Verify the Data Pool HTTP Service  
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# Action Expected Result Notes 
for the file were successfully verified. Apache log contains at least one entry 

describing the successful checksum 
verification. For example:<br />[Tue 
Jul 31 17:06:40 2012] [notice] [client 
172.28.128.216] Checksum: ECS 
checksum passed for file 
'/datapool/DEV01/user/FS2/MOST/M
OD29P1D.005/2012.06.01/MOD29P1
D.A2012153.h03v08.005.2012154081
701.hdf'. Original checksum -
398546422098500729, computed 
checksum -398546422098500729<br 
/>For example, &quot;small&quot; 
file Apache log contents (ftp_log):<br 
/>[Wed Aug 08 12:50:17 2012] 
[notice] [client 172.28.131.101] 
Checksum: Checksum complete for 
/datapool/DEV01/user/FS2/MOST/M
OD29P1D.005/2012.06.01/MOD29P1
D.A2012153.h03v08.005.2012154081
701.hdf: -398546422098500729, 
referer: 
http://f4eil01/FS2/MOST/MOD29P1D
.005/2012.06.01/<br />[Wed Aug 08 
12:50:17 2012] [notice] [client 
172.28.131.101] Checksum: ECS 
checksum passed for file 
'/datapool/DEV01/user/FS2/MOST/M
OD29P1D.005/2012.06.01/MOD29P1
D.A2012153.h03v08.005.2012154081
701.hdf'. Original checksum -
398546422098500729, computed 
checksum -398546422098500729, 
referer: 
http://f4eil01/FS2/MOST/MOD29P1D
.005/2012.06.01/<br />For example, 
&quot;large&quot; file Apache log 
contents (ftp_log):<br />[Wed Aug 08 
12:58:44 2012] [notice] [client 
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# Action Expected Result Notes 
172.28.131.101] Checksum: 
Checksum complete for 
/datapool/DEV01/user/FS1/MSRT/MI
L3QAEN.004/2008.12.01/MISR_AM
1_CGAS_0_5_DEG_WIN_2009_F08
_0031.nc: 5702934653815626153, 
referer: 
http://f4eil01.edn.ecs.nasa.gov/FS1/M
SRT/MIL3QAEN.004/2008.12.01/<br 
/>[Wed Aug 08 12:58:44 2012] 
[notice] [client 172.28.131.101] 
Checksum: ECS checksum passed for 
file 
'/datapool/DEV01/user/FS1/MSRT/MI
L3QAEN.004/2008.12.01/MISR_AM
1_CGAS_0_5_DEG_WIN_2009_F08
_0031.nc'. Original checksum 
5702934653815626153, computed 
checksum 5702934653815626153, 
referer: 
http://f4eil01.edn.ecs.nasa.gov/FS1/M
SRT/MIL3QAEN.004/2008.12.01/ 

9 <i>140 V-3</i>  #comment 
10 b) The science file is available at the download destination. Verify the file was actually 

downloaded.<br />Download window 
indicates file was downloaded.<br 
/>Verify the file contents match its 
source from the mode's public data 
pool directory, using diff.<br />For 
example, &quot;small&quot; files,<br 
/>diff 
$HOME/MOD29P1D.A2012153.h03v
08.005.2012154081701.hdf 
/datapool/DEV01/user/FS2/MOST/M
OD29P1D.005/2012.06.01/MOD29P1
D.A2012153.h03v08.005.2012154081
701.hdf<br />successful<br />For 
example, &quot;large&quot; files:<br 
/>diff 
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# Action Expected Result Notes 
$HOME/MISR_AM1_CGAS_0_5_D
EG_WIN_2009_F08_0031.nc 
/datapool/DEV01/user/FS1/MSRT/MI
L3QAEN.004/2008.12.01/MISR_AM
1_CGAS_0_5_DEG_WIN_2009_F08
_0031.nc<br />successful 

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size Requirements 
Data 
Location 

Readiness 
Status 

    
Reuse Crit 100 
data. 

      

“small” data file (~76 
KB) 
 
“large” datafile (~1.3 
GB) 

    

 
EXPECTED RESULTS: 
 

219 DATA POOL HTTP SERVICE VERIFIES OTHER CHECKSUMS ON DOWNLOAD. (ECS-ECSTC-
2630) 

DESCRIPTION: 
 
PRECONDITIONS: 
<list all preconditions from the Ticket or NCR here that are relevant to this Test Procedure> 
 
STEPS:   
# Action Expected Result Notes 
1 <i>150 S-1</i>  #comment 
2 Repeat criteria 140, using each of the remaining supported checksum types 

(e.g., UNIX, MD5). 
For each of the checksum types 
supported by Ingest, except ECS, 
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# Action Expected Result Notes 
ensure granules with valid checksums 
exist in the public data pool. 

3 <i>150 S-2</i>  #comment 
4  Locate their science files in the mode's 

public data pool directory.<br 
/>CKSUM, &quot;small&quot; file 
(E.g 
/datapool/DEV01/user/FS2/MOST/M
OD29P1D.005/2012.06.01/MOD29P1
D.A2012153.h03v09.005.2012154081
734.hdf )<br />CKSUM, 
&quot;large&quot; file (E.g 
/datapool/DEV01/user/FS1/MSRT/MI
L3QAEN.004/2009.03.01/ 
MISR_AM1_CGAS_0_5_DEG_SPR_
2009_F08_0031.nc )<br />MD5, 
&quot;small&quot; file (E.g 
/datapool/DEV01/user/FS2/ 
MOST/MOD29P1D.005/2012.06.01/
MOD29P1D.A2012153.h03v10.005.2
012154081709.hdf )<br />MD5, 
&quot;large&quot; file (E.g 
/datapool/DEV01/user/FS1/ 
MSRT/MIL3QAEN.004/2009.06.01/
MISR_AM1_CGAS_0_5_DEG_SUM
_2009_F08_0031.nc) 

 

5 <i>150 S-3</i>  #comment 
6  Download each file, using Firefox or 

curl.<br />Navigate to CKSUM 
&quot;small&quot; file (E.g. 
/datapool/DEV01/user/FS2/MOST/M
OD29P1D.005/2012.06.01/MOD29P1
D.A2012153.h03v09.005.2012154081
734.hdf )<br />Navigate to CKSUM 
&quot;large&quot; file (E.g 
/datapool/DEV01/user/FS1/MSRT/MI
L3QAEN.004/2009.03.01/ 
MISR_AM1_CGAS_0_5_DEG_SPR_
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# Action Expected Result Notes 
2009_F08_0031.nc )<br />Navigate to 
MD5 &quot;small&quot; file (E.g. 
/datapool/DEV01/user/FS2/ 
MOST/MOD29P1D.005/2012.06.01/ 
MOD29P1D.A2012153.h03v10.005.2
012154081709.hdf )<br />Navigate to 
MD5 &quot;large&quot; file (E.g 
/datapool/DEV01/user/FS1/ 
MSRT/MIL3QAEN.004/2009.06.01/
MISR_AM1_CGAS_0_5_DEG_SUM
_2009_F08_0031.nc ) 

7 <i>150 S-4</i>  #comment 
8  Verify the Data Pool HTTP Service 

Apache log contains at least one entry 
describing the successful checksum 
verification of each downloaded 
file.<br />For example, CKSUM 
&quot;small&quot; file Apache log 
contents (ftp_log):<br />[Wed Aug 08 
13:18:22 2012] [notice] [client 
172.28.131.101] Checksum: 
Checksum complete for 
/datapool/DEV01/user/FS2/MOST/M
OD29P1D.005/2012.06.01/MOD29P1
D.A2012153.h03v09.005.2012154081
734.hdf: 3824497873, referer: 
http://f4eil01.edn.ecs.nasa.gov/FS2/M
OST/MOD29P1D.005/2012.06.01/<br 
/>[Wed Aug 08 13:18:22 2012] 
[notice] [client 172.28.131.101] 
Checksum: CKSUM checksum passed 
for file 
'/datapool/DEV01/user/FS2/MOST/M
OD29P1D.005/2012.06.01/MOD29P1
D.A2012153.h03v09.005.2012154081
734.hdf'. Original checksum 
3824497873, computed checksum 
3824497873, referer: 
http://f4eil01.edn.ecs.nasa.gov/FS2/M
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# Action Expected Result Notes 
OST/MOD29P1D.005/2012.06.01/<br 
/>For example. CKSUM 
&quot;large&quot; file Apache log 
contents (ftp_log):<br />[Wed Aug 08 
13:26:02 2012] [notice] [client 
172.28.131.101] Checksum: 
Checksum complete for 
/datapool/DEV01/user/FS1/MSRT/MI
L3QAEN.004/2009.03.01/MISR_AM
1_CGAS_0_5_DEG_SPR_2009_F08_
0031.nc: 1131895875, referer: 
http://f4eil01.edn.ecs.nasa.gov/FS1/M
SRT/MIL3QAEN.004/2009.03.01/<br 
/>[Wed Aug 08 13:26:02 2012] 
[notice] [client 172.28.131.101] 
Checksum: CKSUM checksum passed 
for file 
'/datapool/DEV01/user/FS1/MSRT/MI
L3QAEN.004/2009.03.01/MISR_AM
1_CGAS_0_5_DEG_SPR_2009_F08_
0031.nc'. Original checksum 
1131895875, computed checksum 
1131895875, referer: 
http://f4eil01.edn.ecs.nasa.gov/FS1/M
SRT/MIL3QAEN.004/2009.03.01/<br 
/>For example, MD5 
&quot;small&quot; file Apache log 
contents (ftp_log):<br />[Wed Aug 08 
13:39:40 2012] [notice] [client 
172.28.131.101] Checksum: 
Checksum complete for 
/datapool/DEV01/user/FS2/MOST/M
OD29P1D.005/2012.06.01/MOD29P1
D.A2012153.h03v10.005.2012154081
709.hdf: 
6fbc0bb8e8ea7bf4fb0d9bff72eb33b4, 
referer: 
http://f4eil01.edn.ecs.nasa.gov/FS2/M
OST/MOD29P1D.005/2012.06.01/<br 
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# Action Expected Result Notes 
/>[Wed Aug 08 13:39:40 2012] 
[notice] [client 172.28.131.101] 
Checksum: MD5 checksum passed for 
file 
'/datapool/DEV01/user/FS2/MOST/M
OD29P1D.005/2012.06.01/MOD29P1
D.A2012153.h03v10.005.2012154081
709.hdf'. Original checksum 
6fbc0bb8e8ea7bf4fb0d9bff72eb33b4, 
computed checksum 
6fbc0bb8e8ea7bf4fb0d9bff72eb33b4, 
referer: 
http://f4eil01.edn.ecs.nasa.gov/FS2/M
OST/MOD29P1D.005/2012.06.01/<br 
/>For example, MD5 
:&quot;large&quot; file Apache log 
contents (ftp_log):<br />[Wed Aug 08 
13:50:50 2012] [notice] [client 
172.28.131.101] Checksum: 
Checksum complete for 
/datapool/DEV01/user/FS1/MSRT/MI
L3QAEN.004/2009.06.01/MISR_AM
1_CGAS_0_5_DEG_SUM_2009_F08
_0031.nc: 
9c2d715ce2caff88de8327b724b8a8a7, 
referer: 
http://f4eil01.edn.ecs.nasa.gov/FS1/M
SRT/MIL3QAEN.004/2009.06.01/<br 
/>[Wed Aug 08 13:50:50 2012] 
[notice] [client 172.28.131.101] 
Checksum: MD5 checksum passed for 
file 
'/datapool/DEV01/user/FS1/MSRT/MI
L3QAEN.004/2009.06.01/MISR_AM
1_CGAS_0_5_DEG_SUM_2009_F08
_0031.nc'. Original checksum 
9c2d715ce2caff88de8327b724b8a8a7, 
computed checksum 
9c2d715ce2caff88de8327b724b8a8a7, 
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# Action Expected Result Notes 
referer: 
http://f4eil01.edn.ecs.nasa.gov/FS1/M
SRT/MIL3QAEN.004/2009.06.01/ 

9 <i>V-1</i>  #comment 
10  Verify each file was actually 

downloaded.<br />Download window 
indicates file was downloaded.Verify 
each file contents match its source 
from the mode's public data pool 
directory, using diff.<br />CKSUM 
&quot;small&quot; file (For 
example:<br />diff 
$HOME/MOD29P1D.A2012153.h03v
09.005.2012154081734.hdf 
/datapool/DEV01/user/FS2/MOST/M
OD29P1D.005/2012.06.01/MOD29P1
D.A2012153.h03v09.005.2012154081
734.hdf)<br />CKSUM 
&quot;large&quot; file (For 
example:<br />diff 
$HOME/MISR_AM1_CGAS_0_5_D
EG_SPR_2009_F08_0031.nc 
/datapool/DEV01/user/FS1/MSRT/MI
L3QAEN.004/2009.03.01/MISR_AM
1_CGAS_0_5_DEG_SPR_2009_F08_
0031.nc)<br />MD5 
&quot;small&quot; file (For 
example:<br />diff 
$HOME/MOD29P1D.A2012153.h03v
10.005.2012154081709.hdf 
/datapool/DEV01/user/FS2/MOST/M
OD29P1D.005/2012.06.01/MOD29P1
D.A2012153.h03v10.005.2012154081
709.hdf )<br />MD5 
&quot;large&quot; file (Fpr 
example:<br />diff 
$HOME/MISR_AM1_CGAS_0_5_D
EG_SUM_2009_F08_0031.nc 
/datapool/DEV01/user/FS1/MSRT/MI

 



 

617 
 

# Action Expected Result Notes 
L3QAEN.004/2009.06.01/MISR_AM
1_CGAS_0_5_DEG_SUM_2009_F08
_0031.) 

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit 
ccr no 

Test Data Description 
Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size Requirements 
Data 
Location 

Readiness 
Status 

    
Reuse Crit 100 data. Checksums 
tested: CKSUM, MD5 

      

“small” data file 
(~76 KB) 
 
“large” datafile 
(~1.3 GB) 

    

 
EXPECTED RESULTS: 
 

220 DATA POOL HTTP SERVICE VERIFIES THE CONFIGURED PERCENTAGE OF CHECKSUMS 
ON DOWNLOAD. (ECS-ECSTC-2631) 

DESCRIPTION: 
 
PRECONDITIONS: 
<list all preconditions from the Ticket or NCR here that are relevant to this Test Procedure> 
 
STEPS:   
# Action Expected Result Notes 
1 <i>160 S-1</i>  #comment 
2 Configure the HTTP server to verify checksums for 25% of the science files 

downloaded from the Data Pool. 
. In httpd.conf, ensure the value of 
ChecksumPercentage is 100.(E.g, 
/cots/ecs/OPS/COTS/apache-2.2.21-
ssl_test/conf/httpd.conf)<br />Bounce 
Apache if you changed the file. 
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# Action Expected Result Notes 
3 <i>160 S-2</i>  #comment 
4 Select 100 files for download, simulating undetected corruption for about half 

of them. 
Select at least 100 granules with valid 
checksums in the public data pool.<br 
/>Modify half of the granules' 
checksums to invalidate them.<br 
/>Attempt to download all selected 
granules, using curl. 

 

5 <i>160 V-1</i>  #comment 
6 Verify that for between 20 and 30 of the downloads, checksum verification 

was performed as follows: 
Verify the Data Pool HTTP Service 
Apache log contains at least one entry 
for each download attempt.<br 
/>Verify that checksums verification 
occurred for ~25% of the downloads 
(20-30). 

 

7 <i>160 V-2</i>  #comment 
8 (a) Error messages are logged in the HTTP daemon log for the science files 

with simulated undetected corruption. 
Verify that the Apache log contains 
failed checksum verifications for some 
of the granules with invalid 
checksums.<br />Verify that all of the 
failed checksum log entries 
correspond to granules with invalid 
checksums (i.e., there are no false 
positives). 

 

9 <i>160 V-3</i>  #comment 
10 (b) Files without simulated undetected corruption are logged in the HTTP 

daemon log as having successfully passed checksum verification. 
Verify that the Apache log contains 
successful checksum verifications for 
some of the granules with valid 
checksums.<br />Verify that all of the 
successful checksum log entries 
correspond to granules with valid 
checksums (i.e., there are no false 
negatives). 
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TEST DATA: 
 
 
 

Crit 
id 

Crit ccr 
no 

Test Data Description 
Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

    
100 granules with 
checksums. 

    
At least 100 
granules. 

      

 
EXPECTED RESULTS: 
 

221 BMGT (ECS-ECSTC-2632) 

DESCRIPTION: 
 
PRECONDITIONS: 
<list all preconditions from the Ticket or NCR here that are relevant to this Test Procedure> 
 
STEPS:   
# Action Expected Result Notes 
1 <i>170 S-1</i>  #comment 
2 [BMGT] Ensure that the Data Pool includes at least ten public granules from 

at least five different collections that were ingested after the last regular 
BMGT. Each granule should have associated browse, QA, &amp;amp; PH. 

<br />  NOTE: This test continues at 
Criterion 175 S3.<br /><br />Ensure 
BMGT automatic cycles are 
configured for minimum duration, 
which may be 1 hour.<br />Ensure 
BMGT is configured for HTTP 
access.<br />Ensure BMGT automatic 
cycles are up to date.<br />Ensure 
there is enough time to ingest the test 
data before the next automatic BMGT 
export.<br />Ensure the test 
collections are configured to be public 
on ingest (Note: In Ingest GUI 
navigate to Configuration-&gt;Data 
Types, and find the data type short 
name. Under &quot;Public in Data 
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# Action Expected Result Notes 
Pool&quot; the datatype is marked 
with red or green X. Must be 
Green)<br />Ensure BMGT is 
configured to export the desired data 
collection. Check 
/usr/ecs/&lt;MODE&gt;/CUSTOM/cf
g/EcBmBMGTGroup.xml<br />Ingest 
the test granules. ( run query select * 
from AmGranule where 
LocalGranuleID=&lt;desired filename 
for ingest&gt; to verify file was 
ingested)<br />Note: The IsOrderOnly 
column in AmGranule may be set to 
'H' (hidden).. This flag must be either 
'B' or null for a granule to have its 
URLs exported. Change this flag in 
the database for the granules ingested 
before the BMGT cycle. 

3 <i>170 S-2</i>  #comment 
4 Perform a BMGT export to ECHO. Wait for the next automatic BMGT 

export, which should include the test 
data. 

 

5 <i>170 V-1</i>  #comment 
6 Verify that the xml export file contains properly constructed urls containing Verify the BMGT XML export file 

contains a URL for each science, 
browse, QA, and PH file. (E.g export 
file is in 
/workingdata/shared/&lt;MODE&gt;/
BMGT/ProductOutput/ ) 

 

7 <i>170 V-2</i>  #comment 
8 1) HTTP as the protocol, Verify each URL begins with http://  
9 <i>170 V-3</i>  #comment 
10 2) HTTP server's host name, Verify each URL has the correct host 

name for the mode. 
 

11 <i>170 V-4</i>  #comment 
12 3) the correct directory structure and filename for each of the granules and 

their associated files. 
Verify each pathname matches the 
pathname in the mode's data pool 
directory, rooted at 
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# Action Expected Result Notes 
/datapool/&lt;MODE&gt;/user/ .<br 
/>Optionally download several files, 
using the URLs. 

13 <i>175 S-1</i>  #comment 
14 [BMGT] Ensure that the Data Pool includes at least ten public granules from 

at least five different collections that were ingested after the last regular 
BMGT. Each granule should have associated browse, QA, &amp;amp; PH. 

<br />  The setup is the same as for 
criterion 170. If that criterion has just 
been completed, continue at S3.<br 
/><br /><br />  NOTE: This test 
continues at Criterion 180.<br /><br 
/>Ensure BMGT automatic cycles are 
configured for minimum duration, 
which may be 1 hour.<br />Ensure 
BMGT is configured for HTTP 
access.<br />Ensure BMGT automatic 
cycles are up to date.<br />Ensure 
there is enough time to ingest the test 
data before the next automatic BMGT 
export.<br />Ensure the test 
collections are configured to be public 
on ingest.<br />Ingest the test 
granules. 

 

15 <i>175 S-2</i>  #comment 
16 Perform a BMGT export to ECHO. Wait for the next automatic BMGT 

export, which should include the test 
data. 

 

17 <i>175 V-1</i>  #comment 
18 After importing the metadata into ECHO, verify that each of the files can be 

downloaded via Reverb. 
Verify that each file may be 
downloaded through Reverb.<br 
/>Verify that each file diffs with its 
source in the mode's public data pool 
directory.<br />Continue on to 
Criterion 180. 
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TEST DATA: 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data Description 
Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

    
For each of 5 collections configured to be 
public, 2 science granules each with associated 
browse, QA, and PH granules. 

            

 
EXPECTED RESULTS: 
 

222 DATA POOL HTTP SERVICE SUPPLIES UPDATED GRANULES TO ECHO. (ECS-ECSTC-2633) 

DESCRIPTION: 
 
PRECONDITIONS: 
Criterion 170 or 175 was just completed. 
 
STEPS:   
# Action Expected Result Notes 
1 <i>180 S-1</i>  #comment 
2 Repeat criteria 170 after causing an update to each of the granules. Update each granule (e.g., set or 

toggle the DayNightFlag).<br />Wait 
for the next automatic BMGT export, 
which should include the updated 
granules. 

 

3 <i>180 V-1</i>  #comment 
4 Re-verify. Verify each link in the BMGT export 

files has the correct protocol (http), the 
correct hostname, and the correct 
pathname to the file in the public data 
pool.<br />Verify that each file may 
be downloaded through Reverb.<br 
/>Verify that each file diffs with its 
source in the public data pool 
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# Action Expected Result Notes 
directory. 

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit ccr 
no 

Test Data Description 
Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

    
Reuse data from 
criterion 170. 

            

 
EXPECTED RESULTS: 
 

223 DATA POOL HTTP SERVICE ALLOWS DOWNLOAD OF OMS ORDERS AS PACKAGES. (ECS-
ECSTC-2634) 

DESCRIPTION: 
 
PRECONDITIONS: 
<list all preconditions from the Ticket or NCR here that are relevant to this Test Procedure> 
 
STEPS:   
# Action Expected Result Notes 
1 <i>190 S-1</i>  #comment 
2 Submit an order for HTTP Pull with at least two granules. In WebAccess drill down to 3 or more 

granules in a HEGable collection, such 
as AE_SI12.002.<br />Add all 
granules to the cart.<br />View the 
cart.<br />Set the Format to GeoTIFF 
(or make some other change to cause 
subsetting).<br />Select Media 
(HttpPull).<br />Fill in the form with a 
valid, reachable email address.<br 
/>Confirm the order. 
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# Action Expected Result Notes 
3 <i>190 V-1</i>  #comment 
4 Verify the following:   
5 <i>190 V-2</i>  #comment 
6 a) All package files accessed by the links in the DN can be downloaded. Open the DN e-mail for the above 

order.<br />Copy each http link and 
paste into browser address. Download 
the file. Or use curl. 

 

7 <i>190 V-3</i>  #comment 
8 b) The downloaded package files contain the correct granule files. Verify for each granule ID in the 

package file there exists a 
corresponding granule ID in the DP 
Web Access Results page. Expand the 
package and compare contents with 
DN files listed.<br />(E.g. for each 
compressed file:<br />unzip -l 
0600115570yqkCx.zip | more<br />tar 
-Ztf 0600115570yqkCx.tar.Z|wc -l 
yields 64<br />tar -tvf 
0600115570yqkCx.tar | wc -l yields 64 
, DN lists 63 tiff files<br />gunzip -l 
0600115570yqkCx.tar.gz<br />gunzip 
- l *.hdf.gz<br />uncompress 
*hdf.Z<br />Note: tar -tf 
&lt;file.tar&gt; produces ls -1 like 
content listing<br />Compare DN 
report file listing contents to the 
uncompressed listing of the 
compressed files. E.g., untar the tar 
file and compare to DN file listing. ) 

 

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 
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Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

                  

 
EXPECTED RESULTS: 
 

224 DPL - AIM INVENTORY VALIDATION (ECS-ECSTC-2635) 

DESCRIPTION: 
 
PRECONDITIONS: 
System is transitioned to 8.1 
 
STEPS:   
# Action Expected Result Notes 
1 <i>100 S-1</i>  #comment 
2 [DPL - AIM Inventory Validation] This criterion was adapted from criterion 

200 in ticket DP_7F_01. Execute a Data Pool inventory validation Ensure 
that the AIM Inventory Catalog includes at least two of each of the following 
cases:<br /><br />    a. Collections configured to be published during ingest 
as well as collections not so configured that contain ECS granules that are: 
logically deleted (non-NULL deleteEffectiveDate), flagged as deleted from 
archive (DeleteFromArchive set to 'Y') and flagged as hidden 
(DeleteFromArchive set to 'H'), as well as granules that do not meet any of 
these conditions. In addition to granules from science collections, include at 
least one granule each from the DAP, QA, and PH collections that is logically 
deleted and one that is not. These granules are not meant to represent data 
integrity issues and are only used to supply conditions that should be ignored 
by the validation.<br /><br />    b. Non-ECS granules in the DPL inventory 
(also not a data integrity issue).<br /><br />    c. Collections configured to be 
published during ingest that contain ECS granules in hidden datapool(this 
simulates a Publication failure or possibly the removal of a granule restriction 
or deletion). In addition to granules from science collections, include at least 
one granule each from the QA and PH collections.<br /><br />    d. 
Collections with ECS granules that are public in the Data Pool and are 
currently flagged as logically deleted (i.e., have a non-NULL 
deleteEffectiveDate), deleted from archive (i.e., DeleteFromArchive set to 

a) Make sure the AllowPublishFlag = 
&quot;Y&quot; for datatype<br 
/>MOD29P1D.005 and in 
AllowPublishFlag = &quot;N&quot; 
for<br />datatype MOD29P1N.005 
AmCollection table<br />Ingest the 
PDRs in the test requirement<br 
/>100_A/MD29P1D.005 above, then 
use the query below to find file 
granules.<br />a.1) SELECT 
&quot;SC:&quot;+<br 
/>convert(varchar(10),g.ShortName) + 
&quot;.0&quot; +<br 
/>convert(char(2), g.VersionId) + 
&quot;:&quot; +<br 
/>convert(varchar(12) .GranuleId)<br 
/>FROM AmGranule<br />Where 
ShortName = 
&quot;MOD29P1D&quot;<br />And 
VersionId = 5<br />And 
RegistrationTime &gt; &quot;today 
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# Action Expected Result Notes 
'Y'), or hidden from normal users (i.e., DeleteFromArchive set to 'H') in the 
AIM Inventory Catalog, as well as granules that do not meet any of these 
conditions (this simulates the result of running the AIM Granule Deletion 
utilities without running the DPL Un-Publish utility).<br /><br />    e. 
Granules in the Public Data Pool that contain Inventory Catalog Restriction 
entries that indicate the Granules should not be Public.<br /><br />    f. 
Science Granules in the Public Data Pool that should have been replaced by a 
replacement granule in the Hidden Data Pool that should be public (the 
database may be manually updated to create this situation). This simulates a 
publication failure on a replacement granule.<br />      Note: This public 
granules shouldn't be identified. for both the pre and post duplicate granule 
functionality.<br />      Pre-duplicate granule 
functionality(DuplicateGranuleSwitch is OFF):  replacement granule was not 
taken into account in this case<br />      Post-duplicate granule 
functionality(DuplicateGranuleSwitch is ON): only identify public granule 
with replacement granules in public datapool.<br />                                            
It's okay to publish a granule whoes replacement granule is in the hidden.<br 
/>      The replacement granules should be identified.<br /><br />    g. 
Granules that are registered in the AIM Inventory Catalog but are not listed as 
Archived (the Inventory Catalog ArchiveTime is NULL). This could be the 
result of an Ingest failure prior to archiving. The state of the request/granule 
in Ingest (if it exists) should indicate that Ingest is not currently processing it 
(it should be in a terminal state). In addition to granules from science 
collections, include at least one granule each from the DAP, QA, and PH 
collections.<br /><br />    h. Public and Hidden Science Granules that were 
manually deleted from the Data Pool using the EcDlCleanupGranules utility 
(both should be represented as hidden after the utility completes).<br />    
Note: The files are removed from the datapool and isorderonly is set to 'H'<br 
/><br />    i. Public(and hidden) Science Granules with associated Browse 
granules where the Browse Inventory Catalog entries indicate they are not in 
the Public Data Pool.<br />    Note: After publish all browse functionality, 
non public browse associated with a SC granule, public or not, should be 
reported.<br /><br />    j. Public Browse granules that are associated only 
with hidden Science Granules; Public Browse associated with public science; 
Public Browse associated with NO science granules.<br />    Note: After 
publish all browse functionality, browse granules should always be public, 
regardless of their associations with public or hidden or no <br />    Science 
granules. However, in the event when there's no association between a public 
browse and a SC granule, the public browse is identified <br />    to be 

date&quot;<br 
/>SC:MOD29P1D.005:254665<br 
/>SC: MOD29P1D.005:255146<br 
/>SC: MOD29P1D.005:254665<br 
/>SC: MOD29P1D.005:255146<br 
/>4 rows returned<br />a.2) Pick up 
the first granule to save in 
/usr/ecs/&lt;MODE&gt;/CUSTOM/uti
lities/Delete_Physical.txt<br />Pick up 
the second granule to save in 
/usr/ecs/&lt;MODE&gt;/CUSTOM/uti
lities/Delete_DFA.txt<br />Pick up 
the third granule to save in 
/usr/ecs/&lt;MODE&gt;/CUSTOM/uti
lities/Hidden.txt<br />Pick up the third 
granule to save in 
/usr/ecs/&lt;MODE&gt;/CUSTOM/uti
lities/Hidden.txt<br />a.3) Ingest the 
the PDRs in the test requirement 
100_A/MYD29P1D.005 above then 
use the query in step a.1 for 
MYD29P1D.005 data type to obtain 
granules.<br />Edit the 
Delete_Physical.txt in step a.2 to add 
the first granule above and save the 
file.<br />Edit the Delete_DFA.txt in 
step a.2 above to add the second 
granule above and save the file.<br 
/>Edit the Hidden.txt in step a.2 above 
to add to add the third granule above 
and save the file<br />a.4) Ingest the 
the PDRs in the test requirement 
100_A/MOD29P1N.005 above then 
use the query in step a.1 for 
MOD29P1N.005 data type to obtain 
granules.<br />Edit the 
Delete_Physical.txt in step a.2 to add 
the first granule above and save the 
file.<br />Edit the Delete_DFA.txt in 
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# Action Expected Result Notes 
unpublished so that the DAACs can delete them<br /><br />    k. Science 
Granules in the Public Data Pool are replacements for granules that are in the 
Hidden Data Pool. This represents a normal replacement that should not be 
reported.<br /><br /><br />    l. Hidden granules with &quot;not null&quot; 
version numbers that were replaced but their file names are not consistent 
with their version numbers recorded in the Inventory Catalog.<br /><br 
/>Specify the output location for the validation report.<br />Perform the test 
while there are concurrent Ingest and Distribution activities, with at least 
twenty granules ingested and twenty granules being newly ordered and 
distributed during the test. 

step a.2 above to add the second 
granule above and save the file.<br 
/>Edit the Hidden.txt in step a.2 above 
to add to add the third granule above 
and save the file<br />a.5) Ingest the 
the PDRs in the test requirement 
100_A/MYD29P1N.005 above then 
use the query in step a.1 for 
MYD29P1N.005 data type to obtain 
granules.<br />Edit the 
Delete_Physical.txt in step a.2 to add 
the first granule above and save the 
file.<br />Edit the Delete_DFA.txt in 
step a.2 above to add to add the 
second granule above and save the 
file.<br />Edit the Hidden.txt in step 
a.2 above to add to add the third 
granule above and save the file<br 
/>run EcDsBulkDelete.pl 
&lt;MODE&gt; -physical -geoidfile 
delete_physical.txt -server 
&lt;server&gt; -database &lt;database 
name&gt; -U &lt;username&gt; -P 
&lt;user password&gt;<br />run 
EcDsBulkDelete.pl &lt;MODE&gt; -
dfa -geoidfile delete_dfa.txt -server 
&lt;server&gt; -database &lt;database 
name&gt; -U &lt;username&gt; -P 
&lt;user password&gt;<br />use the 
GranuleId in the Hidden.txt file to set 
DFA = &quot;H&quot;<br />b) 
EcDlPublishUtilityStart 
&lt;MODE&gt; -nonecs -file 
&lt;filename&gt;<br />c) Ingest the 
the PDRs in the test requirement 
100_C above.  Create one input file, 
containing granuleId in S-1c.<br 
/>GranuleId : Public<br 
/>MOD29P1D  : Y<br />MYD29P1D  



 

628 
 

# Action Expected Result Notes 
: Y<br />MOD29P1D  : Y<br 
/>MYD29P1D  : Y<br />AE_Land   : 
Y<br />QA        : N<br />PH        : 
N<br />AE_Land   : Y<br />QA        : 
N<br />PH        : N<br />Run 
unpublish script below.<br 
/>EcDlUnpublishStart.pl -mode 
&lt;MODE&gt; -f inputfile<br 
/>Inputfile contains QA and PH 
granuleID in the table above.<br />d). 
Ingest the PDRs in the test 
requirement 100_D above and enter 
GranuleIds below:<br />d1. 
Logical<br />  MOD29P1D<br />  
MYD29P1D<br />d2. DFA<br />  
MOD29P1D<br />  MYD29P1D<br 
/>d3. Hidden<br />  MOD29P1D<br 
/>  MYD29P1D<br />d4. normal<br 
/>  MOD29P1D<br />  
MYD29P1D<br /><br />For the d1 
granules, run BulkDelete -physical.<br 
/>For the d2 granules, run BulkDelete 
-DFA<br />For the d3 granules, use 
isql to set DFA='H'<br />For the d4 
granules, no action required.<br />e) 
Ingest the PDRs in the test 
requirement 100_e.<br />Get 
GranuleIds and enter in the table 
below.<br />MOD29P1D<br 
/>MOD29P1D<br /><br />Login Am 
Database<br />Exec 
InsertGranuleRestriction granuleId, 
RestrictionFlag, UnpublishFlag<br 
/>For example, Exec 
InsertGranuleRestriction 12345,255, 
&quot;Y&quot;<br />Run 
EcDlUnpublishStart.pl script<br 
/>EcDlUnpublishStart.pl -mode 
&lt;MODE&gt; -g granuleId &lt;step 
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# Action Expected Result Notes 
S-1e&gt;<br />f) Turning replacement 
on or off for an ESDT using the DPL 
maintenance GUI.<br />Set 
ReplacementOn = &quot;N&quot; for 
ESDT MOD29P1D.005<br />Ingest 
granules f1 and allow it to be 
published. Re-ingest d2. It will fail 
publication and therefore remain in the 
hidden datapool.<br />Set 
ReplacementOn = &quot;Y&quot; for 
ESDT MOD29P1D.005 when the 
operator run IVT it should identify the 
granule the operator ingested as a 
missing replacement.<br />g) Set non-
exist archive directory for data type in 
100_G above then ingest the PDRs in 
the test requirement 100_G.<br />h) 
Ingest granules.  Query the granules in 
AmGranules<br />MOD29P1D<br 
/>MOD29P1D<br />MOD29P1N<br 
/>MOD29P1N<br /><br />Get 
granuleId then run the script 
below.<br />EcDlCleanupGranules.pl 
&lt;mode&gt; -ecs -grans 
&lt;granuleId&gt;<br />The ecsId_file 
contains ecsId.<br />Select 
ShortName, VersionId, granuleId, 
isOrderOnly, PublishTime,<br />from 
AmGranule<br />where GranuleId in 
(granuleId)<br />j) Ingest PDRs in the 
test requirement 100_J for sc granules 
with browse.<br />Manually update 
the IsOrderOnly to &quot;H&quot; for 
the browse granule.<br />GranuleId : 
Public<br />MOD29P1D  : Y<br 
/>Browse    : Y<br />MOD29P1D  : 
Y<br />Browse    : N<br /><br />k) 
Ingest sc granules with browse,<br 
/>GranuleId : Public<br 
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# Action Expected Result Notes 
/>MOD29P1D  : N<br />MOD29P1D  
: N<br /><br />Run the publish the 
browse using granuleIds above.<br 
/>The filename contains ecs 
GranuleId<br 
/>EcDlPublishUtilityStart MODE -ecs 
-file filename<br />    a. Ingest 
granules<br />Query the granules in 
AmGranules<br />GranuleId  : 
Public<br />old<br />  MOD29P1D : 
Y<br />newer<br />  MOD29P1D : 
Y<br /><br />Using the SSS GUI, 
create a subscription order for 
MOD29P1D.005<br />Ingest all 
PDRs in this directory:<br />  
/sotestdata/DROP_801/DP_81_01/Crit
eria/100/100_Concurrent<br />While 
the 40 granules are being ingested and 
40 granules are being distributed, 
execute the validation utility 
below.<br 
/>EcDlInventoryValidationTool.pl 
&lt;mode&gt; and save off the log and 
output files for verification later. 

3 <i>100 V-1</i>  #comment 
4 Verify that non-ECS granules (S-1b) are not reported as missing from the 

Archive. 
Open the 
EcDlInventoryValidationTool.log to 
make verify that non-ECS granules are 
not reported as missing from Archive. 

 

5 <i>100 V-2</i>  #comment 
6 Verify ECS granules that are eligible to be public but that are members of the 

Hidden Data Pool (S-1c) are logged by the utility and that the log includes 
their status in the AIM inventory and the time they were inserted into ECS. 

Open the 
EcDlInventoryValidationTool.log to 
verify public ECS granules that are 
logged hidden (S-1c) are logged 
includes their status and ecsInsertTime 
for QA and PH granules.<br 
/>2011/06/02 07:15:40.760 
[GranuleId, DeleteEffectiveDate, 
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# Action Expected Result Notes 
DeleteFromArchive, ArchiveTime, 
ReplacementOnFlag]: 3002000469, , 
N, Jun 1 2011 3:20PM, Y 

7 <i>100 V-3</i>  #comment 
8 Verify Public ECS granules that are logically deleted, DFA'ed, or hidden (S-

1d) are logged by the utility and that the log includes their status in the AIM 
inventory and the time they were inserted into ECS. 

Open the 
EcDlInventoryValidationTool.log to 
verify public ECS granules that are 
logged logically deleted, DFA'ed or 
hidden (S-1d) are logged includes 
their status and ecsInsertTime.<br 
/>Logical deleted.<br />2011/06/02 
08:05:22.879 (GranuleId, 
DeleteEffectiveDate, 
DeleteFromArchive, ArchiveTime): 
3002000471, Jun 2 2011 8:00AM, N, 
Jun 2 2011 7:49AM.<br />DFA'ed<br 
/>2011/06/02 08:05:22.879 
(GranuleId, DeleteEffectiveDate, 
DeleteFromArchive, ArchiveTime): 
3002000470, , Y, Jun 2 2011 
7:49AM.<br />Hidden<br 
/>2011/06/02 08:05:22.879 
(GranuleId, DeleteEffectiveDate, 
DeleteFromArchive, ArchiveTime): 
3002000472, , H, Jun 2 2011 7:57AM. 

 

9 <i>100 V-4</i>  #comment 
10 Verify Public ECS granules that are Restricted with an option to un-publish 

(S-1e) are logged by the utility 
Open the 
EcDlInventoryValidationTool.log to 
verify public ECS granules that are 
Restricted with an option to un-
publish (S-1e) are logged.<br 
/>2011/06/02 07:51:43.122 
(GranuleId, DeleteEffectiveDate, 
DeleteFromArchive, ArchiveTime): 
3002000462, , N, May 31 2011 
10:18AM. 

 

11 <i>100 V-5</i>  #comment 
12 Verify Public ECS granules that have eligible replacement granules in the Open the  



 

632 
 

# Action Expected Result Notes 
Hidden Data Pool (S-1f) are NOT logged by the utility; The eligible 
replacement granules in the hidden datapool (S-1f) are logged; and that 
granules that were replaced (S-1K) are not logged. 

EcDlInventoryValidationTool.log to 
verify granules that have eligible 
replacement granules in the Hidden 
Data Pool (S-1f) are NOT logged and 
that granules were replaced (S-1K) are 
not logged. 

13 <i>100 V-6</i>  #comment 
14 Verify that granules with NULL ArchiveTime (S-1g) are logged by the 

utility. Notes, granules that are currently being processed by Ingest (not in a 
&quot;terminal&quot; state) should not be reported. 

Open the 
EcDlInventoryValidationTool.log to 
verify that granules with NULL 
ArchiveTime (S-1g) are logged. 

 

15 <i>100 V-7</i>  #comment 
16 Verify that granules that were manually deleted from the Data Pool (S-1h) are 

not logged. They should still be represented as Hidden granules in the 
Inventory Catalog. 

Open the 
EcDlInventoryValidationTool.log to 
verify that granules that were 
manually deleted from the Data Pool 
(S-1h) are not logged. 

 

17 <i>100 V-8</i>  #comment 
18 Verify that browse granules that are missing from the Public Data Pool (S-1i) 

are logged by the utility. 
Open the 
EcDlInventoryValidationTool.log to 
verify that browse granules that are 
missing from the Public Data Pool (S-
1i) are logged.<br />For example,<br 
/>Start CheckInventoryI: Browse 
Granules that should be in public 
Datapool.<br />2011/05/31 
16:03:28.409 (BrowseId, 
DeleteEffectiveDate, ArchiveTime): 
3002000158, , Apr 21 2011 2:12PM. 

 

19 <i>100 V-9</i>  #comment 
20 Verify that only the Public browse granules that are associated with NO 

Science granules (S-1j) are logged by the utility. 
Open the 
EcDlInventoryValidationTool.log to 
verify that browse granules(S-1j) are 
logged by the utility. 

 

21 <i>100 V-10</i>  #comment 
22 Verify that no DPL-AIM inventory discrepancies are logged other than those 

mentioned in V-2 through V-9. 
Verify that no other discrepancy (from 
this data) is logged in this run. 
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# Action Expected Result Notes 
23 <i>100 V-11</i>  #comment 
24 Verify that the inventory validation creates one or several output files 

reporting the discrepancies in the specified location. 
The VALIDATION_OUTPUT_DIR 
defined in the 
EcDlInventoryValidationTool.CFG 
file.<br />Go to the 
VALIDATION_OUTPUT_DIR to 
verify that Inventory Validation 
creates one or more output file suitable 
as input to the various repair utilities. 

 

25 <i>100 V-12</i>  #comment 
26 Verify that the output report(s) include all the discrepancies that were logged 

and no others. 
Verify tat an output report is prepared 
that includes the above errors and not 
other errors. 

 

27 <i>100 V-13</i>  #comment 
28 Verify that the validation exits with an exit code indicating that errors 

occurred. 
Open the 
EcDlInventoryValidationTool.log to 
verify that the Inventory Validation 
Tool exits with an exit code that 
indicates some errors occurred. 

 

29 <i>100 V-14</i>  #comment 
30 Verify that granules with version numbers that don't match their file names 

(S-1l) are logged 
  

 
 
TEST DATA: 
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Crit id 

Cr
it 
ccr 
no 

Test 
Data 
Descripti
on 

Data Type 
Requiremen
ts 

Metadata 
Requireme
nts 

Volume 
Requireme
nts 

Size 
Requireme
nts 

Data Location 
Readin
ess 
Status 

100_A/AE_Lan
d 
 
100_A/DAP 
 
100_A/MOD29
P1D 
 
100_A/MYD29
P1D 
 
100_A/MOD29
P1N 
 
100_A/MYD29
P1N 

    

AE_Land.00
2 
 
DAP.001 
 
MOD29P1D.
005 
 
MYD29P1D.
005 
 
MOD29P1N.
005 
 
MYD29P1N.
005 
 
PH.001 
 
QA.001 

  

2 granules 
 
2 daps 
 
4 granules 
 
4 granules 
 
4 non- 
public 
granules 
 
4 non-
public 
granules 
 
2 ph 
 
2 qa 

  

/sotestdata/DROP_801/DP_81_01/Criteria/100/100_A/AE
_Land.002 
 
/sotestdata/DROP_801/DP_81_01/Criteria/100/100_A/D
AP.001 
 
/sotestdata/DROP_801/DP_81_01/Criteria/100/100_A/M
OD29P1D.005 
 
/sotestdata/DROP_801/DP_81_01/Criteria/100/100_A/M
YD29P1D.005 
 
/sotestdata/DROP_801/DP_81_01/Criteria/100/100_A/M
OD29P1N.005 
 
/sotestdata/DROP_801/DP_81_01/Criteria/100/100_A/M
YD29P1N.005 

  

100_B     
ATSM2LSF.
001 

  2 granules   /sotestdata/DROP_801/DP_81_01/Criteria/100/100_B   

100_C     

AE_Land.00
2 
 
MOD29P1D.
005 
 
MYD29P1D.
005 

  

2 granules 
 
2 granules 
 
2 granules 
 
2 ph 
 

  /sotestdata/DROP_801/DP_81_01/Criteria/100/100_C   
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Crit id 

Cr
it 
ccr 
no 

Test 
Data 
Descripti
on 

Data Type 
Requiremen
ts 

Metadata 
Requireme
nts 

Volume 
Requireme
nts 

Size 
Requireme
nts 

Data Location 
Readin
ess 
Status 

 
PH.001 
 
QA.001 

2 qa 

100_D     

MOD29P1D.
005 
 
MYD29P1D.
005 

  
4 granules 
 
4 granules 

  /sotestdata/DROP_801/DP_81_01/Criteria/100/100_D   

100_E     
MOD29P1D.
005 

  2 granules   /sotestdata/DROP_801/DP_81_01/Criteria/100/100_E   

100_F     
MOD29P1D.
005 

  

2 granules 
+ 2 
replacemen
t 

  /sotestdata/DROP_801/DP_81_01/Criteria/100/100_F   

100_G     

AE_Land.00
2 
 
DAP 
 
MOD29P1D.
005 
 
MYD29P1D.
005 
 
PH.001 
 
QA.001 

  

1 granules 
 
1 granules 
 
2 granules 
 
2 non –
public 
granules 
 
2 ph 
 
2 qa 

  /sotestdata/DROP_801/DP_81_01/Criteria/100/100_G   

100_H     
MOD29P1D.
005 
 

  
2 granules 
 
2 non –

  /sotestdata/DROP_801/DP_81_01/Criteria/100/100_H   



 

636 
 

Crit id 

Cr
it 
ccr 
no 

Test 
Data 
Descripti
on 

Data Type 
Requiremen
ts 

Metadata 
Requireme
nts 

Volume 
Requireme
nts 

Size 
Requireme
nts 

Data Location 
Readin
ess 
Status 

MYD29P1D.
005 

public 
granules 

100_I     

MOD29P1D.
005 
 
Browse.001 

  
2 granules 
 
2 browse 

  /sotestdata/DROP_801/DP_81_01/Criteria/100/100_I   

100_J     

MOD29P1D.
005 
 
Browse.001 

  
2 granules 
 
2 browse 

  /sotestdata/DROP_801/DP_81_01/Criteria/100/100_J   

100_K     
MOD29P1D.
005 

  

2 granules 
+ 2 
replacemen
t 

  /sotestdata/DROP_801/DP_81_01/Criteria/100/100_K   

100_Concurrent     

MOD29P1D.
005 
 
Browse.001 

  
40 granules 
 
40 browse 

  
/sotestdata/DROP_801/DP_81_01/Criteria/100/100_Conc
urrent 

  

                  

                  

 
EXPECTED RESULTS: 
 

225 INVENTORY VALIDATION (ORPHAN, PHANTOM AND LINK CHECKING) (ECS-ECSTC-2636) 

DESCRIPTION: 
 
PRECONDITIONS: 
System is transitioned to 8.1 
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STEPS:   
# Action Expected Result Notes 
1 <i>110 s-1</i>  #comment 
2 [Inventory Validation (Orphan, Phantom and Link Checking)] This criterion 

was derived from criterion 240 in ticket DP_7F_01. Perform orphan, 
phantom and link checking on a Data Pool that includes at least two of each 
of the following cases:<br />    a. Orphan ECS XML files, both public and 
non-public<br />    b. Orphan ECS granule files, both public and non-
public<br />    c. Public orphan granule and metadata files with hidden 
links<br />    d. DELETED<br />    e. Orphan browse granules files in the 
Data Pool unreferenced by a science granule where no entry for the Browse 
exists in the AIM Inventory Catalog. (Include both orphan MISR and MODIS 
browse granules.)<br />    f. Browse granules files in the Data Pool where the 
Browse granule is recorded in the AIM Inventory Catalog but the Browse is 
only linked to a non-public science granule (Include both orphan MISR and 
MODIS browse granules.)<br />    g. DELETEDDeleted<br />    h. Phantom 
science granules without any files in the online archive, both public and non-
public<br />    i. Phantom science granules with science files but lacking 
XML files in the online archive, both public and non-public<br />    j. 
Phantom science granules with XML files but lacking science files, both 
public and non-public<br />    k. Phantom browse granules referenced by 
public science granules but lacking their browse files in the Online 
Archive<br />    l. Invalid browse links that do not point to an existing 
browse file<br />    m. Missing browse links (i.e., browse links that are 
implied by browse cross-references but are not present on disk)<br />    n. 
Invalid hidden links that do not point to an existing public file<br />    o. 
Orphaned files whose age is less than the maximum orphan age<br />    p. 
Public Science Granules with associated Public QA granules where the links 
to the QA granules are missing in the Data Pool.<br />    q. Public Science 
Granules with associated Public PH granules where the links to the PH 
granules are missing in the Data Pool.<br />    r. Public Science Granules 
with associated Public QA granules where the links to the QA granules exist 
but the underlying QA granule files are missing from the Data Pool / Online 
Archive.<br />    s. Public Science Granules with associated Public PH 
granules where the links to the PH granules exist but the underlying PH 
granule files are missing.<br />    t. Public granules in hidden directories<br 
/>    u. Hidden granules in a public directory<br />    v. Public Granules that 
are recorded as part of an order in the OMS and AIM databases but do not 
have the required links in the hidden DPL.<br />    w. DELETED Deleted<br 

Execute EcDlCleanupFilesOnDisk.pl 
as mentioned in S-4 and save off the 
output files and log files. This will be 
used later to verify V-5.<br />To 
create orphans, use touch -d 'yymmdd 
hh:mm' &lt;file&gt; to alter the file 
modification time to make the file 
appear older/younger than the orphan 
age limit.<br />For the following data 
setup record the granule/browse/ecs 
ids, shortname, version id, DPL file 
system, DPL group, file path, and 
filename for each granule.<br />    a. 
Ingest the granules in test data S1a. 
Remove the xml file entry in 
AmDataFile using sql. Perform the 
touch command on the science and 
xml files in the file system to be at 
least 7 days old.<br />    b. Ingest the 
granules in test data S1b. Remove the 
science granule entry in AmDataFile 
using sql. Perform the touch command 
on the science and xml files in the file 
system to be at least 7 days old.<br />    
c. Ingest the granules in test data S1c. 
Place an order for the granules to 
create the hidden links in the file 
system. Remove the science granule 
and xml file entries in AmDataFile 
using sql. Perform the touch command 
on the science and xml files in the file 
system to be at least 7 days old.<br />    
e. Ingest the granules in test data S1e. 
Remove the association between the 
science and browse granules from 
AmGranuleBrowseXref table using 
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# Action Expected Result Notes 
/>Perform the test while there are concurrent Ingest and Distribution 
activities, with at least twenty granules ingested and twenty granules being 
newly ordered and distributed during the test. 

sql.<br />    f. Ingest the granules in 
test data S1f. Remove the association 
between the public science granule 
and browse granule from 
AmGranuleBrowseXref table using 
sql. Than use sql to manually insert 
the association between the hidden 
science granule with the browse 
granule.<br />    g. DELETED 
Deletedold.<br />    h. Ingest the 
granules in test data S1h. Remove the 
science and xml file for these granules 
from the file system.<br />    i. Ingest 
the granules in test data S1i. Remove 
the xml file for these granules from 
the file system.<br />    j. Ingest the 
granules in test data S1j. Remove the 
science file for these granules from the 
file system.<br />    k. Ingest the 
granules in test data S1k. Record the 
browse granules dpl ids and filename. 
Remove the browse file for these 
granules from the file system.<br />    
l. Ingest the granules in test data S1l. 
Move the file that the browse links are 
pointing at to another name causing 
the browse links to point to something 
invalid.<br />    m. Ingest the granules 
in test data S1m. Remove the browse 
link in the file system.<br />    n. 
Ingest the granules in test data S1n. 
Place an order for these granules so 
hidden links are created. Move the file 
that the hidden links are pointing at to 
another name causing the hidden links 
to point to nothing.<br />    o. Ingest 
the granules in test data S1o. Remove 
the granule's entries in AmDataFile. 
Perform the touch command on the 
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# Action Expected Result Notes 
browse files in the file system to be 
younger than 3 days.<br />    p. Ingest 
the granules in test data S1 _p and but 
then delete the associated QA granules 
files.<br />    q. Ingest the granules in 
test data S1 q with associated PH 
granules. Use sql (Wisqlite/ Aqua 
Data Studio) to delete the links to the 
PH files from the file system.<br />    
r. Ingest the granules in test data S1 r 
with associated QA granules. Delete 
the associated QA granule files.<br 
/>S. Ingest the granules in test data 
S1-s with associated PH granules . 
Delete the PH granules files.<br />    t. 
Ingest granules in test data S1-t 
.Change the IsOrdered attribute in 
AmGranule table to H.<br />    u. 
Locate a hidden granule in the 
AmGranule table and record its 
GranuleId. Using the GranuleId and 
AmDataFile locate the granule path. 
Change the granule path to the 
complementary public location.<br />    
v. Use web access to make an order of 
the granules in test data S1-v. Delete 
the links to the associated .<br />    w. 
DELETED Deleted 

3 <i>110 S-2</i>  #comment 
4 Use a maximum orphan age of seven days. Use the -maxFileAge 7, see S-4.  
5 <i>110 S-3</i>  #comment 
6 Specify the location of the output report file(s). Use the -outputDir 240, see S-4  
7 <i>110 S-4</i>  #comment 
8 Perform the test while there are concurrent Ingest and Distribution activities, 

with at least twenty granules ingested and twenty granules being newly 
ordered and distributed during the test. 

After the data setup is complete, ingest 
and prepare an order (but do not yet 
submit) for 20 granules. Also prepare 
to ingest 20 more granules.<br />In 
quick succession, initiate:<br />Place 
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# Action Expected Result Notes 
an order for 20 granules from OMS<br 
/>Ingest 20 granules<br />Run 
EcDlCleanupFilesOnDisk.pl 
&lt;mode&gt; -maxFileAge 7 -
outputDir 240<br />Run 
EcDlLinkCheck.ksh 
/datapool/&lt;mode&gt;/user/ 
/usr/ecs/&lt;mode&gt;/CUSTOM/data
/DPL/Validation/240 /brokenLinks 

9 <i>110 V-1</i>  #comment 
10 Verify that the validation logs the orphans in S-1a through S-1f, that all of the 

orphans have an age &gt;= the specified maximum orphan age, that the 
nature of the orphan is correctly identified, and that the pathname of the 
orphan is included. 

vi the EcDlCleanupFilesOnDisk.log 
and verify that the orphans generated 
in S-1a though S-1g are logged. 

 

11 <i>110 V-2</i>  #comment 
12 Verify that the validation logs the phantoms in S-1h through S-1k and that the 

nature of the phantom is correctly identified. 
vi the EcDlCleanupFilesOnDisk.log 
and verify that the phantoms generated 
in S-1h through S-1k are logged. 

 

13 <i>110 V-3</i>  #comment 
14 Verify that the missing browse links referenced in S-1m are correctly 

identified and the missing link information (including the Pathname) is 
logged. 

vi the EcDlCleanupFilesOnDisk.log 
and verify that the missing browse 
links generated in S-1m are logged. 

 

15 <i>110 V-4</i>  #comment 
16 Verify that the validation logs the invalid links in S-1l, S-1n, and S-1p 

through S-1s and that the nature of the incorrect link is correctly identified, 
and that the pathname of the link is included. 

Vi the brokenLinks file and verify that 
the invalid links generated in S1l and 
S1-n are logged. 

 

17 <i>110 V-5</i>  #comment 
18 Verify that granules located in the wrong directory (S-1t and S-1u) are 

logged. 
Vi EcDlCleanupFilesOnDisk.log and 
verify that the granules in the wrong 
directory (S-1t and S-1u) are logged. 

 

19 <i>110 V-6</i>  #comment 
20 Verify that the granules that are missing the order links (S-1v) are logged. Vi EcDlCleanupFilesOnDisk.log and 

verify that the the granules that are 
missing the order links (S-1v) are 
logged.. 

 

21 <i>110 V-7 DELETED</i>  #comment 
22 <i>110 V-8</i>  #comment 
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# Action Expected Result Notes 
23 Verify that the orphans, phantoms and incorrect links were not removed. For orphans, go to the file system and 

verify that the files exist. For 
phantoms, go to the file system and 
verify that the files are not there but 
the entries remain in the database. For 
broken links, go to the file system and 
verify the links are indeed broken or 
doesn't exist. 

 

24 <i>110 V-9</i>  #comment 
25 Verify that the log includes no orphans, phantoms, or link errors other than 

those specified in V-1 through V-3 
diff the outputs from the previous run 
to the current run and verify that the 
output files are the same 

 

26 <i>110 V-10</i>  #comment 
27 Verify that the inventory validation creates output files reporting the 

discrepancies in the specified location. 
Verify that an output report was 
generated in the 
/usr/ecs/&lt;mode&gt;/CUSTOM/data
/DPL/Validation/240 directory from 
the orphan and phantom checker and 
that the brokenLinks file exists for the 
link checker. 

 

28 <i>110 V-11</i>  #comment 
29 Verify that the output report(s) include all the discrepancies that were logged 

and no others. 
Open the report indicated in V-7 and 
verify that the report generated 
contains the orphans, phantoms, and 
broken links that were logged and no 
other. 

 

30 <i>110 V-12</i>  #comment 
31 Verify that the validation exits with an exit code indicating that errors 

occurred. 
Verify that the two utilities exits with 
an exit code of 2 indicating that 
orphan, phantom, and broken links 
were found. 

 

 
 
TEST DATA: 
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Crit 
id 

Cri
t 
ccr 
no 

Test Data 
Description 

Data Type 
Requirement
s 

Metadata 
Requirement
s 

Volume 
Requirement
s 

Size 
Requirement
s 

Data Location 
Readines
s Status 

130_
A 

  
MOD29P1D.00
5 

2 granules       
/sotestdata/DROP_801/DP_81_01/Criteria/130/130
_A 

  

130_
B 

    
Reuse test 
data in 
criterion 100 

          

130_
C 

    
Reuse test 
data in 
criterion 110 

          

 
EXPECTED RESULTS: 
 

226 REPAIR INVENTORY DISCREPANCIES (ECS-ECSTC-2637) 

DESCRIPTION: 
 
PRECONDITIONS: 
System is transitioned to 8.1 
 
STEPS:   
# Action Expected Result Notes 
1 <i>130 S-1</i>  #comment 
2 [Repair Inventory Discrepancies] This criterion was derived from criterion 

300 in ticket DP_7F_01. Using the appropriate AIM and DPL utilities, 
perform repairs of the following discrepancies by creating the necessary 
inputs for the repair utilities manually.<br />    a. At least two granules in the 
on-line archive that are to be used for restoration shall have corrupt files (i.e., 
incorrect checksum).<br />    b. The Data Pool inventory shall contain all the 
discrepancies listed in criterion 100, steps S-1c-h.<br />    c. The Data Pool 
inventory shall contain all the problems listed in criterion 110. 

a. Ingest two PDRs in the test 
requirement.<br />Record granuleIds, 
and modify the checksum value to 
&quot;ALTER&quot; in DPL<br 
/>update AmDataFile<br />set 
uncompChksum = 
&quot;ALERT&quot;<br />where 
GranuleId in (granuleId)<br />Run 
fsrmdiskcopy to remove these 
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# Action Expected Result Notes 
granules from StorNext cache<br 
/>deleteFromCache.pl &lt;MODE&gt; 
/stornext/snfs1/DEV01/MODIS/:SC:
MOD29P1D.086:249887:1.HDF-
EOS<br />To repair S-1a, execute<br 
/>EcDlRestoreOlaFromTapeStart 
&lt;MODE&gt; -file filename -content 
dplId<br />The filename contains the 
two GranuleIds that have their 
checksum values changed to 
&quot;ALTER&quot;.<br />    b. Re-
use granules and repeat setup from 
criterion 100 steps S-1-c-h<br />    c. 
The Data Pool inventory shall contain 
all the problems listed in criterion 110. 

3 <i>130 S-2</i>  #comment 
4 Repair these discrepancies and problems, starting the corresponding repair 

utility via command line and using the prepared files as inputs. 
Run EcDlRestoreOlaFromTapeStart 
[mode] -file [file] -contents ecsids<br 
/>File contains GranuleIds 

 

5 <i>130 S-3</i>  #comment 
6 Ensure that the repair needs to access granules stored on LTO tapes and that 

all required tapes are resident in the tape silo. 
Ensure that the repair will require 
access to tapes that both online and 
offline. 

 

7 <i>130 V-1</i>  #comment 
8 Deleted   
9 <i>130 V-2</i>  #comment 
10 Verify that:<br />    a. Granules referenced in criterion 100 S1-c that belong 

to collections configured for publishing during ingest were published and that 
their files are in the correct public Data Pool locations, except for the 
granules that are flagged as logically deleted (i.e., NULL 
deleteEffectiveDate) or hidden (i.e., DeleteFromArchive set to 'H') in the 
AIM inventory; and that the other granules are flagged as non-public in the 
Data Pool inventory.<br />    b. Public granules whose restriction entries 
indicate that they should not be public (criterion 100 S1-e) were moved to the 
hidden data pool<br />    c. Granules that should have been replaced in the 
public data pool (criterion 100 S1-f) were moved to the appropriate hidden 
directories and that the granules that should have replaced them are now 
public.<br />    d. Browse granules that should be public (criterion 100 S1-i) 

a. SELECT ShortName, VersionId, 
GranuleId, IsOrderOnly, 
PublishTime<br />FROM 
AmGranule<br />WHERE GranuleId 
IN (granuleId in criterion 100 S1-
c)<br />Make sure IsOrderOnly is 
NULL.<br />Go to the public 
directory to make sure granules in 
public.<br />    b. Go to the hidden 
datapool to make sure there are 
granules whose restriction entries 
indicate that they should not be 
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# Action Expected Result Notes 
were published.<br />    e. Browse granules that should be hidden (criterion 
100 S1-j) were unpublished. 

public.<br />    c. SELECT 
ShortName, VersionId, GranuleId, 
IsOrderOnly, PublishTime<br 
/>FROM AmGranule<br />WHERE 
GranuleId IN (granuleId in criterion 
100 S1-e)<br />Make sure the 
granules that should have been 
replaced in the public datapool 
(criterion 100 S1-f) were moved to the 
appropriate hidden directory and that 
the granules that should have replaced 
them are now public. Go to hidden 
directory make sure there are granules 
that have been replaced in public 
datapool.<br />Go to the public 
directory to make sure there are 
granules in S1-e.<br />    d. SELECT 
g.ShortName, g.VersionId, 
convert(varchar(10), g.GranuleId) 
granuleId, g.IsOrderOnly, 
g.PublishTime, convert(varchar(10), 
b.BrowseId) BrowseId, 
b.IsOrderOnly<br />FROM 
AmGranule g, AmBrowse b, 
AmBrowseGranuleXref x<br 
/>WHERE g.GranuleId = 
x.GranuleId<br />AND x.BrowseId = 
b.BrowseId<br />AND b.BrowseId = 
&lt;browseId&gt;<br />GROUP BY 
g.ShortName, g.VersionId, 
g.GranuleId, g.IsOrderOnly, 
g.PublishTime, b.BrowseId<br 
/>Make sure the b.IsOrderOnly is 
NULL and browse granules are in 
public directory.<br />    e. SELECT 
g.ShortName, g.VersionId, 
convert(varchar(10), g.GranuleId) 
granuleId, 
g.IsOrderOnly,g.PublishTime, 
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# Action Expected Result Notes 
convert(varchar(10), b.BrowseId) 
BrowseId, b.IsOrderOnly<br />FROM 
AmGranule g, AmBrowse b, 
AmBrowseGranuleXref x<br 
/>WHERE g.GranuleId = 
x.GranuleId<br />AND x.BrowseId = 
b.BrowseId<br />AND b.BrowseId = 
&lt;browseId&gt;<br />GROUP BY 
g.ShortName, g.VersionId, 
g.GranuleId, g.IsOrderOnly, 
g.PublishTime, b.BrowseId<br />    f. 
make sure the b.IsOrderOnly is not 
null and browse granules are in hidden 
directory. 

11 <i>130 V-3</i>  #comment 
12 Verify that the granules having the discrepancies referenced in S-100-1d that 

are currently flagged as logically deleted (i.e., have a non-NULL 
deleteEffectiveDate) or hidden from normal users (i.e., DeleteFromArchive 
set to 'H') in the AIM CI inventory are flagged as non-public in the Data Pool 
inventory and that their files are in the correct hidden Data Pool location. 
Granules that have DeleteFromArchive set to &quot;Y&quot; should have 
had their files removed from the Data Pool by the AIM DeletionCleanup 
utility. 

Using the S-100-1d table verify OLA 
repairs:<br />|             | public     | 
public     |<br />|             | ESDT1      | 
ESDT2      |<br />| A.  Logical | hidden   
| hidden     |<br />| B.  DFA     | Not in 
DPL | Not in DPL |<br />| C.  Hidden  
| hidden     | hidden     |<br />| D.  
normal  | Public     | Public     |<br 
/>Reference DFA granules a row 
B.DFA in table above to make sure 
these granules have been removed 
from AmGranule/AmDataFile. Also 
go to the public directory of these 
granules to verify these granules have 
been removed from datapool public 
&amp;amp; hidden file systems. 

 

13 <i>130 V-4</i>  #comment 
14 Verify that the orphans identified in criterion 100 (S1- cases a, b, and c) and 

criterion 110 (S1 cases: e, f, and g) have been repaired, that is, that the files 
are no longer in the Data Pool.<br />[NOTE: orphans are defined as files that 
cannot be matched with an entry in the AIM Inventory Catalog, thus they 
cannot be repaired without re-ingesting the granule.] 

Identify the GranuleId in criterion 100 
(S1-cases a, b, and c) and criterion 110 
(S1 cases: e, f, and g) to make sure the 
files are no longer in the Data Pool 
disk. 

 

15 <i>130 V-5</i>  #comment 
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# Action Expected Result Notes 
16 Verify that the phantoms mentioned in criterion 110 have been repaired, i.e., 

that all files and links for these granules are now present in the Data Pool 
inventory and in the public or hidden Data Pool location and their checksum 
verification information has been updated as applicable. 

Identify the GranuleId in criterion 100 
to make sure the files and links for 
these granules are now present in the 
Data Pool inventory and in the public 
or hidden Data Pool location. 

 

17 <i>130 V-6</i>  #comment 
18 Verify that the invalid links mentioned in criterion 110 have been repaired, 

i.e., that they have been removed or replaced. 
Identity the sc and browse ids to verify 
that the invalid links mentioned in 
criterion 110 have been repaired, i.e 
that they have been removed or 
replaced. 

 

19 <i>130 V-7</i>  #comment 
20 Verify that the granules with files that had incorrect checksums (as per step 

S-1a) were repaired, i.e., the correct files are associated with these granules 
after the repair and that their checksums - when re-verified - match those 
stored in the AIM Inventory Catalog. 

SELECT g.ShortName, g.VersionId, 
convert(varchar(10), g.GranuleId) 
granuleId, convert(varchar(20), 
f.Checksum) Checksum<br />FROM 
AmGranule g, AmDataFile f<br 
/>WHERE g.GranuleId = 
f.GranuleId<br />AND g.GranuleId = 
&lt;g.GranuleId&gt;<br />GROUP 
BY g.ShortName, g.VersionId, 
g.GranuleId, f.Checksum<br />Make 
sure the Checsum valid is not 
&quot;ALERT&quot;. 

 

21 <i>130 V-8</i>  #comment 
22 Verify that any files that were copied from the ECS tape archive into the Data 

Pool during the repair were checksummed and that the checksum verification 
date is recorded in the AIM Inventory Catalog. 

Verify that ALL files copied from the 
tape archive have been checksummed 
and this computed checksum value 
entered into the DPL db. 

 

23 <i>130 V-9</i>  #comment 
24 Verify that the success or failure of the repairs can be verified either via the 

Data Pool Maintenance GUI or via exit codes returned by the repair utilities. 
Verify that the DPL Maintenance GUI 
shows the correct success/failure 
status of each attempted repair OR that 
the repair utilities show whether 
success/failure is complete or partial. 

 

 
 



 

647 
 

TEST DATA: 
 
 
 
 
 

Crit 
id 

Cri
t 
ccr 
no 

Test Data 
Description 

Data Type 
Requirement
s 

Metadata 
Requirement
s 

Volume 
Requirement
s 

Size 
Requirement
s 

Data Location 
Readines
s Status 

130_
A 

  
MOD29P1D.00
5 

2 granules       
/sotestdata/DROP_801/DP_81_01/Criteria/130/130
_A 

  

130_
B 

    
Reuse test 
data in 
criterion 100 

          

130_
C 

    
Reuse test 
data in 
criterion 110 

          

 
EXPECTED RESULTS: 
 

227 INVENTORY VALIDATION AND REPAIR USING AUTOMATED OUTPUTS (ECS-ECSTC-2638) 

DESCRIPTION: 
 
PRECONDITIONS: 
System is transitioned to 8.1 
 
STEPS:   
# Action Expected Result Notes 
1 <i>140 S-1</i>  #comment 
2 [Inventory Validation and Repair using automated outputs] This criterion was 

derived from criterion 310 in ticket DP_7F_01. Perform repairs of the 
following discrepancies as reported by the referenced validation runs, using 
the output reports from these runs as input for the repairs.<br />    a. Perform 
a checksum verification that will report at least two granule files as 

a. Use the DPL CVU that will report 
the two Criteria 200 step S-1e granules 
in ticket DP_7F_1 as discrepancies, or 
ingest two PDRs in the test 
requirement.<br />Record granuleIds 

 



 

648 
 

# Action Expected Result Notes 
corrupt.<br />    b. Ensure that the outputs from inventory validations 
reporting the discrepancies and problems specified in criterion 100 and 110 
are available.<br />Ensure that the repair needs to access granules stored on 
LTO tapes and that all required tapes are resident in the tape silo. 

and modify the checksum value to 
&quot;ALTER&quot; in DPL<br 
/><br />  UPDATE AmDataFile<br />  
SET uncompChksum = 
&quot;ALERT&quot;<br />  WHERE 
GranuleId IN (granuleId)<br /><br 
/>Run fsrmdiskcopy to remove these 
granules from StorNext cache. For 
example,<br /><br />  
deleteFromCache.pl &lt;MODE&gt; 
/stornext/snfs1/DEV01/MODIS/ 
:SC:MOD29P1D.086:249887:1.HDF-
EOS<br /><br />Run the DPL 
CVU<br /><br />  EcDlDpcvStart 
&lt;MODE&gt; -file 
&lt;granuleId&gt;<br /><br />Use the 
Inventory Validation tool to verify that 
all of the other discrepancies from 
criteria 100 step S-1c-f, S-1i-j, and 
110 S-1a-g, S1h-k, S-1m, S1l and S1n 
are detected. 

3 <i>140 S-2</i>  #comment 
4 Repair these discrepancies starting the repair utilities via command line and 

providing the output files from the validation runs as input. Do not alter the 
output files before using them as inputs into the repair utilities. 

To repair the checksum mismatch 
condition, execute 
EcDlRestoreOlaFromTapeStart 
providing the output file generated 
from executing 
EcDlInventoryValidationTool.pl 

 

5 <i>140 V-1</i>  #comment 
6 For each repair run, verify that it is possible to locate the output file produced 

by the validation run based on file naming and directory location conventions 
and without using the knowledge (as documented in S-1) of what 
discrepancies to expect. 

Verify that each input file used for 
each repair provides a descriptive 
name telling the operator of which 
repair tool to uses. Verify that the 
input file is located within 
/usr/ecs/&lt;mode&gt;/CUSTOM/data
/DPL/Validation<br />For C110, 
verify that you have the following files 
in 
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# Action Expected Result Notes 
/usr/ecs/&lt;mode&gt;/CUSTOM/data
/DPL/Validation/110<br /><br />  
BrowseFilesNotOnDisk.*<br />  
BrowseMissingFiles.*<br />  
BrowseWithNoScienceGranule.*<br 
/>  FilesNotInDatabase.*<br />  
GranuleFilesNotOnDisk.*<br />  
GranulesMissingFiles.* 

7 <i>140 V-2</i>  #comment 
8 Verify the success of the repairs as specified in Criterion 130. Repeat the verification steps of C130 

to verify that all required repairs were 
accomplished. 

 

 
 
TEST DATA: 
 
 
 
 

Crit 
id 

Crit 
ccr no 

Test Data 
Description 

Data Type Requirements 
Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

140_A     
Reuse the test data in 
criterion 130 S1-a 

          

140_B     
Reuse the test data in criteria 
100 and 110 

          

 
EXPECTED RESULTS: 
 

228 LOGICAL DELETION AND HIDING OF GRANULES (ECS-ECSTC-2639) 

DESCRIPTION: 
 
PRECONDITIONS: 
System is transitioned to 8.1 
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STEPS:   
# Action Expected Result Notes 
1 <i>200 S-1</i>  #comment 
2 [Logical deletion and hiding of granules] Logically delete at least four 

science granules via the AIM granule deletion utility (i.e., set their 
deleteEffectiveDate to a non-NULL value). Include at least two granules that 
are in the public Data Pool and at least two granules that are in the hidden 
Data Pool. Include among the granules public granules with browse, 
where<br />    a. for at least one granule, the browse are not also referenced 
by other public granules<br />    b. for at least one granule, at least one 
browse has more than one related public science granule and they all shall be 
logically deleted<br />    c. for at least one granule, the browse is referenced 
by a public granule being logically deleted and a public granule not being 
deleted.<br />Include at least one MISR browse for each of these cases. 

Ingest the 12 science granules in S1 
above.<br />Then, submit the browse 
PDRs to Ingest.<br /><br />|     |   | 
ESDT     |<br />| *   |   | MOD29P1N 
|<br />| *   |   | MOD29P1N |<br />| A   
| a | MOD29P1D |<br />| A'  | a | 
MB2LME   |<br />| B   | b | 
MOD29P1D |<br />| B   | b | 
MOD29P1D |<br />| B'  | b | 
MB2LME   |<br />| B'  | b | MB2LMT   
|<br />| C1  | c | MOD29P1D |<br />| 
C2  | c | MOD29P1D |<br />| C1' | c | 
MB2LME   |<br />| C2' | c | MB2LMT   
|<br /><br />Create a geoid file 
consisting of:<br />Non-MISR:<br />  
the * , A, B and C1 granules<br 
/>MISR:<br />  the A', B', and C1' 
granules<br />(do not include the 
MISBR in the geoid file).<br />Run 
EcDsBulkDelete.pl -physical -
geoidfile [file]<br />Verify the 
deleteEffectiveDate has been set for 
these granules (&amp;amp; their 
associated browse). 

 

3 <i>200 S-2</i>  #comment 
4 Hide at least two science granules in the AIM inventory that were previously 

not hidden (i.e., set DeleteFromArchive to 'H'). Include granules that are in 
the public Data Pool and granules that are in the hidden Data Pool. Include 
among the granules public granules with browse, where<br />    a. the browse 
are not also referenced by other public granules<br />    b. at least one browse 
has more than one related public science granule and they all shall be hidden 
in the AIM inventory<br />    c. the browse is referenced by a public granule 
being hidden in the AIM inventory and a public granule not being hidden.<br 
/>Include at least one MISR browse for each of these cases. 

Ingest the 12 science granules in S2 
above.<br />Then, submit the browse 
PDRs to Ingest.<br />Collect 
GranuleIds of these 12 granules:<br 
/><br />|     |   | ESDT     |<br />|     | * | 
MOD29P1N |<br />|     | * | 
MOD29P1N |<br />| A   | a | 
MOD29P1D |<br />| A'  | a | 
MB2LME   |<br />| B   | b | 
MOD29P1D |<br />| B   | b | 
MOD29P1D |<br />| B'  | b | 
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# Action Expected Result Notes 
MB2LME   |<br />| B'  | b | MB2LMT   
|<br />| C1  | c | MOD29P1D |<br />| 
C2  | c | MOD29P1D |<br />| C1' | c | 
MB2LME   |<br />| C2' | c | MB2LMT   
|<br /><br />Using isql, set DFA='H' 
for the *, A,A',B,B', C1, C1' S2 
granules (as shown in the data table). 

5 <i>200 S-3</i>  #comment 
6 <i>Document Reference: ESDT</i>  #comment 
7 Logically delete at least two non-science via the AIM granule deletion utility 

(i.e., set their deleteEffectiveDate to a non-NULL value). 
Ingest the two S3 granules (plus 
associated ancillary granules).<br 
/><br />DAP<br />AE_Land<br />  
Browse<br />  PH<br />  QA<br 
/><br />Create a geoid file of the 
AE_Land, DAP, PH, and QA 
granules.<br />Run 
EcDsBulkDelete.pl -physical -
geoidfile [file]<br />Verify the 
deleteEffectiveDate has been set for 
the AE_Land, its browse and the non-
science (DAP, PH &amp;amp; QA) 
granules. 

 

8 <i>200 S-4</i>  #comment 
9 Run the test first by processing the propagated deletions and hiding 

operations in the Data Pool as an additional step during the sequence of AIM 
deletion steps. 

Test1: Run EcDlUnpublishStart.pl -m 
[mode] -aim -offset 1 to propagate the 
deletes to the datapool. 

 

10 <i>200 S-5</i>  #comment 
11 Repeat the test and trigger the processing of the propagated deletions and 

hiding operations in the Data Pool via cron. 
Test2: Configure the OS to initiate the 
Unpublish action above via a 'cron' 
every 15 minutes. 

 

12 <i>200 V-1</i>  #comment 
13 Verify that none of these granules will be public after the next run of the Data 

Pool utility that handles the corresponding interface with the AIM CI, i.e., the 
isOrderOnly state is not 'B' or NULL, and the granules are not referenced in 
the Data Pool tables used for Data Pool web drilldown, i.e., the warehouse, 
spatial, and measured parameter tables. 

Verify that the granules with a 
deleteEffectiveDate or DFA='H&quot; 
are moved from public to hidden 
datapool. 

 

14 <i>200 V-2</i>  #comment 
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# Action Expected Result Notes 
15 Verify that the browse related to the granules that were un-published and 

where the browse are no longer referenced by other science granules are 
removed from the public Data Pool directories and DPL inventory; and that 
the browse that were referenced by un-published granules as well as granules 
that remain public remain in the public Data Pool directories and Data Pool 
inventory. 

Verify that the browse granules 
associated with the S1-A, A', B, B', 
C1, C1' &amp;amp; S2-A, A', B, B', 
C1, C1' granules are removed from the 
public datapool and the DPL db.<br 
/>Verify that the browse granules 
associated with the S1-C2, C2' and S2-
C2, C2' granules are NOT removed 
from the public datapool nor the DPL 
db.<br />Verify the DAP, PH 
&amp;amp; QA granules remain in 
the hidden datapool.<br />Note: 
theMISBR will NOT be removed from 
the public datapool but they WILL be 
unlinked with thelogically deleted 
science granules. 

 

16 <i>200 V-3</i>  #comment 
17 Verify that a subsequent execution of the function that propagates these 

actions to the Data Pool will not attempt to process the same actions again. 
Verify that running Unpublish -aim -
offset 1 again, will not attempt to 
unpublish these granules again. 
(Check the EcDlUnpublish.ALOG to 
find 0 granules processed).<br 
/>Undelete and un-DFA all of the 
affected granules.<br />The granules 
will automatically re-publish and be 
available for repeating the setup for 
Test #2. 

 

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

      Reuse   Resuse   /sotestdata/DROP_722/DP_7F_01/Criteria/040_   
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Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

DP_7F_01 
Critertion 40 
data 

 
EXPECTED RESULTS: 
 

229 PROCESS UNPUBLISH EVENTS IN DPL WITH A "LAG TIME", BASED UPON LOGICAL 
DELETE, HIDE, AND DFA (ECS-ECSTC-2640) 

DESCRIPTION: 
 
PRECONDITIONS: 
System is transitioned to 8.1 
 
STEPS:   
# Action Expected Result Notes 
1 <i>210 S-1</i>  #comment 
2 [Process Unpublish Events in DPL with a &quot;lag time&quot;, based upon 

logical delete, hide, and DFA]<br /><br />Configure the DPL un-publish 
cron to pass a small lag time parameter such that the following operations can 
be completed and the DPL un-publish service can be run prior to the 
&quot;lag time&quot; expiring. Or run the service manually after completing 
step 3 using an appropriate lag time. 

  

3 <i>210 S-2</i>  #comment 
4 Test the permutations of setting DeleteFromArchive (DFA) from {G, N, H} 

to Y and verify that the granules are un-published as necessary using the 
&quot;un-publish&quot; utility with a lag time.<br />Using the AIM Granule 
Deletion Service (EcDsBulkDelete):<br />    a. Modify the DFA from G to Y 
for at least 2 granules that are public in Data Pool.<br />    b. Modify the 
DFA from N to Y for at least 4 granules that are in the public in Data Pool, at 
least 2 containing a Browse image in the public Data Pool.<br />    c. Mark at 
least 2 granules as deleted (logical delete).<br />    d. Modify the DFA from 
N to Y for at least 2 granules that are in the hidden Data Pool.<br />    e. 

Ingest granules and use the sql 
command to obtain geoids. For 
example,<br />SELECT 
&quot;SC:&quot;+ 
convert(varchar(8),g.ShortName) + 
&quot;.00&quot; + convert(char(1), 
g.VersionId) + &quot;:&quot; + 
convert(varchar(10),g.GranuleId)<br 
/>FROM AmGranule g<br />WHERE 
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# Action Expected Result Notes 
Modify the DFA from H to Y for at least 2 granules that are in the hidden 
Data Pool.<br />    f. Modify the DFA from G to Y for at least 2 granules that 
are in the hidden Data Pool.<br />Record the time of these operations 

ShortName = 
&quot;MOD29P1D&quot;<br />AND 
VersionId = 5<br />AND 
RegistrationTime &gt; todaydate;<br 
/>14 rows returned<br />Note: Geoid 
format: 
SC:MOD29P1D.005:12345<br />    a. 
Get 2 granuleIds from the query 
above<br />Login into the Am 
Database<br />UPDATE 
AmGranule<br />SET 
DeleteFromArchive = 
&quot;G&quot;<br />WHERE 
GranuleId IN &lt;granuleids&gt;<br 
/>Repeat the query again; set 
DeleteFromArchive = 
&quot;Y&quot;<br />    b. Get 4 
Geoids from the query above to create 
a b_geoid.txt file.<br />run 
BulkDelete - DFA b_geoid.txt<br />    
c. Get 2 Geoids from the query above 
to create a c_geoid.txt file.<br />run 
BulkDelete -physical c_geoid.txt<br 
/>    d. Get 2 Geoids from the query 
above to create a d_geoid.txt file<br 
/>Run the Unpublish utilitiy<br 
/>EcDlUnpublishStart.pl -mode 
&lt;MODE&gt; -g &lt;granuleId1, 
granuleId2&gt;<br />Run the 
BulkDelete - DFA d_geoid.txt<br />    
e. Get 2 Geoids from the query above 
to create a e_geoid.txt file<br />Run 
the Unpublish utilitiy<br 
/>EcDlUnpublishStart.pl -mode 
&lt;MODE&gt; -g &lt;granuleId1, 
granuleId2&gt;<br />UPDATE 
AmGranule<br />SET 
DeleteFromArchive = 
&quot;H&quot;<br />WHERE 
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# Action Expected Result Notes 
GranuleId IN &lt;granuleids in 
e_geoid.txt&gt;<br />UPDATE 
AmGranule<br />SET 
DeleteFromArchive = 
&quot;Y&quot;<br />WHERE 
GranuleId IN &lt; e_geoid.txt &gt;<br 
/>    f. EcDlUnpublishStart.pl -mode 
&lt;MODE&gt; -g &lt;granuleId1, 
granuleId2&gt;<br />UPDATE 
AmGranule<br />SET 
DeleteFromArchive = 
&quot;G&quot;<br />WHERE 
GranuleId IN &lt;granuleids in 
e_geoid.txt&gt;<br />Repeat the query 
again; set DeleteFromArchive = 
&quot;Y&quot; 

5 <i>210 S-3</i>  #comment 
6 Run the DPL un-publish service before the &quot;lag time&quot; expires. EcDlUnpublishStart.pl -mode 

&lt;MODE&gt; -aim -offset &lt;offset 
# of hours&gt; -lagtime &lt;lagtime # 
of hours&gt;<br 
/>EcDlUnpublishStart.pl -mode 
&lt;MODE&gt; -aim -offset 48 -
lagtime 24 

 

7 <i>210 S-4</i>  #comment 
8 Run the DPL un-publish service after the &quot;lag time&quot; has expired. EcDlUnpublishStart.pl -mode 

&lt;MODE&gt; -aim -offset &lt;offset 
# of hours&gt; -lagtime &lt;lagtime # 
of hours&gt;<br 
/>EcDlUnpublishStart.pl -mode 
&lt;MODE&gt; -aim -offset 24 -
lagtime 1 

 

9 <i>210 V-1</i>  #comment 
10 Verify that after step 3 the granules modified in steps S1{a, b, and c} are 

skipped by DPL un-publish and that no actions are performed for the granules 
in steps S1{d, e, and f}. 

Open the EcDlUnpublish.log to verify 
that after step 3 the granules modified 
in steps S1{a, b, and c} are skipped by 
DPL un-publish and that no actions 
are performed for the granules in steps 
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# Action Expected Result Notes 
(d, e, and f}. 

11 <i>210 V-2</i>  #comment 
12 Verify that after step 4 the DFA'ed and deleted granules that were in the 

public data pool, steps S1{a, b, and c} are moved to the hidden data pool and 
that the granules from steps S1{d, e, and f} that are in the hidden data pool 
remains in the hidden data pool. 

SELECT &quot;SC:&quot;+ 
convert(varchar(8),g.ShortName) + 
&quot;.00&quot; + convert(char(1), 
g.VersionId) + &quot;:&quot; + 
convert(varchar(10),g.GranuleId) 
'GeoId', g.IsOrderOnly, 
convert(varchar(50),f.DirectoryPath) 
DirectoryPath<br />FROM 
AmGranule g, AmDataFile f<br 
/>WHERE g.ShortName = 
&quot;MOD29P1D&quot;<br />AND 
g.VersionId = 5<br />AND 
g.GranuleId IN (steps S1{a, b, and 
c})<br />AND g.GranuleId = 
f.GranuleId<br />to make sure 
IsOrderOnly is &quot;H&quot; and go 
to the public DataPool make sure the 
files have moved to hidden data pool. 
The granules from steps S1{d, e, and 
f} that are in the hidden data pool 
remains in the hidden data pool. 

 

13 <i>210 V-3</i>  #comment 
14 Verify the &quot;state&quot; of the granule in the database; the 

&quot;isOrderOnly&quot; column is set correctly and the DirectoryPath is 
now set to the &quot;hidden&quot; directory and that the files are no longer 
present in the Public Data Pool. 

SELECT &quot;SC:&quot;+ 
convert(varchar(8),g.ShortName) + 
&quot;.00&quot; + convert(char(1), 
g.VersionId) + &quot;:&quot; + 
convert(varchar(10),g.GranuleId) 
'GeoId', g.IsOrderOnly, 
convert(varchar(50),f.DirectoryPath) 
DirectoryPath<br />FROM 
AmGranule g, AmDataFile f<br 
/>WHERE g.ShortName = 
&quot;MOD29P1D&quot;<br />AND 
g.VersionId = 5<br />AND 
g.GranuleId IN (3000125734)<br 
/>AND g.GranuleId = f.GranuleId<br 
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# Action Expected Result Notes 
/>GeoId IsOrderOnly 
DirectoryPath<br />    -------------------
----- ----------- ------------------------- ---
----------------------<br 
/>SC:MOD29P1D.005:3000125734 H 
/MOD29P1D.005JLiahiKo/2007.11.2
5/<br />Make sure the IsOrderOnly is 
&quot;H&quot;. 

15 <i>210 V-4</i>  #comment 
16 Verify that the associated browse images were removed from the Data Pool. 

NOTE: this does not attempt to test the retention of Browse images that are 
still referenced by other public granules. 

Go to the public directory to make 
sure that the associated browse images 
were removed from the Data Pool 
from step S-2b. 

 

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

210     
MOD29P1D.005 
 
Browse 

  
2 granules 
 
2 browse 

  /sotestdata/DROP_801/DP_81_01/Criteria/210   

 
EXPECTED RESULTS: 
 

230 DATA POOL RE-PUBLISH UN-DELETED GRANULES (REGRESSION TEST CRITERION 50 IN 
TICKET DP_7F_01) (ECS-ECSTC-2641) 

DESCRIPTION: 
 
PRECONDITIONS: 
System is transitioned to 8.1 
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STEPS:   
# Action Expected Result Notes 
1 <i>215 S-1</i>  #comment 
2 [Logical un-deletion and un-hiding of granules] Logically un-delete at least 

four (4) granules via the AIM granule deletion utility (i.e., set deleteEffective 
to NULL when it was non NULL before) that belong at least two different 
collections configured to be public. Include among them <br />    a. at least 
two granules that are referenced by orders that will not be cleaned up during 
the test<br />    b. at least two granules that are not referenced by orders.<br 
/>    c. at least two granules that are in-eligible to be public (i.e., un-delete 
granules and set their DeleteFromArchive flag to ‘H’).<br />    d. at least two 
granules that are eligible to be public and have browse granules that are not 
currently in the public Data Pool; include among the browse at least one 
MISR browse.<br />    e. at least four granules that will trigger granule 
replacement as part of their publication attempt. Among them include<br />      
1. at least two granules that are newer than the one that is currently public<br 
/>        2. at least two granules that are older than one that is currently public 
(i.e., include granules whose publication will not succeed).<br />    f. at least 
one granule that will be replaced successfully and is referenced by an order 
that will not be cleaned up during the test (the granule may be included 
among those referenced in e1). <br />    g. at least one granule that will be 
replaced successfully and is not referenced by orders (the granule may be 
included among those referenced in e1). <br />    h. at least one granule that 
will fail in replacing the currently public granule and is referenced by an 
order that will not be cleaned up during the test (the granule may be included 
among those referenced in e2). <br />    i. at least one granule that will fail in 
replacing the currently public granule and is not referenced by orders (the 
granule may be included among those referenced in e2). <br />    j. at least 
one granule that succeeds in replacing an existing granule and is referenced 
by an order that will not be cleaned up during the test (the granule may be 
included among those referenced in e1). <br />    k. at least one granule that 
succeeds in replacing an existing granule and is not referenced by orders (the 
granule may be included among those referenced in e1). 

Verify Replace=Y for 
MOD29P1D.<br /><br />Ingest the 4 
granules in the ‘replacement-old’ 
directory and add the GranuleIds to 
e1a, e1b, e2a and e2b in the table 
below.<br /><br />Create an ODL file 
for e1a and e2b and submit the 
PROPERTIES file to EwocTestDriver 
. Note the RequestId.<br /><br 
/>Ingest the 4 granules in the 
‘replacement-new’ directory and 
(using filenames in AmDataFile) 
carefully identify these as e1a’, e1b’, 
e2a’ and e2b’.<br /><br />Ingest the 
remaining MOD29P1D, MYD29P1D 
&amp; MISR granules .  Note the 
GranuleIds and dplIds.<br /><br />|      
| ESDT     | GranuleId | dplId | delEff | 
DFA | OO |<br />| a    | MOD29P1D |     
|       |        |     |    |<br />| a    | 
MOD29P1D |           |       |        |     |    
|<br />| a    | MYD29P1D |           |       |   
|     |    |<br />| a    | MYD29P1D |           
|       |        |     |    |<br />| b    | 
MOD29P1D |           |       |        |     |    
|<br />| b    | MOD29P1D |           |       |   
|     |    |<br />| b    | MYD29P1D |           
|       |        |     |    |<br />| b    | 
MYD29P1D |           |       |        |     |    
|<br />| c    | MOD29P1D |           |       |   
|     |    |<br />| c    | MOD29P1D |           
|       |        |     |    |<br />| d    | 
MOD29P1D |           |       |        |     |    
|<br />| d    | Browse   |           |       |        
|     |    |<br />| d    | MOD29P1D |           
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# Action Expected Result Notes 
|       |        |     |    |<br />| d    | Browse   
|           |       |        |     |    |<br />| d    | 
MB2LME   |           |       |        |     |    
|<br />| d    | MISBR    |           |       |        
|     |    |<br />| e1a  | MOD29P1D |          
|       |        |     |    |<br />| e1a’ | 
MOD29P1D |           |       |        |     |    
|<br />| e1b  | MOD29P1D |           |       
|        |     |    |<br />| e1b’ | MOD29P1D 
|           |       |        |     |    |<br />| e2a  | 
MOD29P1D |           |       |        |     |    
|<br />| e2a’ | MOD29P1D |           |       
|        |     |    |<br />| e2b  | MOD29P1D 
|           |       |        |     |    |<br />| e2b’ | 
MOD29P1D |           |       |        |     |    
|<br />| f    | e1a      |           |       |        |     
|    |<br />| g    | e1b      |           |       |        
|     |    |<br />| h    | e2b      |           |       
|        |     |    |<br />| i    | e2a      |           
|       |        |     |    |<br />| j    | e1a’     |      
|       |        |     |    |<br />| k    | e1b’     |     
|       |        |     |    |<br />Create a geoid 
file of the 13 a-d, e1a’, e1b’, e2a 
&amp; e2b granules.<br /><br 
/>Create an ODL file for the 4-a 
&amp; e1a’ granules.<br /><br 
/>Submit the ODL file to 
EcOmSrCliDriverStart. Note the 
RequestId.<br /><br />Run 
BulkDelete –m [mode] –physical –g 
[geoid file]<br /><br />Using isql, set 
the DFA flag=‘H’ for the 2- c 
granules.<br /><br />Run 
EcDlUnpublishStart.pl –m [mode] –
aim –offset 1 <br />(Verify the S1-d 
browse granules are unpublished).<br 
/><br />Re-Publish the e1a &amp; e1b 
granules.  Syntax: 
EcDlPublishUtilityStart [mode] –g 



 

660 
 

# Action Expected Result Notes 
ecsId –g ecsId<br /><br />Prepare to 
run BulkUndelete with the same geoid 
file. 

3 <i>215 S-2</i>  #comment 
4 Logically un-delete at least four (4) granules via the AIM granule deletion 

utility (i.e., set deleteEffective to NULL when it was non NULL before) that 
belong to collections not configured to be public. Include among them: <br />   
a. at least two granules that are otherwise eligible to be public <br />    b. at 
least two granules that are referenced by orders that will not be cleaned up 
during the test <br />    c. at least two granules that are not referenced by 
orders. 

Ingest the four S2 granules.<br />| 
ESDT | GranuleId | dplId | delEff | 
DFA | OO |<br />| b    | MOD29P1N  |    
|        |     |    |<br />| b    | MOD29P1N  
|       |        |     |    |<br />| c    | 
MYD29P1N  |       |        |     |    |<br />| 
c    | MYD29P1N  |       |        |     |    
|<br />Create a geoid file for the 4 
granules.<br />Create an ODL file for 
2-b granules (shaded cells).<br 
/>Submit the ODL file to OMS. Note 
the RequestId.<br /><br />Run 
BulkDelete.pl –m [mode] –physical –g 
[geoid file]<br />(Unpublish not req’d 
since these granules are already 
hidden).<br /><br />Prepare to run 
BulkUndelete with the same options. 

 

5 <i>215 S-3</i>  #comment 
6 Unhide at least four (4) granules in the AIM inventory that were hidden (i.e., 

set DeleteFromArchive to ‘N’ when it was ‘H’) that belong to at least two 
different collections configured to be public. Include among them<br />    a. 
at least two granules that are referenced by orders that will not be cleaned up 
during the test<br />    b. at least two granules that are not referenced by 
orders.<br />    c. at least two granules that are eligible to be public and have 
browse granules that are not currently in the public Data Pool; include among 
the browse at least one MISR browse.<br />    d. at least two granules that 
will trigger granule replacement as part of their publication attempt. Among 
them include<br />        1. at least two granules that are newer than the one 
that is currently public<br />        2. at least two granules that are older than 
one that is currently public (i.e., include granules whose publication will not 
succeed).<br />    e. at least one granule that will be replaced successfully and 
is referenced by an order that will not be cleaned up during the test (the 
granule may be included among those referenced in d1)<br />    f. at least one 
granule that will be replaced successfully and is not referenced by orders (the 

Ingest the 6- a-c granules.<br />Ingest 
the d1a &amp; d1b and d2a &amp; 
d2b granules.<br />Re-ingest the same 
four granules but assign their 
GranuleIds tod1a’, d1b’, d2a’ &amp; 
d2b’.  (These will automatically 
replace the older granules).<br />| 
ESDT | GranuleId | dplId | delEff | 
DFA | OO |<br />| a    | MOD29P1D  |    
|        |     |    |<br />| a    | MOD29P1D  
|       |        |     |    |<br />| b    | 
MYD29P1D  |       |        |     |    |<br />| 
b    | MYD29P1D  |       |        |     |    
|<br />| c    | MOD29P1D  |       |        |     
|    |<br />| c    | Browse    |       |        |     
|    |<br />| c    | MB2LME    |       |        
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# Action Expected Result Notes 
granule may be included among those referenced in d1).<br />    g. at least 
one granule that will fail in replacing the currently public granule and is 
referenced by an order that will not be cleaned up during the test (the granule 
may be included among those referenced in d2).<br />    h. at least one 
granule that will fail in replacing the currently public granule and is not 
referenced by orders (the granule may be included among those referenced in 
d2)<br />    i. at least one granule that succeeds in replacing an existing 
granule and is referenced by an order that will not be cleaned up during the 
test (the granule may be included among those referenced in d1)<br />    j. at 
least one granule that succeeds in replacing an existing granule and is not 
referenced by orders (the granule may be included among those referenced in 
d1). 

|     |    |<br />| c    | MISBR     |       |        
|     |    |<br />| d1a  | MOD29P1D  |       
|        |     |    |<br />| d1a’ |           |       |     
|     |    |<br />| d1b  | MOD29P1D  |       
|        |     |    |<br />| d1b’ |           |       |    
|     |    |<br />| d2a  | MOD29P1D  |       
|        |     |    |<br />| d2a’ |           |       |     
|     |    |<br />| d2b  | MOD29P1D  |       
|        |     |    |<br />| d2b’ |           |       |    
|     |    |<br />| e    | d1a       |       |        |    
|    |<br />| f    | d1b       |       |        |     |    
|<br />| g    | d2b       |       |        |     |    
|<br />| h    | d2a       |       |        |     |    
|<br />| i    | d1a’      |       |        |     |    
|<br />| j    | d1b’      |       |        |     |    
|<br />Create an ODL file for 2-a, d1a, 
d1a’ and d2b granules (shaded 
cells).<br />Submit the ODL file to 
OMS. Note the RequestId.<br /><br 
/>Create a file with the sql command 
to set the DFA flag to ‘H’ for 6- a-c, 
d1a’, d1b’, d2a &amp; d2b 
granules.<br />(Also include the 
command to reset the flag to ‘N’).<br 
/>Run the ‘H’ command at this 
time.<br /><br />Run 
EcDlUnpublishStart.pl –m [mode] –
aim –offset 1<br />(Verify the S3-c 
browse granules are unpublished).<br 
/><br />Re-Publish the d1a &amp; 
d1b granules.  Syntax:<br 
/>EcDlPublishUtilityStart [mode] –g 
ecsId –g ecsId 

7 <i>215 S-4</i>  #comment 
8 Unhide at least four (4) granules in the AIM inventory that were hidden (i.e., 

set DeleteFromArchive to ‘N’ when it was ‘H’) that belong to collections not 
configured to be public. Include among them. <br />    a. granules that are 
otherwise eligible to be public <br />    b. granules that are referenced by 
orders that will not be cleaned up during the test <br />    c. granules that are 

Ingest the four S4 granules. <br />| 
ESDT | GranuleId | dplId | delEff | 
DFA | OO |<br />| b    | MOD29P1N  |    
|        |     |    |<br />| b    | MOD29P1N  
|       |        |     |    |<br />| c    | 
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# Action Expected Result Notes 
not referenced by orders. MYD29P1N  |       |        |     |    |<br />| 

c    | MYD29P1N  |       |        |     |    
|<br />Create an ODL file for 2-b 
granules (shaded cells).<br />Submit 
the ODL file to OMS. Note the 
RequestId.<br /><br />Create a file 
with the sql command to set the DFA 
to ‘H’ for these 4 granules.<br />(Also 
include the command to reset the flag 
to ‘N’).<br />Run the ‘H’ command at 
this time.<br /><br />(Unpublish not 
reqd since these granules are already 
hidden). 

9 <i>215 S-5</i>  #comment 
10 Ensure that the Data Pool Insert Service is operational. Ensure DPAD is running  
11 <i>215 S-6 DELETED</i>  #comment 
12 <i>215 V-1</i>  #comment 
13 Verify that the granules that belong to collections configured to be public and 

are eligible to be public have their files in the correct location in the public 
Data Pool area, and if they were on order, also have links in the hidden Data 
Pool area; and verify that their state is correct (i.e., isOrderOnly is ‘B’ or 
NULL) depending on whether they are referenced by an order or not. 

a. Verify the S1a &amp; S3a granules 
are in the public directory and there is 
a link in the hidden directory to the 
public directory.<br />b. Verify the 
S1b &amp; S3b granules are in the 
public directory<br />c. Verify the S1c 
granules remain hidden (they still are 
‘H’ granules).<br />d. Verify the S1d 
&amp; S3c granules are in the public 
directory and their browse is also 
published.<br />e. Verify the 
replacement of S1 e1a by e1a’, e1b by 
e1b’ and S3 d1a by d1a’, d1b by d1b’ 
succeeds. Verify the replacement of 
S1 e2a’ by e2a, e2b’ by e2b and S3 
d2a’ by d2a, d2b’ by d2b fails.<br />f. 
The S1-f (e1a) and S3-e (d1a) granules 
exist in the hidden area and the FTP 
Pull links are valid.<br />g. The S1-g 
(e1b) and S3-f (d1b) granules exist in 
the hidden area.  <br />h. S1-e2b 
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# Action Expected Result Notes 
&amp; S3-d2b granules exist in the 
hidden area and have links in the FTP 
PullDir. <br />i. S1-e2a &amp; S3-d2a 
granules exist in the hidden area w/o 
pull links.<br />j. S1-e1a’ &amp; S3-
d1a’ are public and the link in the FTP 
PullDir is valid.<br />k. S1-e1b’ 
&amp; S3-d1b’ are public w/o pull 
links. 

14 <i>215 V-2</i>  #comment 
15 Verify that the granules that belong to collections configured to be public and 

are ineligible to be public are in the hidden Data Pool area and that their state 
is correct (i.e., isOrderOnly is ‘Y’ or ‘H’) depending on whether they are 
referenced by an order or not. 

2-S1c granules isOrderOnly is H 
(because DFA=’H’), and S1 e2a 
&amp; e2b granules isOrderOnly is H 
&amp; Y (because they were replaced 
by e2a’ &amp; e2b’). 

 

16 <i>215 V-3</i>  #comment 
17 For the granules that are being published and that reference a browse granule 

that is currently not in the Data Pool, verify that the Browse granule is also 
published and is now cross-referenced with the correct science granule. 

For S1-d and S3-c granules, verify that 
after each is published, the browse is 
also published and the db XRef table 
is updated. 

 

18 <i>215 V-4</i>  #comment 
19 Verify that the granule replacement works correctly, i.e., only the granules 

expected to be replaced are indeed being replaced. 
S1- e1a’ &amp; e1b’ granules replace 
the e1a &amp; e1b granules and are 
now public.<br />S1- e2a &amp; e2b 
do NOT replace e2a’ &amp; e2b’<br 
/>S3- d1a’ &amp; d1b’ granules 
replace the d1a &amp;d1b granules 
and are now public.<br />S3 d2a 
&amp; d2b do NOT replace d2a’ 
&amp; d2b’ 

 

20 <i>215 V-5</i>  #comment 
21 Verify that the state of each public granule whose replacement failed is 

correct (i.e., isOrderOnly is ‘B’ or NULL) depending on whether it is 
referenced by an order or not. 

The S1- e2a &amp; e2b granules do 
NOT replace the e2a’ &amp; e2b’ 
granules (and remain hidden).  The 
isOrderOnly value does not change.  
<br />The S3- d2a &amp; d2b 
granules do NOT replace the d2a’ 
&amp; d2b’ granules (and remain 
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# Action Expected Result Notes 
hidden).  The isOrderOnly value does 
not change. 

22 <i>215 V-6</i>  #comment 
23 Verify that the state of each public granule which was published as part of the 

replacement is correct (i.e., isOrderOnly is ‘B’ or NULL) depending on 
whether it is referenced by an order or not. 

For S1- e1a’ &amp; e1b’, both 
granules are public; isOrderOnly is B 
for e1a’ and null for e1b’.<br />For 
S3- d1a’ &amp; d1b’, both granules 
are public; isOrderOnly is B for d1a’ 
and null for d1b’. 

 

24 <i>215 V-7</i>  #comment 
25 Verify that the failed granule replacements leaves the granules whose 

publication was attempted in the Data Pool inventory and its files in the 
correct hidden Data Pool location and that their Data Pool state is correct 
(i.e., isOrderOnly is ‘H’ or ‘Y’) depending on whether they are referenced by 
an order or not. 

For S1- e2a &amp; e2b, both granules 
remain hidden; isOrderOnly is H for 
e2a and Y for e2b.<br />For S3- d2a 
&amp; d2b, both granules remain 
hidden; isOrderOnly is H for d2a and 
Y for d2b. 

 

26 <i>215 V-8</i>  #comment 
27 Verify that granules that were replaced are left in the Data Pool inventory in 

the correct state (i.e., isOrderOnly is ‘H’ or ‘Y’) depending on whether they 
are referenced by an order or not; and that their files are in the correct hidden 
Data Pool location. 

For S1- e1a &amp; e1b, both granules 
are hidden; isOrderOnly is Y for e1a 
and H for e1b.<br />For S3- d1a 
&amp; d1b, both granules are hidden; 
isOrderOnly is Y for d1a and H for 
d1b. 

 

28 <i>215 V-9 DELETED</i>  #comment 
29 <i>215 V-10</i>  #comment 
30 Verify that all orders that reference granules used by the test will complete 

their cleanup successfully. 
Run ExpireOmsOrders.ksh [mode] 
[Criteria]<br />Bounce 
EcOmOrderManager.<br />Verify that 
FTP Pull links for the S1 &amp; S3 
ordered granules are removed. 

 

 
 
TEST DATA: 
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Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

215     
Reuse 
DP_7F_01 
criterion 50 data 

  
Reuse 
DP_7F_01 
criterion 50 data 

  /sotestdata/DROP_722/DP_7F_01/Criteria/050   

 
EXPECTED RESULTS: 
 

231 PROCESSING PUBLISH EVENTS TO DATA POOL (ECS-ECSTC-2642) 

DESCRIPTION: 
 
PRECONDITIONS: 
System is transitioned to 8.1 
 
STEPS:   
# Action Expected Result Notes 
1 <i>220 S-1</i>  #comment 
2 [Processing Publish events to Data Pool]<br /><br />Regression test Criterion 

50 in DP_7F_01, to test all the permutations for publishing granules in DPL 
and dependencies with ordering. Also verify the DPL Insert service logs a. 
Unix Process ID b. type of event c. date and time of the event (at least to the 
millisecond) d. shortname and version id of the associated granule e. granule 
id (GranuleId) f. associated subscription id(s) g. file path name(s) h. file size 
i. description of error 

Open the ActionDriver.log file to 
verify<br />    a. Unix process ID<br 
/>    b. Type of event<br />    c. Date 
and time of the event (at least to the 
millisecond)<br />    d. ShortName 
and VersionId of the associated 
granule<br />    e. granuleId(dbid)<br 
/>    f. associated subscription id(s)<br 
/>    g. file path name(s)<br />    h. file 
zie<br />    i. description of error. 

 

3 <i>220 S-2</i>  #comment 
4 <i>Document Reference: S2</i>  #comment 
5 Test permutations of setting DeleteFromArchive from Y to {G, H, N} and 

verify publication is triggered when appropriate. NOTE: We are not testing 
DFA granules that are currently in the Public Data Pool or part of an existing 
order as this condition doesn't seem to be a valid use case. Using the AIM 
Granule Deletion service (EcDsBulkUnDelete):<br />    a. Modify the 
DeleteFromArchive from &quot;Y&quot; to &quot;G&quot; for at least 2 

Make sure the ConvertEnabledFlag set 
to Y and the AllowPulishFlag is Y for 
datatype MOD29P1D.005.<br />Make 
sure the ConvertEnabledFlag set to Y 
and the AllowPulishFlag is N for 
datatype MOD29P1N.005.<br 
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# Action Expected Result Notes 
granules that are configured to be public in the Data Pool.<br />    b. Modify 
the DeleteFromArchive from &quot;Y&quot; to &quot;H&quot; for at least 2 
granules that are configured to be public in the Data Pool.<br />    c. Modify 
the DeleteFromArchive from &quot;Y&quot; to &quot;N&quot; for at least 2 
granules that are configured to be public in the Data Pool.<br />    d. Modify 
the DeleteFromArchive from &quot;Y&quot; to &quot;G&quot; for at least 2 
granules that are not configured to be public in the Data Pool.<br />    e. 
Modify the DeleteFromArchive from &quot;Y&quot; to &quot;H&quot; for 
at least 2 granules that are not configured to be public in the Data Pool.<br />    
f. Modify the DeleteFromArchive from &quot;Y&quot; to &quot;N&quot; 
for at least 2 granules that are not configured to be public in the Data Pool. 

/>Ingest all of the granules identified 
above.<br />    a. Run BulkDelete -
DFA for 2 granules S-2a. With isql, 
set DFA='G' for granules S-2a.<br />    
b. Run BulkDelete -DFA on 2 
granules S-2b. With isql, set DFA='H' 
for granules S-2b.<br />    c. Run 
BulkDelete on 2 granules S-2c.<br 
/>BulkUnDelete -DFA from 'Y' to 
&quot;N&quot; on 2granules S-2c.<br 
/>    d. Run BulkDelete -DFA on 2 
granules S-2d. With isql, set DFA='G' 
for granules S-2d.<br />    e. Run 
BulkDelete -DFA on 2 granules S-2e. 
With isql, set DFA='H' for granules S-
2e.<br />    f. Run BulkDelete -DFA 
on 2 granules S-2f. BulkUndelete for 
granules S-2f. 

6 <i>220 S-3</i>  #comment 
7 Ensure the DPL Insert service and all other relevant ECS applications are 

operational. 
Make sure all servers and services are 
running. 

 

8 <i>220 V-1</i>  #comment 
9 Verify events documenting the state change of the granules in AIM are made 

available to the DPL. Wait for DPL to process the events. 
Wait.  

10 <i>220 V-2</i>  #comment 
11 Verify the granules from sub-steps S1{a and c} are in the public Data Pool 

and that all the other granules are still considered part of the hidden Data 
Pool.<br />    1. The isOrderOnly flag is set to NULL<br />    2. PublishTime 
has the correct (current) time.<br />    3. LastUpdate is set to the current 
time.<br />    4. The DirectoryPath reflects the correct location in the public 
Data Pool<br />    5. The data files and metadata files are present in the 
public directory 

SELECT g.ShortName, g.VersionId, 
g.granuleId, g.isOrderOnly, 
g.PublishTime, g.LastUpdate, 
f.directoryPath<br />FROM 
AmGranule g, AmDataFile f<br 
/>WHERE g.granuleId = 
f.granuleId<br />AND GranuleId IN 
(S1{a and c})<br />Make sure the 
IsOrderOnly is null, PublishTime has 
the correct (current) time and the 
DirectoryPath reflects the correct 
location in the public DataPool.<br 
/>Go to the public directory to make 
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# Action Expected Result Notes 
sure the data files and metadata files 
are present in the public directory. 

12 <i>220 V-3</i>  #comment 
13 Verify the granules from sub-steps other than S1{a and c} are still in the 

hidden Data Pool.<br />    1. The &quot;isOrderOnly&quot; flag is set to 
&quot;H&quot;<br />    2. The PublishTime was not modified (it should be 
NULL)<br />    3. The DirectoryPath was not modified and reflects a location 
in the hidden Data Pool 

Using the sql command below to 
verify.<br />SELECT g.ShortName, 
g.VersionId, ag.ecsId, g.granuleId, 
g.isOrderOnly, g.PublishTime, 
g.LastUpdate, f.directoryPath<br 
/>FROM AmGranule g, AmDataFile 
f<br />WHERE g.granuleId = 
f.granuleId<br />AND ecsId NOT IN 
(S1{a and c})<br />Make sure the 
IsOrderOnly is &quot;H&quot;, 
PublishTime was not modified (it 
should be NULL) and the 
DirectoryPath reflects the correct 
location in the hidden DataPool.<br 
/>Go to the hidden directory to make 
sure the data files and metadata files 
are present in the hidden directory. 

 

14 <i>220 V-4</i>  #comment 
15 Verify the DPL Insert service logs a. Unix Process ID b. type of event c. date 

and time of the event (at least to the millisecond) d. shortname and version id 
of the associated granule e. granule id (dbid) f. associated subscription id(s) g. 
file path name(s) h. file size i. description of error 

  

 
 
TEST DATA: 
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Cri
t id 

Cri
t 
ccr 
no 

Test Data 
Descriptio
n 

Data Type Requirements 
Metadata 
Requiremen
ts 

Volume 
Requiremen
ts 

Size 
Requiremen
ts 

Data Location 
Readines
s Status 

220     MOD29P1D.005   2 granules   
/sotestdata/DROP_801/DP_81_01/Criteria/220/2
20_A 

  

220     MOD29P1D.005   2 granules   
/sotestdata/DROP_801/DP_81_01/Criteria/220/2
20_B 

  

220     
MOD29P1DMOD29P1D.
005 

  2 granules   
/sotestdata/DROP_801/DP_81_01/Criteria/220/2
20_C 

  

220     MOD29P1N.005   2 granules   
/sotestdata/DROP_801/DP_81_01/Criteria/220/2
20_D 

  

220     MOD29P1N.005   2 granules   
/sotestdata/DROP_801/DP_81_01/Criteria/220/2
20_E 

  

220     MOD29P1N.005   2 granules   
/sotestdata/DROP_801/DP_81_01/Criteria/220/2
20_F 

  

 
EXPECTED RESULTS: 
 

232 PUBLISHING INTO DATA POOL FILE SYSTEM THAT IS FULL (ECS-ECSTC-2643) 

DESCRIPTION: 
 
PRECONDITIONS: 
System is transitioned to 8.1 
 
STEPS:   
# Action Expected Result Notes 
1 <i>223 S-1</i>  #comment 
2 [Publishing into Data Pool file system that is full] Create an input file for the 

DPL Publish utility containing at least 5 granules that have associated browse 
that are not already in the Data Pool. 

Ingest 5 granules that have associated 
browse. 

 

3 <i>223 S-2</i>  #comment 
4 Ensure that the Data Pool file systems configured for Browse is full. Configure the DataPool file systems  
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# Action Expected Result Notes 
for Browse is full. See lab leader. 

5 <i>223 S-3</i>  #comment 
6 Use the DPL Publication Service to publish granules in the Data Pool, the 

browse files should not be in the DPL file system so they will need to be 
copied. 

EcDlPublishUtilityStart MODE -ecs -
file granuleId 

 

7 <i>223 -4</i>  #comment 
8 Assure the Browse file system has space available and that it is no longer 

suspended. 
Make the Browse file system is 
available, Go to the DPL Maintanance 
GUI, make sure the Free Space Flag is 
Y for DP File System. 

 

9 <i>223 -5</i>  #comment 
10 Resubmit the DPL Publication request Make sure the DAP is retrying the 

suspending requests and the browse 
granules are public. 

 

11 <i>223 V-1</i>  #comment 
12 Verify that the 1st publication request does not complete and that the 'No 

Free Space' flag associated with the Browse file system is set. 
make sure the processState is set to S 
for Browse granules and the Browse 
granules are still in hidden. 

 

13 <i>223 V-2</i>  #comment 
14 Verify that the 2nd run of the DPL Publication service successfully publishes 

the Browse granule. 
make sure the processState is set to C 
for Browse granules and the Browse 
granules are in public. 

 

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

223     
MOD29P1N.005 
 
Browse 

  

5 granules 
 
5 browse 
granules 

  
/sotestdata/DROP_801/DP_81_01/Criteria/223/ 
 
Each w/ associated browse 
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EXPECTED RESULTS: 
 

233 CHECKSUM BROWSE ON PUBLISH (ECS-ECSTC-2644) 

DESCRIPTION: 
 
PRECONDITIONS: 
System is transitioned to 8.1 
 
STEPS:   
# Action Expected Result Notes 
1 <i>225 S-1</i>  #comment 
2 [Checksum Browse on Publish] Using the Datapool Maintenance GUI ingest 

the test data in the table above. 
Make sure the PublishByDefaultFlag 
is N and AllowPublishFlag is 
&quot;Y&quot; for data type 
MOD29P1N.005.<br />Ingest 5 
granules, create an inputfile of these 5 
granules.<br />Isql<br />Update 
AmBrowseDataFile<br />Set 
Checksum = null<br />Where 
granuleId = &lt;browseId in step a in 
table&gt;<br />Update 
AmBrowseDataFile<br />Set 
Checksum = &lt;invalid 
checksum&gt;<br />Where granuleId 
= &lt;browseId in step B&gt; 

 

3 <i>225 S-2</i>  #comment 
4 Use the DPL Publication Service to publish the science and associated 

browse granules in the Data Pool. 
Make sure the PublishByDefaultFlag 
is &quot;Y&quot; and 
AllowPulishFlag is Y for data type 
MOD29P1N.005.<br 
/>EcDlPublishUtilityStart MODE -ecs 
-file inputfile 

 

5 <i>225 V-1</i>  #comment 
6 Verify the publications succeeded (Public DPL should contain correct files 

and links and the AIM Inventory Catalog should record the fact that the 
granules are public). 

select g.ShortName, g.VersionId, 
convert(varchar(10), g.GranuleId) 
granuleId, g.IsOrderOnly, 
PublishTime,<br 
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# Action Expected Result Notes 
/>convert(varchar(10), b.BrowseId) 
BrowseId, convert(varchar(15), 
d.Checksum) Checksum, 
d.ChecksumOriginId,d.ChecksumTyp
eId,<br />from AmGranule g, 
AmBrowseDataFile b, 
AmBrowseGranuleXref x, 
AmBrowseDataFile d<br />where 
g.GranuleId = x.GranuleId<br />and 
x.BrowseId = b.BrowseId<br />and 
b.BrowseId = d.BrowseId<br />and 
b.BrowseId = &lt;browseId in step a, 
b, c in table above&gt;<br />group by 
g.ShortName, g.VersionId, 
g.GranuleId, g.IsOrderOnly, 
PublishTime,<br />b.BrowseId, 
d.Checksum, d.ChecksumOriginId 
,<br />d.ChecksumTypeId<br /><br 
/>Make sure IsOrderOnly is null. 

7 <i>225 V-2</i>  #comment 
8 Verify that DPAD performed checksum operations on the Browse files that 

didn't contain checksums and that the checksum information was recorded in 
the AIM Inventory Catalog (with ChecksumOrigin equal to 
&quot;DPAD&quot; and ChecksumType set to the current default Ingest 
checksum type). 

Check in the 
EcDlActionDriver.ALOG<br />From 
DPL Gui, Configuration/ECS Services 
Configuration, check the CheckSum 
Type in the Default column radio 
button. Using this value to compare 
with the Checksum Type in the 
EcDlActionDriver.ALOG.<br 
/>Search for Type = CKSUM<br 
/>Use the sql command below to 
verify the ChecksumOrigin equal to 
&quot;DPAD&quot;<br /><br 
/>select g.ShortName, g.VersionId, 
convert(varchar(10), g.GranuleId) 
granuleId, g.IsOrderOnly,<br 
/>g.PublishTime, convert(varchar(10), 
b.BrowseId) BrowseId, b.IsOrderOnly 
'b.IsOrderOnly',convert(varchar(15), 
d.Checksum) Checksum,<br 
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# Action Expected Result Notes 
/>convert(varchar(10),d.ChecksumOri
ginId) 'd.ChecksumOriginId', 
convert(varchar(10),o.ChecksumOrigi
n) 'o.ChecksumOrigin',<br 
/>convert(varchar(10), 
t.ChecksumType) 't.ChecksumType', 
d.ChecksumTypeId<br />from 
AmGranule g, AmBrowse b, 
AmBrowseGranuleXref x, 
AmBrowseDataFile d, 
DsMdChecksumOrigins o, 
DsMdChecksumTypes t<br />where 
g.GranuleId = x.GranuleId<br />and 
x.BrowseId = b.BrowseId<br />and 
b.BrowseId = d.BrowseId<br />and 
d.ChecksumOriginId = 
o.ChecksumOriginID<br />and 
d.ChecksumTypeId = 
t.ChecksumTypeID<br />    --and 
b.BrowseId in (3002000342, 
3002000346)<br />and g.GranuleId in 
(3002000337,3002000338)<br 
/>group by g.ShortName, g.VersionId, 
g.GranuleId, g.IsOrderOnly, 
g.PublishTime,<br />b.BrowseId, 
d.Checksum, d.ChecksumOriginId , 
d.ChecksumTypeId, 
o.ChecksumOrigin, t.ChecksumType 

9 <i>225 V-3</i>  #comment 
10 Verify the Browse Granule with the bad checksum value was not published 

and that the AIM Inventory Catalog was updated to indicate the failed 
checksum verification. 

Select * from 
AmBrowseOnlineFile<br />Where 
BrowseId = &lt;browseId in step s-
1a,b and c&gt;<br />There are no 
rows return.<br />Select * from 
DlInsertActionQueue<br />Where 
ecsId = &lt; browseId in step s-1a,b 
&gt; 
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TEST DATA: 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

225     
MOD29P1N.005 
 
Browse 

  
5 granules 
 
5 browse 

  
/sotestdata/DROP_801/DP_81_01/Criteria/225/ 
 
Each w/ associated browse 

  

 
EXPECTED RESULTS: 
 

234 CHECKSUM FILES WITH RESTOREOLAFROMDISK (ECS-ECSTC-2645) 

DESCRIPTION: 
 
PRECONDITIONS: 
System is transitioned to 8.1 
 
STEPS:   
# Action Expected Result Notes 
1 <i>226 S-1</i>  #comment 
2 [Checksum files with RestoreOLAFromDisk]<br />Regression test criterion 

320 in Ticket DP_7F_01.<br />Create phantoms in the public and hidden 
Data Pool that satisfy the following conditions:<br />    a. Turn at least ten 
(10) public science granules into phantoms including MISR, MODIS and 
ASTER granules by removing their science and XML files. At least one of 
these granules shall be in use for order purposes; remove its hidden links, as 
well.<br />    b. At least one but not all of the science granules shall have a 
browse that is present in the public Data Pool.<br />    c. At least two of the 
phantom science granules with browse shall also be missing their browse 
links from the Data Pool directories, including a MISR and a non-MISR 
granule.<br />    d. One of the science granules shall have experienced a file 
name collision in the hidden Data Pool, that is, its file names shall have been 

a. Ingest the specified data. Create a 
filename collision by ingesting the 
MODIS granule w/o a browse again. 
Make all 10 of these granules into 
phantoms (remove the hdf files and 
move the XML files to another 
directory from the public Data 
Pool).<br />    b. Verify that both 
MISBR and all three MODIS Browse 
are present in the public Data Pool. 
(One MODIS has no browse).<br />    
c. Remove one of the two MISBR 
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# Action Expected Result Notes 
suffixed during Data Pool insert.<br />Also turn at least five (5) public 
Browse granules, including MISR, MODIS and ASTER browse into 
phantoms by removing their browse files from the public Data Pool. 

links and one of the (row B) MODIS 
browse links from the public Data 
Pool<br />    d. Verify that filename of 
the duplicate granule has been 
suffixed in the hidden datapool.<br />    
e. Create Browse phantoms (move 2 
ASTER, 1 MISR &amp;amp; 2 
MODIS browse files to another 
directory).<br />    f. The XML and 
browse files moved elsewhere will be 
used for later verifications.<br />    h. 
Ensure that the repair will require 
access to tapes that are both online and 
offline by requesting Stornext admin 
to take tapes for a couple of granules 
offline.<br />    g. Run 
&quot;EcDlRestoreOlaFromTapeStart 
[mode] -file [file] -contents ecsids -
restorebrlink&quot; -email 
&quot;recipient_email_address&quot; 
to repair these problems. 

3 <i>226 S-2</i>  #comment 
4 Save the removed XML and browse files for comparison during the test. Copy the files to a location outside the 

MODE directory 
 

5 <i>226 S-3</i>  #comment 
6 Submit an on-line archive repair for these granules via the command line, 

specifying the granules to be repaired in an input file; and request restoration 
of browse links that may be missing for granules whose files were restored. 

Run 
&quot;EcDlRestoreOlaFromTapeStart 
[mode] -file [file] -contents ecsids -
restorebrlink&quot; -email 
&quot;recipient_email_address 

 

7 <i>226 S-4</i>  #comment 
8 Ensure that the test requires access to granules on a tape that is resident in the 

silo as well as a tape that is not resident in the silo. 
DELETED  

9 <i>226 V-1</i>  #comment 
10 Verify that all science granules that resided on tapes resident in the silo were 

repaired, i.e., their files are now in the correct public Data Pool locations and 
have the original file names 

Verify from 
EcDlRestoreOlaFromTape.log that all 
of the repairs that came from online 
tapes succeeded and that all public 
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# Action Expected Result Notes 
granules were published. 

11 <i>226 V-2</i>  #comment 
12 Verify that the science granules that resided on tapes that were not resident in 

the silo were not repaired. 
Verify from<br 
/>RestoreOlaFromTape.x.ErrorReport.
yyyymmddhhmmss that all of repairs 
that came from offline tapes failed. 

 

13 <i>226 V-3</i>  #comment 
14 Verify that the utility logs each of the granules that were not repaired, the 

reason for not repairing it, and the tape label. 
Verify from 
RestoreOlaFromTape.x.ErrorReport.y
yyymmddhhmmss that the files that 
were NOT repaired and the tapeID and 
reason for not repairing the problem 
(tape offline). 

 

15 <i>226 V-4</i>  #comment 
16 Verify that the utility exits with an exit code indicating the occurrence of 

errors. 
Verify from 
EcDlRestoreOlaFromTape.log that the 
utility exits with an exit code 
&quot;CompleteWithErrors&quot; 
that indicates errors occurred. 

 

17 <i>226 V-5</i>  #comment 
18 Verify that the utility sends a notice to the specified e-mail address indicating 

that a repair failed due to error, the nature of the repair, and the name and 
location of the log file. 

Verify from 
EcDlRestoreOlaFromTape.log that 
utility sends an email to the configured 
email addressee advising of the 
failures or check the email. 

 

19 <i>226 V-6</i>  #comment 
20 Make the missing tape resident in the silo and re-run the repair for the 

skipped granules. Verify that the remaining granules are now repaired 
Request the StorNext admin place the 
offline tape back online.<br />Run 
EcDlRestoreOlaFromTapeStart 
[mode] -recovery yes and verify that 
these granules are repaired. 

 

21 <i>226 V-7</i>  #comment 
22 Verify that the contents of all the restored XML files (including those 

referenced in V-6) match the contents of the original XML files. 
Do a 'diff' between the XML of the 
repaired granules and the XML that 
was moved off to another directory 
during step S1. 

 

23 <i>226 V-8</i>  #comment 
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# Action Expected Result Notes 
24 Verify that all browse granules were repaired and are present as jpeg files in 

their original disk location and with their original file names. 
Verify that the 5 browse phantoms are 
repaired (jpeg files copied into the 
correct directories with the correct 
filenames). 

 

25 <i>226 V-9</i>  #comment 
26 Verify that the repaired jpeg files are identical to the original jpeg files. Do a 'diff' between the original browse 

jpegs and the repaired jpegs to verify 
that they are identical. 

 

27 <i>226 V-10</i>  #comment 
28 Verify that the missing browse links are restored. Verify that the missing browse links 

(row C) are restored. 
 

29 <i>226 V-10.1</i>  #comment 
30 Verify that the hidden links required by the public granules in S-1a that are 

also referenced by orders were restored. 
  

31 <i>226 V-11</i>  #comment 
32 Verify that any files that were copied from the ECS tape archive into the Data 

Pool during the repair were checksummed and that the checksum is recorded 
in the Data Pool inventory. 

Verify that 
EcDlRestoreOlaFromTape.log has a 
message 
&quot;DlService.validateChecksum 
started&quot; for the science file that 
was copied from tape into the 
DataPool was checksummed and 
the<br />&quot;fileType: SCIENCE 
fileStatus:Checksummed&quot; for a 
DPLId with checksum value 
logged.<br />Verify DPL database for 
the checksum value matches the 
checksum value in the log. 

 

33 <i>226 V-12</i>  #comment 
34 Verify that any files that were copied from the ECS browse archive into the 

Data Pool during the repair had their checksum verified. 
Verify that 
EcDlRestoreOlaFromTape.log has a 
message 
&quot;DlService.validateChecksum 
started&quot; for the science file that 
was copied from tape into the 
DataPool was checksummed and 
the<br />&quot;fileType: BROWSE 
fileStatus:Checksummed&quot; for a 
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# Action Expected Result Notes 
DPLId with checksum value 
logged.<br />Verify DPL database for 
the checksum value matches the 
checksum value in the log. 

 
 
TEST DATA: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Cri
t id 

Cri
t 
ccr 
no 

Test Data 
Descriptio
n 

Data Type 
Requirements 

Metadata 
Requirement
s 

Volume 
Requirement
s 

Size 
Requirement
s 

Data Location 
Readines
s Status 

235     

MOD29P1D.00
5 
 
Browse 

  
2 granules 
 
2 browse 

  
/sotestdata/DROP_801/DP_81_01/Criteria/235/235_
A 

  

235     
AE_Land.002 
 
Browse 

  

4 granules 
 
2 browse 
(shared) 

  
/sotestdata/DROP_801/DP_81_01/Criteria/235/235_
B 

  

235     
AE_Land.002 
 
Browse 

  
4 granules 
 
2 browse 

  
/sotestdata/DROP_801/DP_81_01/Criteria/235/235_
C 
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Cri
t id 

Cri
t 
ccr 
no 

Test Data 
Descriptio
n 

Data Type 
Requirements 

Metadata 
Requirement
s 

Volume 
Requirement
s 

Size 
Requirement
s 

Data Location 
Readines
s Status 

(shared) 

235     
AE_Land.002 
 
Browse 

  

4 granules 
 
2 browse 
(shared) 

  
/sotestdata/DROP_801/DP_81_01/Criteria/235/235_
D 

  

235     
AE_Land.002 
 
QA.001 

  
2 granules 
 
2 qa 

  
/sotestdata/DROP_801/DP_81_01/Criteria/235/235_
E 

  

235     AE_Land.002   
4 granules 
 
2 qa (shared) 

  /sotestdata/DROP_801/DP_81_01/Criteria/235/235_F   

235     
AE_Land.002 
 
QA.001 

  
4 granules 
 
2 qa (shared) 

  
/sotestdata/DROP_801/DP_81_01/Criteria/235/235_
G 

  

235     
AE_Land.002 
 
PH.001 

  
4 granules 
 
2 ph 

  
/sotestdata/DROP_801/DP_81_01/Criteria/235/235_
H 

  

235     
AE_Land.002 
 
PH.001 

  
4 granules 
 
2 ph (shared) 

  /sotestdata/DROP_801/DP_81_01/Criteria/235/235_I   

235     
AE_Land.002 
 
PH.001 

  
4 granules 
 
2 ph (shared) 

  /sotestdata/DROP_801/DP_81_01/Criteria/235/235_J   

235     

AE_Land.002 
 
Browse.001 
 
PH.001 
 
QA.001 

  

2 granules 
 
2 browse 
 
2 ph qa 

  
/sotestdata/DROP_801/DP_81_01/Criteria/235/235_
K 
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Cri
t id 

Cri
t 
ccr 
no 

Test Data 
Descriptio
n 

Data Type 
Requirements 

Metadata 
Requirement
s 

Volume 
Requirement
s 

Size 
Requirement
s 

Data Location 
Readines
s Status 

235     AE_Land.002   

2 granules 
 
2 browse 
 
2 ph 
 
2 qa 

  
/sotestdata/DROP_801/DP_81_01/Criteria/235/235_
L 

  

 
EXPECTED RESULTS: 
 

235 CLEANUP OF BROWSE, QA, AND PH WHEN SCIENCE GRANULE IS UNPUBLISHED (ECS-
ECSTC-2646) 

DESCRIPTION: 
 
PRECONDITIONS: 
System is transitioned to 8.1 
 
STEPS:   
# Action Expected Result Notes 
1 <i>235 S-1</i>  #comment 
2 [Cleanup of Browse, QA, and PH when Science granule is unpublished]<br 

/><br />Ensure the Data Pool contains at least 2 public science granules 
exhibiting each of the following associations:<br />    a. Associated browse 
granule that is not associated with any other public science granules<br />    
b. Associated browse granule that is associated with at least one other public 
science granule which is also being un-published and is in the same 
directory<br />    c. Associated browse granule that is associated with at least 
one hidden science granule and is not associated with any other public 
science granules<br />    d. Associated browse granule that is associated with 
at least one other public science granule in the same directory which is not 
being un-published<br />    e. Associated QA granule that is not associated 
with any other public science granules<br />    f. Associated QA granule that 

Ingest granules in the test 
requirements above and record the 
GranuleIds.<br /><br />Create an 
inputfile consisting of all Science and 
Browse, QA, PH granules in steps b, 
c, f, h, and l.<br /><br />Use the DPL 
unpublish utility to unpublish Science 
and Browse, QA, PH granules in steps 
b, c, f, h, and l.<br /><br 
/>EcDlUnpublishStart.pl -mode 
&lt;MODE&gt; -f inputfile 
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# Action Expected Result Notes 
is associated with at least one other science granules which is in the same 
directory and is also being un-published<br />    g. Associated QA granule 
that is associated with at least one other science granule in the same directory 
which is not being un-published<br />    h. Associated PH granule that is not 
associated with any other science granules<br />    i. Associated PH granule 
that is associated with at least one other science granule which is in the same 
directory and is also being un-published<br />    j. Associated PH granule that 
is associated with at least one other science granule which is in the same 
directory and is not being un-published<br />    k. Associated Browse, PH, 
and QA granules that are associated with public science granules in the same 
directory that are not being unpublished<br />    l. Associated Browse, PH, 
and QA granules that are associated with public science granules in the same 
directory that are being unpublished.<br />Use the DPL un-publish utility to 
un-publish the science granules with the above associations. 

3 <i>235 V-1</i>  #comment 
4 Verify each of the identified science granules were un-published; that the 

database entries (IsOrderOnly, DirectoryPath) have the correct values, and 
the files are now in the &quot;hidden&quot; Data Pool.<br /> 

select g.ShortName, 
convert(varchar(10), g.GranuleId) 
GranuleId, g.IsOrderOnly, 
g.PublishTime ,<br 
/>convert(varchar(50),f.DirectoryPath) 
'f.DirectoryPath',<br 
/>convert(varchar(60), 
f.OnlineFileName) 
'f.OnlineFileName'<br />from 
AmDataFile f, AmGranule g<br 
/>where g.GranuleId = f.GranuleId<br 
/>and g.GranuleId in(sc granules in 
step b, c, f, h, and l)<br />group by 
g.ShortName, g.GranuleId, 
g.IsOrderOnly, g.PublishTime ,<br 
/>f.DirectoryPath, 
f.OnlineFileName<br /><br />Make 
sure the isOrderOnly = 
&quot;H&quot; and PublishTime is 
null.<br />Go to the hidden directory 
to make sure the files are there. 

 

5 <i>235 V-2</i>  #comment 
6 Verify that all associated Browse, QA, and PH links (except for conditions d, Go to the public directory check all  
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# Action Expected Result Notes 
g, j, and k) are removed. granules insert in step 1.<br />To 

verify that all associated Browse, QA, 
and PH links (except for condition d, 
g, j, and k) are removed.<br />Go to 
database<br />select g.ShortName, 
g.VersionId,<br 
/>convert(varchar(10), g.GranuleId) 
granuleId,<br />g.IsOrderOnly 
'g.IsOrderOnly',<br 
/>convert(varchar(10), b.BrowseId) 
BrowseId,<br />b.IsOrderOnly 
'b.IsOrderOnly'<br />from AmGranule 
g, AmBrowse b,<br 
/>AmBrowseGranuleXref x<br 
/>where g.GranuleId = x.GranuleId<br 
/>and x.BrowseId = b.BrowseId<br 
/>and b.BrowseId = &lt;browseId in 
step c&gt;<br />group by 
g.ShortName, g.VersionId,<br 
/>g.GranuleId, g.IsOrderOnly ,<br 
/>b.BrowseId, b.IsOrderOnly<br 
/>select g.ShortName, g.VersionId,<br 
/>convert(varchar(10), g.GranuleId) 
granuleId,<br />g.IsOrderOnly 
'g.IsOrderOnly',<br 
/>convert(varchar(10), 
f.GranuleId)<br />'f.GranuleId', 
convert(varchar(30),<br 
/>f.DirectoryPath) DirectoryPath,<br 
/>f.OnlineFileName<br />from 
AmGranule g, AmPhGranuleXref 
x,<br />AmDataFile f<br />where 
g.GranuleId = x.ScienceId<br />and 
x.PhId = f.GranuleId<br />and 
f.GranuleId = &lt;granuleId in i and 
l&gt;<br />select g.ShortName, 
g.VersionId,<br 
/>convert(varchar(10), g.GranuleId) 
granuleId,<br />g.IsOrderOnly 



 

682 
 

# Action Expected Result Notes 
'g.IsOrderOnly',<br 
/>convert(varchar(10), 
f.GranuleId)<br />'f.GranuleId', 
convert(varchar(30),<br 
/>f.DirectoryPath) DirectoryPath,<br 
/>f.OnlineFileName<br />from 
AmGranule g, AmQaGranuleXref 
x,<br />AmDataFile f<br />where 
g.GranuleId = x.ScienceId<br />and 
x.QaId = f.GranuleId<br />and 
f.GranuleId = &lt;qaIds in steps f and 
l&gt;<br />make sure the queries 
return 0 row(s) 

7 <i>235 V-3</i>  #comment 
8 Verify that the AIM database entries for the Browse granules whose links 

were removed are also updated to reflect that they are no longer in the Data 
Pool (IsOrderOnly and AmBrowseOnlineFile). 

select g.ShortName, g.VersionId, 
convert(varchar(10), g.GranuleId) 
granuleId, g.IsOrderOnly 
'g.IsOrderOnly',<br 
/>convert(varchar(10), b.BrowseId) 
BrowseId, b.IsOrderOnly 
'b.IsOrderOnly'<br />from AmGranule 
g, AmBrowse b, 
AmBrowseGranuleXref x<br />where 
g.GranuleId = x.GranuleId<br />and 
x.BrowseId = b.BrowseId<br />and 
b.BrowseId = &lt;browseId in step 
c&gt;<br />group by g.ShortName, 
g.VersionId, g.GranuleId, 
g.IsOrderOnly ,<br />b.BrowseId, 
b.IsOrderOnly<br />Make sure there 
are no rows. 

 

9 <i>235 V-4</i>  #comment 
10 Verify that the Browse Images for the Browse granules whose links were 

removed are deleted from the Data Pool. 
Go to DPL fs to check science 
granules in step b, c and l to make 
verify that the Browse Images for the 
Browse granules whose links were 
removed are deleted form the 
DataPool. 
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TEST DATA: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Cri
t id 

Cri
t 
ccr 
no 

Test Data 
Descriptio
n 

Data Type 
Requirements 

Metadata 
Requirement
s 

Volume 
Requirement
s 

Size 
Requirement
s 

Data Location 
Readines
s Status 

235     

MOD29P1D.00
5 
 
Browse 

  
2 granules 
 
2 browse 

  
/sotestdata/DROP_801/DP_81_01/Criteria/235/235_
A 

  

235     
AE_Land.002 
 
Browse 

  

4 granules 
 
2 browse 
(shared) 

  
/sotestdata/DROP_801/DP_81_01/Criteria/235/235_
B 

  

235     
AE_Land.002 
 
Browse 

  

4 granules 
 
2 browse 
(shared) 

  
/sotestdata/DROP_801/DP_81_01/Criteria/235/235_
C 

  

235     
AE_Land.002 
 
Browse 

  

4 granules 
 
2 browse 
(shared) 

  
/sotestdata/DROP_801/DP_81_01/Criteria/235/235_
D 

  



 

684 
 

Cri
t id 

Cri
t 
ccr 
no 

Test Data 
Descriptio
n 

Data Type 
Requirements 

Metadata 
Requirement
s 

Volume 
Requirement
s 

Size 
Requirement
s 

Data Location 
Readines
s Status 

235     
AE_Land.002 
 
QA.001 

  
2 granules 
 
2 qa 

  
/sotestdata/DROP_801/DP_81_01/Criteria/235/235_
E 

  

235     AE_Land.002   
4 granules 
 
2 qa (shared) 

  /sotestdata/DROP_801/DP_81_01/Criteria/235/235_F   

235     
AE_Land.002 
 
QA.001 

  
4 granules 
 
2 qa (shared) 

  
/sotestdata/DROP_801/DP_81_01/Criteria/235/235_
G 

  

235     
AE_Land.002 
 
PH.001 

  
4 granules 
 
2 ph 

  
/sotestdata/DROP_801/DP_81_01/Criteria/235/235_
H 

  

235     
AE_Land.002 
 
PH.001 

  
4 granules 
 
2 ph (shared) 

  /sotestdata/DROP_801/DP_81_01/Criteria/235/235_I   

235     
AE_Land.002 
 
PH.001 

  
4 granules 
 
2 ph (shared) 

  /sotestdata/DROP_801/DP_81_01/Criteria/235/235_J   

235     

AE_Land.002 
 
Browse.001 
 
PH.001 
 
QA.001 

  

2 granules 
 
2 browse 
 
2 ph qa 

  
/sotestdata/DROP_801/DP_81_01/Criteria/235/235_
K 

  

235     AE_Land.002   

2 granules 
 
2 browse 
 
2 ph 
 

  
/sotestdata/DROP_801/DP_81_01/Criteria/235/235_
L 
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Cri
t id 

Cri
t 
ccr 
no 

Test Data 
Descriptio
n 

Data Type 
Requirements 

Metadata 
Requirement
s 

Volume 
Requirement
s 

Size 
Requirement
s 

Data Location 
Readines
s Status 

2 qa 

 
EXPECTED RESULTS: 
 

236 SETTING DPL EXPIRATION PRIORITY (ECS-ECSTC-2647) 

DESCRIPTION: 
 
PRECONDITIONS: 
System is transitioned to 8.1 
 
STEPS:   
# Action Expected Result Notes 
1 <i>237 S-1</i>  #comment 
2 [Setting DPL Expiration Priority] Ensure the Data Pool contains each of the 

following granule conditions:<br />    a. At least two ECS granules that are 
public<br />    b. At least two non-ECS granules that are public that are 
already expired<br />    c. At least two non-ECS granules that will expire 
more that two days in the future<br />    d. At least two invalid granule ID 
values (the granuleIds do not exist in the Archive/DataPool)<br />Run the 
DPL Update Granule specifying each of the above granule IDs and using the 
-exp option to specify a new expiration date. For one of each pair use -ret 
option to specify a new retention priority. 

a. Ingest granules in public.<br /><br 
/>b. Use EcDlBatchInsert.pl 
&lt;MODE&gt; -nonecs -rperiod 1 -
file &lt;filename&gt;<br />Record 
granuleId.<br /><br />  update 
DlGranuleExpirationPriority<br />  set 
expirationDate = &quot;&lt;one day 
before today&gt;&quot;<br /><br 
/>or, using the DPL update utility,<br 
/><br />  EcDlUpdateGranule.pl 
&lt;MODE&gt; -exp &lt;date&gt;<br 
/><br />c. Use EcDlBatchInsert.pl 
&lt;MODE&gt; -nonecs - file 
&lt;filename&gt;<br 
/>EcDlUpdateGranule.pl 
&lt;MODE&gt; -exp &lt;date&gt;<br 
/><br />d. use a fake granuleId<br 
/><br />    a.<br />        
MOD29P1N<br />        
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# Action Expected Result Notes 
MOD29P1N<br />    b. expDate = 1 
day before today<br />        
ATSM2LSF<br />        
ATSM2LSF<br />    c. expDate = 2 
days from today<br />        
ATSM2LSF<br />        
ATSM2LSF<br />    d.<br />        
Fake ESDT<br />        Fake ESDT<br 
/><br />EcDlUpdateGranule.pl 
&lt;MODE&gt; -exp &lt;date&gt; -
file inputfile -ret &lt;retention 
priority&gt;<br />Date Format: 
YYYY/MM/DD<br 
/>EcDlCleanupGranules.pl 
&lt;MODE&gt; -f granuleId 

3 <i>237 V-1</i>  #comment 
4 Verify all non-ECS granule expirations were modified to the date specified 

and the new priority (when specified). 
Select * from 
DlGranuleExpirationPriority<br 
/>Where granuleId in(S-1b and c) 

 

5 <i>237 V-2</i>  #comment 
6 Verify that previously existing expirations for non-ECS granules were 

removed 
Select * from 
DlGranuleExpirationPriority<br 
/>Where granuleId in(S-1b)<br 
/>Select * from AmGranule<br 
/>Where GranuleId in (S-1b).<br 
/>Make sure it was removed and go to 
the Datapool directory make it was 
also removed files. 

 

7 <i>237 V-3</i>  #comment 
8 Verify that log messages were written indicating that the ECS granules and 

the granules that do not exist were not updated and that a reason for the 
failure was provided. 

Open the EcDlCleanupGranules.log to 
make sure there are error messages for 
reason for granules that do not exist. 

 

 
 
TEST DATA: 
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Cri
t id 

Cri
t 
ccr 
no 

Test Data 
Descriptio
n 

Data Type 
Requirements 

Metadata 
Requirement
s 

Volume 
Requirement
s 

Size 
Requirement
s 

Data Location 
Readines
s Status 

237     MOD29P1D.005   2 granules   
/sotestdata/DROP_801/DP_81_01/Criteria/237/237_
A 

  

237     
ATSM2AEF.00
1 

  2 granules   
/sotestdata/DROP_801/DP_81_01/Criteria/237/237_
B 

  

237     ATSM2LSF.001   2 granules   
/sotestdata/DROP_801/DP_81_01/Criteria/237/237_
C 

  

 
EXPECTED RESULTS: 
 

237 DATA POOL CLEANUP (ECS-ECSTC-2648) 

DESCRIPTION: 
 
PRECONDITIONS: 
System Transitioned to 8.1 
 
STEPS:   
# Action Expected Result Notes 
1 <i>240 S-1</i>  #comment 
2 [Data Pool Cleanup]<br /><br />Select an AMSR collection whose granules 

have QA and PH associations. Logically delete at least one science granule 
(G1) from that collection together with its associated QA and PH granules. In 
addition, delete the QA and PH for another of its science granules (G2), and 
delete one of its science granules (G3) without deleting its QA and PH. 
Propagate the deletions to the Data Pool. Ensure that all inventory changes 
occur in a single automatic BMGT export cycle. 

Ingest the granules using the PDR 
provided in the test data requirement 
section. Ensure all the granules and 
their associated qa, ph are public. 
Record the granuleIds for the SC 
granules and their associated granules, 
Run ProcGetGrFiles to get the the 
granule locations. Make sure the 
symbolic links of the associates 
exist.<br />Ensure that the following 

 



 

688 
 

# Action Expected Result Notes 
steps occur in a single BMGT 
automatic export cycle.<br />Perform 
a logical delete on G1 including the 
associated granules:<br 
/>EcDsBulkDelete.pl -physical -
delref<br />Perform a logical delete 
on G2 including the associated 
granules and then a logical undelete 
without including the associated 
granules, which effectively logically 
delete the PH and QA granules:<br 
/>EcDsBulkDelete.pl -physical -
delref<br />EcDsBulkUndelete.pl -
physical -noassoc<br />Perform a 
logical delete on G3 without including 
the associated granules:<br 
/>EcDsBulkDelete.pl -physical -
noassoc<br />Propagate the logical 
delete to the Datapool by running 
unpublishing utility to unpublish the 
logically deleted granules.<br 
/>EcDlUnpublishStart.pl -mode 
&lt;MODE&gt; -aim -offset &lt;# of 
hours from now you want to 
cover&gt; 

3 <i>240 V-1</i>  #comment 
4 Verify that the QA and PH symbolic links are removed from the public Data 

Pool in all these cases. 
Verify that the symbolic links are 
removed. 

 

5 <i>240 V-2</i>  #comment 
6 Cause the automatic BMGT export for the cycle to occur. Verify that the 

export package will cause the removal of the QA and PH URLs either 
because the science granule removal is exported (G1, G3), or because the 
URL changes are exported (G2). 

Start the automatic BMGT export if it 
wasn't started earlier. Make sure the 
cycle when S-1 occurs got picked up. 
Verify that the export package 
includes the removal of the QA and 
PH URLs in all three cases. 

 

7 <i>240 V-3</i>  #comment 
8 Perform an inventory validation and verify that it does not report invalid 

links, orphans, or phantoms associated with the science, QA, and PH granules 
Perform orphans, phantoms checks on 
the following collections<br 
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# Action Expected Result Notes 
used for this test (use a maximum orphan age of zero). />AE_DySno.002<br 

/>Browse.001<br />PH.001<br 
/>QA.001<br />Find the collection 
group(s) of the above collections.<br 
/>specify MAX_ORPHAN_AGE=0 in 
the EcDlCleanupFilesOnDisk.CFG<br 
/>Run EcDlCleanupFilesOnDisk.pl 
&lt;mode&gt; -
collgroup&lt;g1,g2&gt;<br />Perform 
the invalid link checking:<br />Run 
EcDlLinkCheck.ksh and pass in the 
directory where the SC granule 
resides.<br />We should also check 
the hidden directory to make sure 
there're no broken links reported.<br 
/>Verify that no invalid links, orphan, 
phantoms are reported. 

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

      
Reuse DP_7G_01 
criterion 220 data 

  
Reuse DP_7G_01 
criterion 220 data 

  
/sotestdata/DROP_801_01/Criterion 
220 

  

 
EXPECTED RESULTS: 
 

238 BATCH INSERT ECS GRANULES (ECS-ECSTC-2649) 

DESCRIPTION: 
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PRECONDITIONS: 
System is transitioned to 8.1 
 
STEPS:   
# Action Expected Result Notes 
1 <i>245 S-1</i>  #comment 
2 [Batch Insert ECS granules] Create an input file containing a list of ECS 

granule IDs with the following granule conditions:<br />    a. At least 2 non-
existent granule IDs (granules not in the Achive)<br />    b. At least 2 
granules that are marked as Delete From Archive in the AIM Inventory 
Catalog<br />    c. At least 2 granules that are marked as deleted in the AIM 
Inventory Catalog<br />Run the DPL Bulk insert utility using the above input 
file. 

Precondition ingested granules and 
deleted granules.<br />Use the 
BulkDelete to delete DFA for granules 
in step b.<br />Use the BulkDelete to 
delete logically granules in step c.<br 
/>EcDlBatchInsert.pl &lt;MODE&gt; 
-ecs -g &lt;granuleId in steps 
a(fakeGranuleid), b, and c&gt; 

 

3 <i>245 V-1</i>  #comment 
4 Verify the granules specified in 245-S1{a, b, and c} are not processed and 

that an error message is supplied indicating the reason for skipping the 
granules. 

Open the EcDlBatchInsert.log to make 
sure there are error messages for 
skipping the granules. 

 

 
 
TEST DATA: 
 
 
 
 

Cri
t id 

Cri
t 
ccr 
no 

Test Data 
Descriptio
n 

Data Type 
Requirements 

Metadata 
Requirement
s 

Volume 
Requirement
s 

Size 
Requirement
s 

Data Location 
Readines
s Status 

245     
MOD29P1D.00
5 

  2 granules   
/sotestdata/DROP_801/DP_81_01/Criteria/245/245_
B 

  

245     
MOD29P1D.00
5 

  2 granules   
/sotestdata/DROP_801/DP_81_01/Criteria/245/245_
C 

  

 
EXPECTED RESULTS: 
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239 NOMINAL CASE, SIPS INGEST, SDSRV OFF, TEMPORAL RANGE WITH 
RANGEBEGINNINGDATE (ECS-ECSTC-2650) 

DESCRIPTION: 
 
PRECONDITIONS: 
MODE Transitioned to 8.1 
 
STEPS:   
# Action Expected Result Notes 
1 <i>300 S-1</i>  #comment 
2 <i>Document Reference: Sec 4.1.3 of CUT_DS_7E_01_DPL_INGEST<br 

/>Sec 4.6.1.23 of 609-EMD-100</i> 
 #comment 

3 [Nominal case, SIPS Ingest, SDSRV off, temporal range with 
RangeBeginningDate] (this criterion is derived from Criterion 100 in ticket 
DS_7E_01 )<br />Place a PDR for a single granule belonging to a SIPS data 
type into the appropriate polling directory.<br />The data type must have 
primary and backup volume groups configured.<br />The granule to be 
ingested must have PSA metadata. All metadata for the granule to be ingested 
must be valid for this test.<br />The granule must have at least one metadata 
attribute for QA statistics (e.g., QAPercentMissingData, 
QAPercentOutOfBoundsData, QAPercentInterpolatedData, 
QAPercentCloudCover).<br />The granule must have a temporal range 
specified by RangeBeginningDate / RangeBeginningTime, and 
RangeEndingDate / RangeEndingTime.<br />There must be an active 
subscription for insert events for this data type.<br />The data type must be 
configured for publication in the Data Pool.<br />Wait for this PDR to be 
processed to a terminal state. 

In DPL Ingest GUI, Volume Group 
Configuration, verify the supplied data 
has a Primary and Backup Volume 
Group defined for the 
MOD10_L2.005 datatype.<br 
/>Make<br />In the AmCollection 
table, verify that the AllowPublishFlag 
and the PublishByDefaultFlag are set 
to &quot;Y&quot; for 
MOD10_L2.005 datatype.<br />Using 
the DPLSSS Gui. set 
PublishByDefaultFlag If not, set them 
to make a subscription for 
MOD10_L2.005 datatype to 
&quot;Y&quot;<br />Using the DPL 
maintance GUI, if not, set 
AllowPublishFlag MOD10_L2.005 
datatype to &quot;.&quot;Y&quot;<br 
/>In the Spatial Subscription Server 
GUI, under Manage Sbuscriptions, 
Verfiy that there is an active 
subscription on insert events for 
MOD10_L2.005. If not, add a 
subscription using the Add 
subscription tab.<br />Copy the PDR 
into the appropriate polling directory. 
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# Action Expected Result Notes 
The polling directory can be 
determined by examining the polling 
directory defined for the 
MODAPS_TERRA_FPPOC provider 
in the Providers list under the 
configuration link.<br />Wait for the 
PDR to be processed to a terminal 
state. 

4 <i>300 V-1</i>  #comment 
5 [Regression] Verify that the granule reaches a SUCCESSFUL state. In DPL Ingest GUI, verify the Request 

is successful. 
 

6 <i>300 V-2</i>  #comment 
7 [Regression] Verify that the DPL Ingest service converts the granule 

metadata in the PDR to XML format. 
Verify that the supplied ODL file is 
converted to an XML format and 
stored in the DataPool directory for 
the ESDT. For example,<br 
/>/datapool/DEV02/user/FS1/MOST/
MOD10_L2.005/2007.07.01/MOD10_
L2.A2007182.0005.005.20071841004
41.hdf.xml 

 

8 <i>300 V-3</i>  #comment 
9 Verify that the DPL Ingest service uses the AIM XML validation utility 

(XVU) to validate the granule metadata. 
Verify that the Ingest Processing log 
notes that the XVU is called to 
validate the metadata.<br />For 
example,<br />06/02/11 13:52:53: 
Thread ID : 11758 : 
DpInXmlValidationQAction::Execute
Action : Xml File 
/datapool/DEV02/user/FS1//temp/inge
st/19403555/60000000275497/MOD1
0_L2.A2007182.0005.005.200718410
0441.hdf.xml validated successfully. 
XVU returned 0 

 

10 <i>300 V-4</i>  #comment 
11 Verify that the XVU uses the ESDT specific schema to validate the granule 

metadata in the XML file.<br />(NOTE: Verification that the ESDT-specific 
schema conforms to the ECS Data Model (S-DSS-06770) is performed when 
the ESDT-specific schema is generated, i.e. at descriptor installation time). 

Using the XVU log, search for the 
schema used for XML generation for 
this granule.<br />Verify that it is the 
ESDT-specific schema.<br />For 
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# Action Expected Result Notes 
example, [06.02.2011 
13:52:51.831][2181 ecsid: 
3002000490]EcAmXvuMetadataWork
er.retrieveSchemaAndConstructDOM
Builder Retrieving schema for 
MOD10_L2.005<br />[06.02.2011 
13:52:52.160][2181 ecsid: 
3002000490]EcAmXvuCacheManage
r.getSchemaUrl Retrieving schema 
from 
file:/stornext/smallfiles/DEV02/descri
ptor/DsESDTMoMOD10_L2.005.xsd
<br />[06.02.2011 13:52:52.707][2181 
ecsid: 
3002000490]EcAmXvuCacheManage
r.retrieveSchema Load schema 
cardinality for MOD10_L2.005 
complete 

12 <i>300 V-5</i>  #comment 
13 Verify that the XVU returns a Success/Pass result to Data Pool Ingest. Verify in the Ingest Processing log 

that the XVU returns a status result to 
Ingest. For example, 06/02/11 
13:52:53: Thread ID : 11758 : 
DpInXmlValidationQAction::Execute
Action : Xml File 
/datapool/DEV02/user/FS1//temp/inge
st/19403555/60000000275497/MOD1
0_L2.A2007182.0005.005.200718410
0441.hdf.xml validated successfully. 
XVU returned 0 

 

14 <i>300 V-6</i>  #comment 
15 Verify that the XVU logs information that is sufficient to identify the granule 

being validated along with the time associated with each metadata validation 
message it logs. 

Verify in the XVU log that the granule 
can be found and metadata validation 
messages are associated with this 
granule. For example, [06.02.2011 
13:52:52.880][2181 ecsid: 
3002000490]EcAmXvuWorker.perfor
mValidation Inspecting PSVI 
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# Action Expected Result Notes 
elements<br />[06.02.2011 
13:52:52.888][2181 ecsid: 
3002000490]EcAmXvuDateValidator.
validate InsertTime|2011-06-02 
13:52:50.707<br />[06.02.2011 
13:52:52.889][2181 ecsid: 
3002000490]EcAmXvuDateFormat.ex
tractDate yyyy-MM-dd' 'HH:mm:ss 
extraction successful 

16 <i>300 V-7</i>  #comment 
17 Verify that the science files for the granule are stored in the correct primary 

archive directory, corresponding to the open volume group for the ESDT. 
Using the Primary Volume Group 
(identified in step 1), verify the 
granule has been copied into the 
primary archive. For example,<br 
/>/stornext/snfs1/DEV02/MODIS/:SC:
MOD10_L2.005:3002000490:1.HDF-
EOS 

 

18 <i>300 V-8</i>  #comment 
19 Verify that the science files for the granule are stored in the correct backup 

archive directory, corresponding to the open volume group for the ESDT. 
Using the Backup Volume Group 
(identified in step 1), verify the 
granule has been copied into the 
backup archive. For example,<br 
/>/stornext/snfs1/DEV02/MODIS_bac
kup/:SC:MOD10_L2.005:3002000490
:1.HDF-EOS 

 

20 <i>300 V-9</i>  #comment 
21 Verify that an xml metadata file is created for the granule, and that the 

contents of the xml metadata file are complete, correctly formatted, and that 
the metadata values are correct, including those for the temporal coverage of 
the granule. 

granule XML metadata file... For 
example, cp 
/datapool/DEV02/user/FS1/MOST/M
OD10_L2.005/2007.07.01/MOD10_L
2.A2007182.0005.005.200718410044
1.hdf.xml filefile to /home/cmshared/. 
Using Internet Explorer, open the 
granule XML metadata file and verify 
that the file is 'correctly formatted'.<br 
/>Copy the original '.met' file and the 
archived '.xml' file (in the smallfile 
archive) to a writable directory, i.e. 
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# Action Expected Result Notes 
/tmp/PVL on f4dpl01.<br />Convert 
both to '.pvl' format using 
/home/cmshared/PVL/odltopvl.pl and 
/home/cmshared/PVL/xmltopvl.pl. 
Use the '.pvl' file for this and the next 
two steps.<br />o Verify that 
'RangeDateTime' and 'SpatialDomain' 
values in both '.pvl' files agree. 

22 <i>300 V-10</i>  #comment 
23 Verify that the xml metadata file contains complete and correct metadata for 

the QA statistics attribute(s). 
Verify the 'QAFlags' and 'QAStats' 
values in both '.pvl' files agree. 

 

24 <i>300 V-11</i>  #comment 
25 Verify that the product specific metadata is stored in the xml file for the 

granule, and that the product specific metadata is complete, correctly 
formatted, and that the metadata values are correct. 

Verify that the PSA attributes are 
present in the XML and that these 
attributes are correct.<br />Verify the 
same 'AdditionalAttributes are present 
in both '.pvl' files (number and 
value).<br />Spot check a couple of 
attributes in the '.met' and '.xml' files. 

 

26 <i>300 V-12</i>  #comment 
27 Verify that the xml metadata file for the granule is stored in the correct 

directory in the xml archive, based upon the following metadata attributes for 
the granule: 1. ShortName 2. VersionID 3. the year and month of the time 
recorded for the RangeBeginningDate. 

Verify that the XML file is present in 
directory<br />/stornext/smallfiles/ 
[mode] /metadata/ 
[ShortName.VersionId]/ [yyyy-mm] 
(where yyyy-mm represents the year 
and month of the 
RangeBeginningDate). For example, 
/stornext/smallfiles/DEV02/metadata/
MOD10_L2.005/2007.07/MOD10_L2
.005.3002000490.xml 

 

28 <i>300 V-13</i>  #comment 
29 Verify that the XML directory path and file name correctlyare recorded 

ccorrectly in the AIM Inventory Catalog. 
Verify that the location of the XML 
file is stored in the AIM db by running 
the following script.<br />Run script 
/home/cmshared/GetAimMetadata.ksh 
to verify the complete path to the 
XML file (in the archive). 

 

30 <i>300 V-14</i>  #comment 
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# Action Expected Result Notes 
31 Verify that the ArchiveTime in the AIM Inventory Catalog is set correctly 

after the data and XML files were written to the correct locations within the 
AIM archive. 

Using the Ingest Processing log, verify 
that the science granule and the XML 
file are archived.<br />Using the 
Ingest Processing log, verify insertion 
of the granule metadata into the AIM 
db AFTER the files have been 
archived. 

 

32 <i>300 V-15</i>  #comment 
33 Verify that all &quot;applicable&quot; Inventory metadata (as described in 

the current AIM database design) was stored in the AIM Inventory Catalog 
and that these values matches the metadata stored in the XML metadata file 
for the granule. 

Run script 
/home/cmshared/GetAimMetadata.ksh 
to verify metadata values stored in the 
AIM db for this GranuleId.<br 
/>Verify that the values in the 
database match those in the XML file. 

 

34 <i>300 V-16</i>  #comment 
35 [Regression] Verify that all granules in the request have been assigned a 

unique granule id, and that this id is recorded in the AIM inventory database. 
Run script 
/home/cmshared/GetTodaysAimGranu
les.ksh to get a list of granules inserted 
today.<br />Verify that each granule 
in the request is shown in the 
listing.<br />Select * from 
AmGranule<br />Where GranuleId = 
&lt;GranuleId&gt;<br />Make sure 
there is one row returned. 

 

36 <i>300 V-17</i>  #comment 
37 Verify that the name of the XML file in the XML metadata archive follows 

the naming convention in requirement S-DSS-0069. 
Verify that XML filename matches the 
following pattern:<br 
/>ShortName.VersionID.GranuleId.x
ml (where VersionID is zero padded to 
3 characters). For example, 
/stornext/smallfiles/DEV02/metadata/
MOD10_L2.005/2007.07/MOD10_L2
.005.3002000490.xml) 

 

38 <i>300 V-18</i>  #comment 
39 Verify that the Data Pool Ingest service queues an event in the spatial 

subscription server database for this granule insert. 
Using the Ingest Processing log, verify 
that a Granule Insert event is queued 
for the EcNbDb. For example,<br 
/>EcDbInterface::Execute SQL=exec 
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# Action Expected Result Notes 
ProcSubscribedEventEnqueueN 
'INSERT', 'MOD10_L2', 5, 
3002000508, 
'UR:10:DsShESDTUR:UR:15:DsShSc
iServerUR:13:[RBD:DSSDSRV]:26:S
C:MOD10_L2.005:3002000508'<br 
/>Run query below for the mode and 
GranuleId to verify that an event is 
created. select convert(varchar(12), 
GranuleId) EcsID, eventQueueId, 
convert(varchar(19),enqueueDateTime
)enqueueDateTime, ESDT_Id + '.' + 
right(convert(char(4), 1000 + 
VersionID),3) ESDT from 
EcNbSubscribedEventQueue<br 
/>select convert(int, dbID)Where 
EcsID, eventQueueId, 
convert(varchar(19),enqueueDateTime
)enqueueDateTime,<br />ESDT_Id + 
'.' + right(convert(char(4), 1000 + 
VersionID),3) ESDT<br />from 
EcNbSubscribedEventQueue<br 
/>where dbID in ( = 
&lt;GranuleId)&gt; 

40 <i>300 V-19</i>  #comment 
41 [Regression] Verify that the granule is successfully published in the Data 

Pool.<br />    a. The data and metadata file are stored in the correct public 
directory (based on acquisition date).<br />    b. The location and file names 
the data and metadata files is correctly recorded in the AIM Inventory 
Catalog.<br />    c. The ECS granule ID is recorded in the XML file. 

Verify that the data and metadata files 
are stored in the correct 
MOD10_L2.005 public directory in 
the data pooll Go to the public 
directory, i.e. 
/datapool/DEV02/user/FS1/MOST/M
OD10_L2.005/2007.07.01/MOD10_L
2.A2007182.0005.005.200718410044
1.hdf.xml<br />Make sure the 
acquistion date matches with 
acquisition date in AmGranule 
table.<br />Select DirectoryPath, 
UserDataFile from AmGranule Where 
GranuleId = &lt;GranuleId&gt;<br 
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# Action Expected Result Notes 
/>Open the xml file above to make 
sure the GranuleId is recorded.Verify 
that the location and file names of the 
data and metadata files are correct in 
the AmDataFile and AmMetadata File 
tables in the AIM database.<br 
/>Verify that the ECS granuleId is 
present in the granule's xml metadata 
file as the GranuleId element value. 

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

300     MOD10_L2.005   1 granule   /sotestdata/DROP_801/DP_81_01/Criteria/300   

 
EXPECTED RESULTS: 
 

240 INGEST PUBLISHING GRANULES (ECS-ECSTC-2651) 

DESCRIPTION: 
 
PRECONDITIONS: 
Mode Transitioned to 8.1 
 
STEPS:   
# Action Expected Result Notes 
1 <i>310 S-1</i>  #comment 
2 [Ingest publishing granules]<br />this was derived from Criterion 100 in 

Ticket DP_72_01<br /><br />Ingest at least twenty science granules via DPL 
Ingest that belong to collections configured for publishing in the Data Pool 

1. Using the DPL Ingest Gui, 
Configuration/DataType to set 
PublishByDefaultFlag is on.<br /><br 
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# Action Expected Result Notes 
during ingest. The granules must belong to at least ten different collections 
that are suitable for publishing in the Data Pool (for example, they must not 
include ancillary granules). The granules must belong to collections enabled 
for HEG processing and must contain valid band information.<br /><br 
/>[NOTE: This criterion requires DPL Ingest capabilities as specified in 
DP_S6_01 and may be tested concurrently with criterion 370, criteria key 
3383 in that ticket.] 

/>2. Login to Aim database and 
perform the following updates to 
enable publishing and band 
extraction<br /><br />update 
AmCollection<br />set 
PublishByDefaultFlag = 
&quot;Y&quot;,<br />    
ConvertEnabledFlagConvertEnabledFl
ag = &quot;Y&quot;<br />    
HiddenRetTime = 24, PublicRetTime 
= 24 (DPL Maintanance GUI)<br 
/>where ShortName in (&lt;all 10 
collections&gt;)<br />and VersionId = 
086<br /><br />3. Bring down DPAD 
so that the xml files can be 
accumulated in the DPL hidden 
directories. This is to prepare for 
verification step V-6<br /><br />4. 
Record a time t1. Put the PDR1 
prepared in the Test Data 
Requirements section in the Polling 
location configured under provider 
MODAPS_TERRA_FPROC in DPL 
ingest GUI, Configuration/Providers 
page.<br /><br />5. Login to DPM 
GUI, navigate to Configuration 
Parameters page and set the 
MaxConcurrentPublishing to be 1.<br 
/><br />6. Copy out all the 10 xml 
files in the hidden directories and get 
all the granuleIds of the 10 granules 
that will be used for verification step 
V-2. The queries used to get the xml 
files and granuleIds are: 
AmGranuleThere should be 10 
granules returned. Copy all the 10 xml 
files from the hidden directory to a 
location.<br /><br />select 
ShortName, VersionId, GranuleId<br 
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# Action Expected Result Notes 
/>from AmGranule<br />where 
ShortName in (&lt;all 10 
collections&gt;)<br />and VersionID 
= 86 and RegistrationTime &gt; t1.<br 
/><br />Run ProcGetGrFiles 
ShortName, granuleId for all the 10 
GranuleIds returned.<br /><br />7. Put 
the PDR2 prepared in the Test Data 
Requirements section in the Polling 
location configured under provider 
MODAPS_TERRA_FPROC in DPL 
ingest GUI, Configuration/Providers 
page.<br /><br />8. Bring up DPAD. 

3 <i>310 V-1</i>  #comment 
4 Verify that all granules have been successfully inserted into the public Data 

Pool. 
1. Login to DPL Database.<br /><br 
/>2. Check the status of each granule 
in DlInsertActionQueue, it should 
indicate successful insert.<br /><br 
/>select status from 
DlInsertActionQueue<br />where 
enqueueTime &gt; t1<br />and 
ShortName in (&lt;all the 10 
collections)<br />and VersionId = 
86<br /><br />There should be 20 
rows returned, and the status should be 
COMPLETE.<br /><br />3. Check 
AmGranule table, all the granules 
should be successfully inserted with 
isOrderOnly set to NULL which 
means public.<br /><br />select 
isOrderOnly from AmGranule<br 
/>where insertTime &gt; t1<br />and 
ShortName in (&lt;all 10 
collections&gt;)<br />and VersionId = 
86.<br /><br />There should be 20 
rows returned. 

 

5 <i>310 V-2</i>  #comment 
6 Verify for at least one granule from each collection that the granule metadata 1. Run /home/cmshared/ITP_isql  
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# Action Expected Result Notes 
was populated correctly in the Data Pool Metadata tables that support Web 
Access and that the band extraction information is stored correctly in the 
AIM Inventory Catalog. 

script using one of the 10 GranuleIds 
from the setup step. It produces a sql 
file that goes into DPL database and 
gets info from all the hdf, warehouse 
and spatial tables and print out a isql 
command to run the file. Run this isql 
command and save the output file.<br 
/><br />The table names are:<br /><br 
/>    DlHdf4thDimensions<br />    
DlHdfBands<br />    DlHdfObjects<br 
/>    DlHdfFields<br />    
DlFactTemporalRange<br />    
DlFactQA<br />    
DlFactTimeOfDay<br />    
DlFactDayNight<br />    
DlGranuleTiles<br />    
DlGPolygon<br /><br />2. diff the 
output file and the corresponding file 
for the ESDT saved in 
/home/sxu/dplcriteria/integration/0100
/oldingestfiles. They should be the 
same with some minor format 
difference and precision difference in 
GPolygonContainers. 

7 <i>310 V-3</i>  #comment 
8 Verify for at least one granule from each collection that the granule files were 

placed into the correct public Data Pool directories and that the file name and 
location is stored correctly in the AIM Inventory Catalog. 

1. Pass each one of the 10 granuleIds 
together with ShortName to stored 
proc ProcGetGrFiles to get all the file 
names and the paths. For example, 
n<br /><br />exec ProcGetGrFiles 
&quot;MOD15A2&quot;, 328579<br 
/>/datapool/DEV04/user/FS1/MOLT/
MOD15A2.086/2006.08.29/MOD15A
2.<br 
/>.A2006241.h00v08.004.2006251155
312.hdf.xml<br /><br />2. Do an ls 
and verify they are in the public. 

 

9 <i>310 V-4</i>  #comment 
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# Action Expected Result Notes 
10 Verify that the archive was not accessed, i.e., no transfer from archive and no 

checksumming took place. 
grep DPAD ALOG for key phrase 
&quot;Testing location of file&quot;. 
There should be nothing for the files 
that are moved to the public 
directories in the previous steps. 

 

11 <i>310 V-5</i>  #comment 
12 For each granule, verify that an xml metadata file is stored in the public Data 

Pool and that it's name and location is stored correctly in the AIM Inventory 
Catalog 

Verify that an xml file is stored in the 
same directories as the ones in 
verification stepV-3. 

 

13 <i>310 V-6</i>  #comment 
14 Verify for at least one granule from each collection that the XML metadata 

file contents are correct 
Diff the xml file in public directory 
and the xml file in the hidden 
directory. The contents should be the 
same. Xml file is updated when 
published. All the contents should be 
the same. 

 

15 <i>310 V-7</i>  #comment 
16 Verify for at least one granule from each collection that the ECS ID of the 

granule is stored in the XML file (DataPool copy) for the granule. 
1. Login to Aim database.<br /><br 
/>2. All the granules ingested should 
be inserted into AmGranules table 
with a GranuleIdGranuleId.<br /><br 
/>3. grep &lt;GranuleId&gt; .xml file 
to verify that the xml files contain the 
same GranuleId. For example,<br 
/><br />grep 328579 *.xml<br 
/>MOD15A2.A2006241.h00v08.004.2
006251155312.hdf.xml: 
&lt;GranuleUR&gt;SC:MOD15A2.08
6:328579&lt;/GranuleUR&gt;<br 
/>MOD15A2.A2006241.h00v08.004.2
006251155312.hdf.xml: 
&lt;DbID&gt;328579&lt;/DbID&gt;ec
sIds. 

 

17 <i>310 V-8</i>  #comment 
18 Verify that the configured limit on concurrent publishing operations is not 

exceeded. 
grep DpiuChildProcess 
EcDlActionDriverDebug.log | grep -v 
&quot;bytes read&quot; | grep -v 
&quot;allocated&quot; | grep -A1 
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# Action Expected Result Notes 
publreg<br /><br />if you see two 
&quot;wrote command&quot; lines in 
a row then it is doing more than 1 
concurrently 

19 <i>310 V-9</i>  #comment 
20 <i>Document Reference: http://lpdaac.usgs.gov/datapool/datapool.asp</i>  #comment 
21 For at least one granule that was published in the Data Pool during ingest, 

verify that it is returned when appropriate in a Data Pool web drill down 
result. 

1. Run the EcDlPopulateStatTables.pl 
script to make newly ingested granules 
visible by web Access Gui.Login to 
DPL Web access GUI<br /><br />2. 
Pick Data_Set; click on &quot;Start 
Search&quot;<br /><br />3. click on 
one of the collection.versionId we just 
ingested.<br /><br />4. Click on 
&quot;Get the granules&quot;. Verify 
there is at least one granule is 
returned. 

 

22 <i>310 V-10</i>  #comment 
23 For at least one granule that was published in the Data Pool during ingest, 

verify that it can be ordered for HEG processing via the DPL Web GUI. 
1. Click on shopping cart icon 
underneath one of the granules 
returned.<br /><br />2. Click the view 
the cart.Click on View Shopping Cart 
and then change the Projection to 
Geographic for HEG processing.<br 
/><br />3. Click on Select Media 
button and click on Upload radio 
button then click the &quot;OK&quot; 
button.<br /><br />4. Fill in the 
address info and order info. Click 
&quot;Please Submit your 
order&quot;. 

 

24 <i>310 V-11</i>  #comment 
25 Verify that the HEG order completes successfully and without access to the 

archive. 
1. Check the OMS ALOG. It should 
indicate that the order completes 
successfully. Or bring up the OMS 
Gui to make sure the order is 
shipped.<br /><br />2. An Order 
confirmation email and an order 
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# Action Expected Result Notes 
notification email should be sent to the 
email address entered in the previous 
step. It should include the links to the 
location of the converted files.<br 
/><br />3. grep DPAD ALOG for key 
phrase &quot;Testing location of 
file&quot;. There should be nothing 
for the granule file 

26 <i>310 V-12</i>  #comment 
27 [Regression] Verify that the start and completion of the publishing operations 

are logged 
1. grep DPAD ALOG for 
&quot;Publishing granule&quot; and 
&quot;publication exited&quot;<br 
/><br />grep -i &quot;Publishing 
granule&quot; *Action*ALOG* | grep 
&quot;MOD09GHK&quot;<br />grep 
&quot;publication exited&quot; 
*Action*ALOG* | grep 
&quot;MOD09GHK&quot;<br /><br 
/>Repeat for all the 10 collections.<br 
/><br />2. There should be result 
returned for each granule. 

 

28 <i>310 V-13</i>  #comment 
29 Verify the Archive Time in the AIM Inventory catalog was set for each 

granule ingested and using the the Ingest log verify the Archive Time was set 
after the files were archived. 

1. Check with AmGranule table of the 
respective mode. Verify that the 
ArchiveTime is<br />    a. Not null<br 
/>    b. Matches the logs 

 

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

310     MOD11A1.086 20222020 PDRs 2 granules   /sotestdata/DROP_801/DP_81_01/Criteria/310   
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Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

 
MOD09GHK.086 
 
MOD09GQK.086 
 
MOD09GST.086 
 
MOD09Q1.086 
 
MOD11A1.086 
 
MOD11A2.086 
 
MOD11_L2.086 
 
MOD14A1.086 
 
MOD14A2.086 
 
MOD15A2.086 

with 10 granules 
each 

 
2 granules 
 
2 granules 
 
2 granules 
 
2 granules 
 
2 granules 
 
2 granules 
 
2 granules 
 
2 granules 
 
2 granules 

 
EXPECTED RESULTS: 
 

241 INGEST WITHOUT PUBLISHING (ECS-ECSTC-2652) 

DESCRIPTION: 
 
PRECONDITIONS: 
System is transitioned to 8.1 
 
STEPS:   
# Action Expected Result Notes 
1 <i>315 S-1</i>  #comment 
2 [Ingest without publishing]<br /><br />Ingest a PDR containing at least one Make sure the AllowPublishFlag is  
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# Action Expected Result Notes 
granule that belongs to a collection that is configured as &quot;hidden&quot; 
in the Data Pool. 

&quot;Y&quot; and 
PublishByDefaultFlag is 
&quot;N&quot; for data type 
MOD29P1N.005. If not, use the DPL 
ingest GUI to set it up.<br /><br 
/>Ingest PDRs in the test requirement 
above.<br /><br />Record the 
GranuleIds and BrowseIds. 

3 <i>315 V-1</i>  #comment 
4 Verify the granule is ingested into the correct Data Pool &quot;hidden&quot; 

directory and that the AIM Inventory Catalog correctly records the granules 
&quot;hidden&quot; status and file location. 

Verify the files are in the Data Pool 
&quot;hidden&quot; directory.<br 
/><br />select ShortName, VersionId, 
GranuleId, IsOrderOnly, 
PublishTime<br />from 
AmGranule<br />where GranuleId = 
&lt;granuleId&gt;<br /><br />Verify 
isOrderOnly = &quot;H&quot; and 
PublishTime is null. 

 

5 <i>315 V-2</i>  #comment 
6 Verify the associated Browse granule (if present) is not included in the Data 

Pool file system but is correctly associated with the Ingested Granule in the 
AIM Inventory Catalog. 

Go to the Data Pool 
&quot;Browse&quot; directory to 
make sure there is not a browse file 
there associated with the ingested 
ingested granules.<br /><br />Go to 
public datapool to make sure there is 
no browse.hdf file there.<br />For 
example,<br />cd 
/datapool/&lt;MODE&gt;/user/FS1/B
RWS/Browse.001/2007.02.09/<br />ls 
-lrt *.hdf to make sure there is no such 
a .hdf file.<br /><br />select 
b.BrowseId, b.IsOrderOnly<br />from 
AmBrowse b<br />where b.BrowseId 
= &lt;browseId in S-1&gt;<br /><br 
/>Verify a row is returned and 
b.IsOrderOnly is &quot;H&quot;. 

 

7 <i>315 V-3</i>  #comment 
8 Verify the Data Pool Metadata that supports Web Access (the warehouse Run EcDlPopulateStatTables.pl<br  
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# Action Expected Result Notes 
tables) are not populated for the granule. /><br />Bring up the DPL WebAccess 

GUI, search for granuleId in S-1 to 
make sure this granule is not present. 

9 <i>315 V-4</i>  #comment 
10 Verify that the data files for the granule are stored in the directory specified 

in the current volume group for the ESDT. 
From DPL ingest GUI/VolumeGroup, 
identify the volume group for the 
ESDT.<br /><br />For example 
/stornext/snfs1/DEV02/MODIS/<br 
/><br />cd to this directory and make 
sure the data files are stored there. 

 

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

315     
MOD29P1N.005 
 
Browse.001 

  2 granules   /sotestdata/DROP_801/DP_81_01/Criteria/315/   

 
EXPECTED RESULTS: 
 

242 INGEST BROWSE (ECS-ECSTC-2653) 

DESCRIPTION: 
 
PRECONDITIONS: 
System is transitioned to 8.1 
 
STEPS:   
# Action Expected Result Notes 
1 <i>320 S-1</i>  #comment 
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# Action Expected Result Notes 
2 <i>Document Reference: Sec 4.1.3 of CUT_DS_7E_01_DPL_Ingest and Sec 

4.6.1.19 of 609-EMD-100</i> 
 #comment 

3 [Ingest Browse] test Criterion 175 in ticket DS_7E_01 to verify successful 
Browse Ingest<br /><br />[Browse arriving after associated sciene.]<br /><br 
/>With Data Pool Ingest service turned on, submit two PDRs, the first for 
ingest of a nonASTER science granule, and the second for ingest of (an) 
associated Browse granule(s), where the science collection is configured for 
public Data Pool insert. The PDRs should be submitted far enough apart in 
time such that the science granule is archived and queued for insertion into 
the public Data Pool before the Browse PDR is submitted.<br />Wait for both 
ingest requests to reach a terminal state. 

In the DPL Ingest GUI, Configuration, 
Data Types, verify the science ESDT 
is configured to be 'public'.<br />If 
changes made in Ingest, 'bounce' 
Processing.<br />Submit the PDR for 
the science granule.<br />After the 
science granule is successful, submit 
the PDR for the browse granule. 

 

4 <i>320 V-1</i>  #comment 
5 Verify that both ingest requests are in the SUCCESSFUL state. In the DPL Ingest GUI, verify that 

both granules are successful. 
 

6 <i>320 V-2</i>  #comment 
7 Verify that both the science granule and the associated Browse granule are 

successfully stored in the correct archive file location(s), corresponding to the 
open volume groups for the science ESDT and the Browse ESDT 
respectively. 

Run script 
/home/cmshared/GetTodaysAimGranu
les.ksh to get the GranuleIds of the 
science and browse granules. Note: the 
GranuleID is included in the archived 
filename.<br />Run script 
GetOpenVolumeGroup.ksh for the 
mode and 
&quot;ShortName.VersionId&quot;.<
br />Go to the indicated archive 
location and verify the science granule 
is present.<br />Run script 
GetOpenVolumeGroup.ksh for the 
mode and 
&quot;Browse.001&quot;.<br />Go to 
the indicated archive location and 
verify the browse granule is present. 

 

8 <i>320 V-3</i>  #comment 
9 Verify that the NDPIU stores metadata for both the science granule and the 

Browse granule in the Inventory database, and that this metadata is complete 
and correct. 

Run script GetAimMetadata.ksh for 
the GranuleId of both the science and 
browse granules.<br />Verify against 
the input '.met' file that this data is 
correct. 
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# Action Expected Result Notes 
10 <i>320 V-4</i>  #comment 
11 Verify that the NDPIU stores complete and correct linkage information in the 

Inventory database, linking the science granule to the Browse granule. 
Run script 
/home/cmshared/GetAimScienceBrow
se.ksh for the mode and GranuleId of 
the science granule.<br />Verify that 
the result shows a linkage to the 
GranuleId of the browse granule. 

 

12 <i>320 V-5</i>  #comment 
13 Verify that the DPL Ingest Service stores complete and correct Browse 

linkage information in the science granule XML metadata file. 
Locate the xml file in the small file 
archive.<br />'grep' the xml file for 
'BrowseGranuleId' to verify that the 
file contains Browse linkage 
information. 

 

14 <i>320 V-6</i>  #comment 
15 [Regression] Verify that the Browse granule has been assigned a unique 

granule id, and that this id is recorded in the AIM inventory database. 
From the result of step 3, verify that 
the GranuleId of the browse granule is 
unique.<br />For example,<br /><br 
/>select g.ShortName, g.VersionId, 
g.GranuleId, g.IsOrderOnly 
'g.IsOrderOnly',<br />    b.BrowseId, 
b.IsOrderOnly 'b.IsOrderOnly'<br 
/>from AmGranule g, AmBrowse b, 
AmBrowseGranuleXref x<br />where 
g.GranuleId = x.GranuleId<br />and 
x.BrowseId = b.BrowseId<br />and 
b.BrowseId = 328714<br /><br 
/>ShortName VersionId granuleId 
g.IsOrderOnly BrowseId 
b.IsOrderOnly<br />    --------- --------- 
---------- ------------- ---------- -----------
--<br />AE_RnGd 1 328713 328714 

 

16 <i>320 V-7</i>  #comment 
17 [Regression; NCR 8044275] Verify that the science granule is stored 

correctly in the public Data Pool, and that the xml file for the science granule 
in the public Data Pool contains the Browse linkage information. 

Run script 
/home/cmshared/GetDlFiles.ksh for 
the mode and GranuleId of the science 
granule.<br />Verify that the granule 
and xml are in the path indicated.<br 
/>'grep' the xml file for 
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# Action Expected Result Notes 
'BrowseGranuleId' and verify the 
GranuleId of the browse granule is 
returned. 

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

320   
AE_RnGd.001 
 
Browse.001 

public   

1 granule/1 PDR  
 
1 browse+1 .met+1 
linkage/1 PDR 

None 
/sotestdata/DROP_721/ 
DS_7E_010/Criteria/0175 

  

 
EXPECTED RESULTS: 
 

243 PUBLISHING OF BROWSE DURING INGEST LOCATED IN DIFFERENT PDR AS ASSOCIATED 
SCIENCE GRANULE (ECS-ECSTC-2654) 

DESCRIPTION: 
 
PRECONDITIONS: 
System is transitioned to 8.1 
 
STEPS:   
# Action Expected Result Notes 
1 <i>325 S-1</i>  #comment 
2 [Publishing Of Browse During Ingest Located In Different PDR As 

Associated Science Granule]<br /><br />Ingest at least one science granule 
via DPL Ingest belonging to a collection configured for publishing in the 
Data Pool during ingest. For each science granule, ingest an associated 
browse granule via separate PDRs. At least one of the browse granules shall 

1. Login to Aim database and perform 
the following updates to enable 
publishing and disable band 
extraction(data provided doesn't have 
band info):<br /><br />2. update 
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# Action Expected Result Notes 
be referenced by two of the science granules.<br /><br />[NOTE: This 
criterion requires DPL Ingest capabilities as specified in DP_S6_01 and may 
be tested concurrently with criterion 377, criteria key 3387 in that ticket.] 

AmCollection AmCollections<br 
/><br />set PublishByDefaultFlag = 
&quot;Y&quot;,<br 
/>ConvertEnabledFlag = 
&quot;N&quot; ,<br 
/>HiddenRetentionTime= 0,<br 
/>PublicRetentionTime= 24<br 
/>where ShortName = 
&quot;AE_Land&quot;<br /><br />3. 
and VersionID = 86Record time t1. 
Put the first PDR prepared in the Test 
Data Requirements section (The one 
that contains the science granules) in 
the Polling location under provider 
AMSR_E_SIPS in DPL Ingest GUI, 
Configuration/Providers page first to 
be processed. After the science 
granule are ingested, put the second 
PDR with the browse in the same 
polling location to be processed next 

3 <i>325 V-1</i>  #comment 
4 <i>Document Reference: DPL Ingest GUI 609</i>  #comment 
5 For each science granule, verify that the granule and associated xml files are 

stored in the public Data Pool. 
1. Once the DPL Ingest GUI, 
Monitoring/Request Status page 
indicates request successful,<br /><br 
/>2. login to DPL database and run the 
following query:<br /><br />select 
ShortName, granuleId<br />from 
AmGranule<br />where ShortName = 
&quot;AE_land&quot; and VersionID 
= 86 and insertTime &gt; t1<br /><br 
/>3. Pass each granuleId, together with 
ShortName to stored proc 
ProcGetGrFiles to get all the file 
names and the paths. For example,<br 
/>exec ProcGetGrFiles 
&quot;AE_Land&quot;, 
300200509.<br />absfilepath filetype 
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# Action Expected Result Notes 
filesize<br />    ---------------------------
----------------------------------------------
---------------------------------------------- 
-------- ------------<br 
/>/datapool/DEV02/user/FS2/AMSA/
AE_Land.086/2006.07.02/AMSR_E_
L2_Land_B05_200607020423_A.hdf 
SCIENCE 99660<br /><br />Do a ls 
and verify they are in the public 
directories. Also verify that the 
corresponding xml file for each 
granule is present in the same 
directory. 

6 <i>325 V-2</i>  #comment 
7 For each science granule, verify that the browse linkage information is 

included in the Data Pool xml file for the science granule. 
Vi the xml file for each science 
granule. Search for 
&quot;BrowseProduct&quot; and 
&quot;BrowseGranuleId&quot;. Look 
at the individual GranuleId fields to 
make sure that the cross-reference 
information is correct. 

 

8 <i>325 V-3</i>  #comment 
9 For each browse granule, verify that the jpeg version of the associated browse 

granule is stored in the Data Pool in the public directory structure. 
1. Get all the DPL browseIds from 
AmBrowse table:<br /><br />select 
browseId<br />from AmBrowse<br 
/>where ArchiveTime &gt; t1.<br 
/><br />There should be 2 browseId 
returned.<br /><br />2. Pass each 
browseId, together with ShortName 
for browse(Browse) to stored proc 
ProcGetGrFiles to get all the file 
names and the paths. For example,<br 
/>exec ProcGetGrFiles 
&quot;BrowseAE_Land&quot;, 
300200509.<br />absfilepath filetype 
filesize<br />    ---------------------------
----------------------------------------------
----------------------------------------------
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# Action Expected Result Notes 
---------------------------------------------- 
-------- ------------<br 
/>/datapool/DEV02/user/FS1/BRWS/
Browse.001/2011.06.13/BROWSE.A
MSR_E_L2_Land_B05_20060702033
4_D.1.jpg BROWSE 256812<br /><br 
/>Do a ls and verify the files are the 
jpeg versions and are in the public 
directories. 

10 <i>325 V-4</i>  #comment 
11 Verify that the archive was not accessed, i.e., no transfer from archive and no 

checksumming took place. 
grep DPAD ALOG for key phrase 
&quot;Testing location of file&quot;. 
There should be nothing for the files 
that are moved to the public 
directories in the previous steps. 

 

12 <i>325 V-5</i>  #comment 
13 Verify that the jpeg versions of the Browse granule(s) remain in the public 

Data Pool after the ingest request is complete and the retention period for the 
ingested browse granule(s) and the ingested science granules has expired. 

cd to public directories for browse 
granules or ls -lrt absfilepath in V-3 
above to make sure the browse jpeg 
files should still be there after the 
hidden retention time expires for the 
collection and the cleanup script 
finishes cleaning. This is to verify that 
the hidden retention time doesn't have 
impact on cleaning the files in the 
public directories. 

 

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

325   At least one AE_Land.086 At least one of 1 PDR that   /sotestdata/SynergyVI/DP_72_01/Criteria/0115/V086/ 1 
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Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

science 
granules via 
DPL Ingest 
that belong 
to a 
collection 
configured 
for 
publishing 
in the Data 
Pool during 
ingest and 
associated 
browse 
granules in 
different 
PDRs. 

 
Browse.001 

the browse 
granules shall 
be referenced 
by two of the 
science 
granules. 

contains 3 
science 
granules. 
 
1PDR that 
contains 2 
browse 
granules, One 
of which is 
referenced by 
1 of the 
science 
granules and 
the other is 
referenced by 
2 of the 
science 
granules. 

 
EXPECTED RESULTS: 
 

244 GRANULE REPLACEMENT (ECS-ECSTC-2655) 

DESCRIPTION: 
 
PRECONDITIONS: 
System is transitioned to 8.1 
 
STEPS:   
# Action Expected Result Notes 
1 <i>327 S-1</i>  #comment 
2 [Granule Replacement]<br />This criterion was derived from criterion 200 in 

ticket DP_7G_01.<br /><br />Configure QA and PH collections to be public 
(i.e., have their granules queued for publishing as part of ingest processing). 

Configure QA and PH to be public in 
Ingest GUI under the 
configuration/Data Type tab.<br /><br 

 



 

715 
 

# Action Expected Result Notes 
Use the DPM GUI to enable at least two public AMSR collections for 
distribution of QA, PH, and Browse. For one of these collections (C1), 
Browse granules shall be related to one science granule. For the other 
collection (C2), Browse granules shall be related to many science granules. 
Ensure that granule replacement is turned on for the AMSR and the QA and 
PH collections. 

/>Use DPM GUI to enable 
AE_Land.002 and AE_DySno.002 for 
distribution of QA, PH and Browse, or 
Set OrderViewPH,OrderViewQA and 
OrderBrowse flags to be 
&quot;Y&quot; in AmCollection table 
for the AMSR ESDT used.<br /><br 
/>(C1) is AE_DySno.002.<br />(C2) 
is AE_Land.002<br /><br />The test 
data prepared satisfies the 
requirement.<br /><br />UPDATE 
AmCollection<br />SET 
replacementOn = &quot;Y&quot;<br 
/>WHERE ShortName in 
('AE_DySno', 'AE_Land')<br />AND 
VersionId = 2<br /><br />for all the 
collections mentioned.<br /><br 
/>Bounce DPAD and Ingest.<br /><br 
/>Might need to bounce web access 
GUI as well. 

3 <i>327 S-1.1</i>  #comment 
4 Ingest at least one AMSR granule for collections C1, together with its PH, 

QA, and Browse (granule set G2). Ensure that there is at least one granule 
(granule set G1) from this AMSR collection in the public Data Pool for a 
previous date, together with its QA, PH and Browse (also from a previous 
date). These granule sets will be used to test science granule replacement 
(together with QA, PH and Browse). 

Under the test data directory, 
subdirectory 1_1/G1, ingest one 
granule, together with its PH, QA and 
Browse the day before.<br /><br />Go 
through all the setup steps and ingest 
all the data needed for &quot;a 
previous date&quot; the day before 
the test.<br /><br />Ingest another 
granule, together with its PH, QA and 
Browse under subdirectory 
1_1/G2.<br /><br />Note the SC, PH, 
QA and Browse granuleIds in both 
datapool and AIM for G1 and G2.<br 
/><br />So G1 needs be ingested the 
day before. 

 

5 <i>327 S-1.2</i>  #comment 
6 Ingest at least one AMSR granule for collections C1, together with its PH, Under the test data directory,  
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# Action Expected Result Notes 
QA, and Browse (granule set G3). Ensure that there is at least one granule 
(granule set G4) from this AMSR collection in the public Data Pool for a 
previous date, together with its QA, PH and Browse (also from a previous 
date). These granule sets will be used to test browse granule replacement. 

subdirectory 1_2/G4, ingest one 
granule, together with its PH, QA and 
Browse the day before.<br /><br 
/>Ingest another granule, together with 
its PH, QA and Browse under 
subdirectory 1_2/G3.<br /><br />So 
G4 needs to be ingested the day 
before. 

7 <i>327 S-2</i>  #comment 
8 Ingest at least one set of granules for collection C2 that share a Browse, 

together with the Browse and their QA and PH granules (granule set G5). 
Ensure that there is at least another set of such granules from that collection 
in the public Data Pool for a previous date, together with their QA, PH and 
Browse (granule set G6). These granule sets will be used to test science 
granule replacement (together with QA, PH and Browse). 

Under the test data directory, 
subdirectory 2/G6, ingest a set of 
granules(14 total), together with its 
PH, QA and Browse the day 
before.<br /><br />Wait for all 
granules to be successfully ingested 
before attempting to ingest the browse 
granule.<br /><br />Ingest another set 
of granules(15 total), together with its 
PH, QA and Browse under 
subdirectory 2/G5.<br /><br />So G6 
needs to be ingested the day before 

 

9 <i>327 S-3</i>  #comment 
10 Ingest at least one other set of granules for collection C2 that share a Browse, 

together with the Browse and their QA and PH granules (granule set G7). 
Ensure that there is at least another set of such granules from that collection 
in the public Data Pool for a previous date, together with their QA, PH and 
Browse (granule set G8). These granule sets will be used to test Browse 
granule replacement. 

Under the test data directory, 
subdirectory 3/G8, ingest a set of 
granules(14 total), together with its 
PH, QA and Browse the day 
before.<br /><br />Wait for all 
granules to be successfully ingested 
before attempting to ingest the browse 
granule.<br /><br />Ingest another set 
of granules(15 total), together with its 
PH, QA and Browse under 
subdirectory 3/G7<br /><br />So G8 
needs to be ingested the day before. 

 

11 <i>327 S-4</i>  #comment 
12 Ingest at least one other set of granules for collection C2 that share a Browse, 

together with the Browse and their QA and PH granules, but omit one of the 
science granules of this set that would be linked with that Browse granule, as 

Under the test data directory, 
subdirectory 4/G10, ingest all the SC 
granules but one(12 total), together 
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# Action Expected Result Notes 
well (granule set G9). Ensure that there is at least another set of such granules 
from that collection in the public Data Pool for a previous date, together with 
their QA, PH and Browse (granule set G10). These granule sets will be used 
to test addition of a science granule (with its QA, PH, and Browse) to an 
existing set of science granules, thereby replacing their Browse. 

with its PH, QA and Browse the day 
before.<br /><br />Wait for all 
granules to be successfully ingested 
before attempting to ingest the browse 
granule.<br /><br />Ingest all the SC 
granules but one(13 total), together 
with its PH, QA and Browse under 
subdirectory 4/G09. Note the one 
that's not ingested.<br /><br />So G10 
needs to be ingested the day before. 

13 <i>327 V-1</i>  #comment 
14 After the ingest and publishing operations complete, verify that the symbolic 

links for the PH, QA, and Browse files are created, point to the correct files, 
and have the correct names. 

Pick a granule from each set (G1 
through G10), verify the symbolic 
links for the PH, QA and Browse are 
correct.<br /><br />Note: Before 
performing the following verifications, 
make sure all the ingests will appear in 
one BMGT automatic cycle, excluding 
the setup activities. 

 

15 <i>327 V-2</i>  #comment 
16 Ingest a replacement granule for each newly ingested AMSR granule in 

granule set G2 together with its QA, PH, and Browse (i.e., on the same day). 
Verify that the new PH, QA, and Browse granules and their files are in the 
public Data Pool. The G2 replacement Browse, QA, and PH files should be in 
the same directory as the original G2 granules and may have the same name 
so time stamps should be used to verify the files were replaced 

Under the test data directory, 
subdirectory V_02, ingest the SC 
granule, together with its QA, PH and 
Browse.<br /><br />This SC granule 
is a replacement granule for the SC 
granule in G2.<br /><br />Verify that 
the new PH, QA and Browse and their 
file are in public data pool.<br /><br 
/>Note the new SC, PH, QA, Browse 
granule Ids in both data pool and 
AIM.<br /><br />We refer this set as 
G2New. 

 

17 <i>327 V-3</i>  #comment 
18 Verify that the symbolic links for the new PH, QA, and Browse granules are 

present, point to the files of the replacement granules, and have the correct 
names. 

Verify the correctness of the symbolic 
links among granules in G2New. 

 

19 <i>327 V-4</i>  #comment 
20 Verify that the previous versions of the AMSR granules and their PH and QA Verify that granule in G2 together  
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# Action Expected Result Notes 
granules were unpublished and reside in the hidden Data Pool. with its PH, QA are unpublished and 

in the hidden data pool by running 
stored proc ProcGetGrFiles, and their 
symbolic links are removed. 

21 <i>327 V-4.5</i>  #comment 
22 Verify that the previous version of the Browse granule was removed from the 

Data Pool. 
Verify that the browse granule 
associated with the SC granule in G2 
is removed from data pool by 
running<br /><br />SELECT *<br 
/>from AmBrowse<br />WHERE 
browseId &lt;The BrowseId recorded 
earlier&gt; 

 

23 <i>327 V-4.7</i>  #comment 
24 Verify that the AIM inventory contains the cross references between the new 

science granule and the new QA, PH, and Browse granules. 
Verify that the SC and its associates in 
G2New appear in 
AmBrowseGranuleXref, 
AmQaGranuleXref for Browse and 
QA cross references, and in 
AmGranule PH cross reference. 

 

25 <i>327 V-4.8</i>  #comment 
26 Verify the original AMSR granule(s) in G2 still have their original Browse, 

QA, and PH linkages in the AIM Inventory Catalog. 
Verify that AmBrowseGranuleXref, 
AmQaGranuleXref and 
AmPhGranuleXref show the correct 
correlation for the granules. 

 

27 <i>327 V-5</i>  #comment 
28 Ingest a replacement granule for each AMSR granule in granule set G1 

together with its QA, PH, and Browse. Verify that the new PH, QA, and 
Browse granules and their files are in the public Data Pool. 

Under the test data directory, 
subdirectory V_05, ingest the SC 
granule, together with its QA, PH and 
Browse.<br /><br />This SC granule 
is a replacement granule for the SC 
granule in G1.<br /><br />Verify that 
the new PH, QA and Browse and their 
file are in public data pool.<br /><br 
/>Note the new SC, PH, QA, Browse 
granule Ids in both data pool and 
AIM.<br /><br />We refer this set as 
G1New. 

 

29 <i>327 V-6</i>  #comment 
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# Action Expected Result Notes 
30 Verify that the symbolic links for the new QA, PH, and Browse granules are 

present, point to the correct files of the replacement granules, and have the 
correct names. 

Verify the correctness of the symbolic 
links among granules in G1New 

 

31 <i>327 V-7</i>  #comment 
32 Verify that the original G1 AMSR granule is unpublished, and that the 

previous versions of the QA and PH granules remain public. 
Verify that granule in G1 is 
unpublished and in the hidden data 
pool, but its associated PH and QA 
granules remain in public by running 
stored proc ProcGetGrFiles. But the 
symbolic links are removed.<br /><br 
/>Note: since these PH and QA are at 
least a day older, they don't get 
unpublished because the files are in 
different directories when the 
replacements are ingested on a 
different date, therefore there is no file 
name conflict issue.<br /><br />There 
difference between SC and PH,QA is 
that SC granule's file location is based 
on the acquisition time, PH,QA 
granule's is based on the insert time. In 
this case, the old SC granule needs to 
be unpublished because the 
replacement SC has the same 
acquisition time. 

 

33 <i>327 V-7.1</i>  #comment 
34 Verify that the previous version of the Browse granule was removed from the 

Data Pool. 
Verify that the browse granule 
associated with the SC granule in G1 
is removed from data pool by running 
select * from AmBrowse where 
browseId = 

 

35 <i>327 V-7.3</i>  #comment 
36 Verify that the AIM inventory contains the cross references between the new 

science granule and the new QA, PH, and Browse granules. 
Verify that the SC and its associates in 
G1New appear in 
AmBrowseGranuleXref, 
AmQaGranuleXref for Browse and 
QA cross references, and in 
AmGranule and AmGranule for PH 
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# Action Expected Result Notes 
cross reference. 

37 <i>327 V-9</i>  #comment 
38 Ingest a replacement granule for each of the Browse granules used by the 

science granules in granule set G3. Verify that the new Browse granules and 
their files are in the public Data Pool. 

Under the test data directory, 
subdirectory V_09, ingest the Browse 
granule, which is a replacement 
granule for the browse granule in 
G3.<br /><br />Verify that the new 
Browse granule is in public data 
pool.<br /><br />Note the new 
Browse granule Id in both data pool 
and AIM.<br /><br />We refer this set 
as G3NewBrowse. 

 

39 <i>327 V-9.1</i>  #comment 
40 Verify that the symbolic links for the new Browse granules are present, point 

to the correct files of the replacement Browse, and have the correct names. 
Verify that the symbolic link for the 
new browse is present in the directory 
of the SC granule in G3 and points to 
the correct file with the correct name. 

 

41 <i>327 V-9.2</i>  #comment 
42 Verify that the previous version of each Browse granules was removed from 

the Data Pool. 
Verify that the browse granule 
associated with the SC granule in G3 
is removed from data pool by 
running<br /><br />SELECT *<br 
/>FROM AmBrowse<br />WHERE 
browseId &lt;recorded BrowseId&gt; 

 

43 <i>327 V-9.4</i>  #comment 
44 Verify that the AIM Inventory Catalog contains a cross references between 

the original G3 science granule and the new G3 replacement Browse granule 
and it contains no cross-reference between the original G3 science granule 
and the original G3 Browse granule. The original G3 Browse granule(s) 
should be marked as deleted in the AIM Inventory Catalog. 

Verify that the SC in G3 and the new 
Browse in G3NewBrowse appear in 
AmBrowseGranuleXref and the SC in 
G3 has no cross reference in the table 
with the old browse in G3. 

 

45 <i>327 V-10</i>  #comment 
46 Ingest a replacement granule for each of the Browse granules used by the 

science granules granule set G4. Verify that the new Browse granules and 
their files are in the public Data Pool. 

Under the test data directory, 
subdirectory V_10, ingest the Browse 
granule, which is a replacement 
granule for the browse granule in 
G4.<br /><br />Verify that the new 
Browse granule is in public data 
pool.<br /><br />Note the new 
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# Action Expected Result Notes 
Browse granule Id in both data pool 
and AIM.<br /><br />We refer this set 
as G4NewBrowse. 

47 <i>327 V-10.1</i>  #comment 
48 Verify that the symbolic links for the new Browse granules are present, point 

to the correct files of the replacement Browse, and have the correct names. 
Verify that the symbolic link for the 
new browse is present in the directory 
of the SC granule in G4 and points to 
the correct file with the correct name. 

 

49 <i>327 V-10.2</i>  #comment 
50 Verify that the original G4 Browse granule was removed from the Data Pool Verify that the browse granule 

associated with the SC granule in G4 
is removed from data pool by 
running<br /><br />SELECT *<br 
/>FROM AmBrowse<br />WHERE 
browseId &lt;recorded BrowseId&gt; 

 

51 <i>327 V-10.4</i>  #comment 
52 Verify that the AIM Inventory Catalog contains the cross references between 

the original G4 science granule and the new G4 replacement Browse granule 
and contains no cross-references between the original G4 science granule and 
the original G4 Browse granule. The original G4 Browse granule(s) should be 
marked for deletion in the AIM Inventory Catalog. 

Verify that the SC in G4 and the new 
browse in G4NewBrowse appear in 
AmBrowseGranuleXref and the SC in 
G4 has no cross reference in the table 
with the old browse in G4. 

 

53 <i>327 V-11</i>  #comment 
54 Ingest a replacement granule for the AMSR granule granule set G5 together 

with its QA, PH, and replacement Browse (the granules should be ingested on 
the same day that G5 was ingested and contain a linkage file to all G5 AMSR 
granules). Verify that the new G5 replacement PH, QA, and Browse granules 
and their files are in the public Data Pool. The G5 replacement Browse, QA, 
and PH files should be in the same directory as the original G5 granules and 
may have the same name so time stamps should be used to verify the files 
were replaced. 

Under the test data directory, 
subdirectory V_11, ingest the SC 
granule, together with its QA, PH and 
Browse.<br /><br />This SC granule 
is a replacement granule for a SC 
granule in G5.<br /><br />Verify that 
the new PH, QA and Browse and their 
file are in public data pool.<br /><br 
/>Note the new SC, PH, QA, Browse 
granule Ids in both data pool and 
AIM.<br /><br />We refer this set as 
G5New. 

 

55 <i>327 V-11.1</i>  #comment 
56 Verify that the symbolic links for the new PH, QA, and Browse granules are 

present, point to the files of their replacement granules, and have the correct 
names. 

Verify the correctness of the symbolic 
links among granules in G5New. 
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# Action Expected Result Notes 
57 <i>327 V-11.2</i>  #comment 
58 Verify that the previous versions of the ingested AMSR granules and their 

PH and QA granules were unpublished and reside in the hidden Data Pool. 
Verify that SC granule in G5, which 
was being replaced, together with its 
PH, QA are unpublished and in the 
hidden data pool by running stored 
proc ProcGetGrFiles 

 

59 <i>327 V-11.3</i>  #comment 
60 Verify that each previous version of the ingest Browse granules was removed 

from the Data Pool. 
Verify that the browse granule, which 
was being replaced, in G5 is removed 
from data pool by running<br /><br 
/>SELECT *<br />from 
AmBrowse<br />WHERE browseId 
&lt;recorded BrowseId&gt; 

 

61 <i>327 V-11.5</i>  #comment 
62 Verify that the AIM inventory contains the cross references between each 

new science granule and the corresponding new QA and PH Browse 
granules. 

Verify that the SC and its associates in 
G5New appear in 
AmBrowseGranuleXref, 
AmQaGranuleXref for Browse and 
QA cross references, and in 
AmGranule and AmGranule for PH 
cross reference. 

 

63 <i>327 V-11.6</i>  #comment 
64 Verify that the AIM inventory replaced the cross references between all of 

the science granules in each set G5 with cross references to their 
corresponding newly ingested Browse. 

Verify that the cross references 
between all the SC granules in G5 
with the old browse are replaced by 
the cross references with the new 
browse in G5New, in table 
AmBrowseGranuleXref. 

 

65 <i>327 V-11.7</i>  #comment 
66 Verify that the AIM Inventory Catalog still contains the cross references 

between the original G5 AMSR science granule that was replaced and the 
original G5 QA, PH, and Browse granules that were replaced. 

Verify that the SC granule, which was 
replaced, in G5 still has cross 
reference with the replaced QA, PH 
and browse<br /><br 
/>&quot;old&quot; means old QA, PH 
and browse, not only old browse, 
right? 

 

67 <i>327 V-12</i>  #comment 
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# Action Expected Result Notes 
68 Ingest a replacement granule for one of the AMSR granule in each granule set 

G6 together with its QA, PH, and Browse. Verify that the new PH, QA, and 
Browse granules and their files are in the public Data Pool. 

Under the test data directory, 
subdirectory V_12, ingest the SC 
granule, together with its QA, PH and 
Browse.<br /><br />This SC granule 
is a replacement granule for a SC 
granule in G6.<br /><br />Verify that 
the new PH, QA and Browse and their 
science files are in public data 
pool.<br /><br />Note the new SC, 
PH, QA, Browse granule Ids in both 
data pool and AIM.<br /><br />We 
refer this set as G6New. 

 

69 <i>327 V-12.1</i>  #comment 
70 Verify that the symbolic links for the new PH, QA, and Browse granules are 

present, point to the files of their replacement granules, and have the correct 
names. 

Verify the correctness of the symbolic 
links among granules in G6New. 

 

71 <i>327 V-12.2</i>  #comment 
72 Verify that the previous versions of the AMSR granules are unpublished, but 

that the previous versions of the QA and PH granules remain public. 
Verify that SC granule in G6, which 
was being replaced, is unpublished 
and in the hidden data pool, but its QA 
and PH remain public, by running 
stored proc ProcGetGrFiles.<br /><br 
/>Verify their symbolic links are 
removed. 

 

73 <i>327 V-12.3</i>  #comment 
74 Verify that each previous version of the ingest Browse granules was removed 

from the Data Pool. 
Verify that the browse granule, which 
was being replaced, in G6 is removed 
from data pool by running<br /><br 
/>SELECT *<br />FROM 
AmBrowseAmCollectionAmBrowseA
mBrowse<br />WHERE browseId = 
&lt;browseId&gt; 

 

75 <i>327 V-12.4</i>  #comment 
76 Verify that the Data Pool inventory contains cross references between the 

original G6 AMSR granules (except the one that was replaced) and the new 
G6 replacement Browse.. 

Verify that the SC ganules in G6 and 
Browse in G6New appear in 
AmBrowseGranuleXref. 

 

77 <i>327 V-12.5</i>  #comment 
78 Verify that the AIM inventory contains the cross references between each Verify that the SC and its associates in  
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# Action Expected Result Notes 
new science granule and the corresponding new QA and PH Browse 
granules. 

G6New appear in 
AmBrowseGranuleXref, 
AmQaGranuleXref for Browse and 
QA cross references for PH cross 
reference. AmPhGranuleXref. 

79 <i>327 V-12.7</i>  #comment 
80 Verify that the AIM inventory still contains the cross references between the 

replaced science granules and their corresponding QA, PH and old Browse 
granules. 

Verify that the SC granule, which was 
replaced, in G6 still has cross 
reference with the replaced QA, PH 
and browse<br /><br 
/>&quot;old&quot; means old QA, PH 
and browse, not only old browse, 
right? 

 

81 <i>327 V-14</i>  #comment 
82 Ingest a replacement granule for each of the Browse granules used by the 

science granules in granule set G7. Verify that the new Browse granules and 
their files are in the public Data Pool. 

Under the test data directory, 
subdirectory V_14, ingest the Browse 
granule, which is a replacement 
granule for the browse granule in 
G7.<br /><br />Verify that the new 
Browse granule is in public data 
pool.<br /><br />Note the new 
Browse granule Id in both data pool 
and AIM.<br /><br />We refer this set 
as G7NewBrowse. 

 

83 <i>327 V-14.1</i>  #comment 
84 Verify that the symbolic links for the new Browse granules are present, point 

to the correct files of the replacement Browse, and have the correct names. 
Verify that the symbolic link for the 
new browse is present in the directory 
of the SC granule in G7 and points to 
the correct file with the correct name. 

 

85 <i>327 V-14.2</i>  #comment 
86 Verify that the previous version of each Browse granules was removed from 

the Data Pool. 
Verify that the browse granule being 
replaced in G7 is removed from data 
pool by running<br /><br />SELECT 
*<br />FROM AmCollection<br 
/>WHERE browseId &lt;recorded 
BrowseId&gt; 

 

87 <i>327 V-14.4</i>  #comment 
88 Verify that the AIM inventory contains the cross references between the each Verify that the SC granules in G7 and  



 

725 
 

# Action Expected Result Notes 
of the science granules in G7 and the new G7 replacement Browse granule 
and no cross-references between these science granules and the original G7 
Browse granule. 

the new browse in G7NewBrowse 
appear in AmBrowseGranuleXref.<br 
/><br />And the SC granules in G7 
have no cross reference in the table 
with the old browse being replaced in 
G7. 

89 <i>327 V-15</i>  #comment 
90 Ingest a replacement granule for each of the Browse granules used by the 

science granules in granule set G8. Verify that the new Browse granules and 
their files are in the public Data Pool. 

Under the test data directory, 
subdirectory V_15, ingest the Browse 
granule, which is a replacement 
granule for the browse granule in 
G8.<br /><br />Verify that the new 
Browse granule is in public data 
pool.<br /><br />Note the new 
Browse granule Id in both data pool 
and AIM.<br /><br />We refer this set 
as G7NewBrowse. 

 

91 <i>327 V-15.1</i>  #comment 
92 Verify that the symbolic links for the new Browse granules are present, point 

to the correct files of the replacement Browse, and have the correct names. 
Verify that the symbolic link for the 
new browse is present in the directory 
of the SC granule in G7 and points to 
the correct file with the correct name. 

 

93 <i>327 V-15.2</i>  #comment 
94 Verify that the previous version of each Browse granules was removed from 

the Data Pool. 
Verify that the browse granule being 
replaced in G7 is removed from data 
pool by running<br /><br />SELECT 
*<br />FROM AmBrowse<br 
/>WHERE browseId &lt;recorded 
BrowseId&gt; 

 

95 <i>327 V-15.4</i>  #comment 
96 Verify that the AIM inventory contains the cross references between the 

science granules and their new Browse granules and no cross-references 
between these science granules and their old Browse granules. 

Verify that the SC granules in G7 and 
the new browse in G7NewBrowse 
appear in AmBrowseGranuleXref.<br 
/><br />And the SC granules in G7 
have no cross references in the table 
with the old browse being replaced in 
G7. 

 

97 <i>327 V-16</i>  #comment 
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# Action Expected Result Notes 
98 Ingest the granule that was originally omitted from the granule set G9, 

together with is QA, PH and a new Browse (with linkage to all G9 science 
granules). Verify that the added science QA, and PH granules, and the new 
Replacement G9 Browse are in the public Data Pool. 

Ingest the SC granule in G9 that was 
omitted in step S-4, together with its 
QA, PH and a NEW browse (we 
ingest the same browse here as the one 
ingested before with other SC granules 
in G9 at step S-4, so this browse is the 
replacement for the old browse).<br 
/><br />Verify that all the newly 
ingested SC, PH, QA and browse are 
in public datapool. 

 

99 <i>327 V-16.1</i>  #comment 
100 Verify that the symbolic links for the new PH, QA, and Browse granules are 

present, point to the files of their replacement granules, and have the correct 
names. 

Verify that the symbolic links for the 
new PH, QA and browse are present in 
the directory of the SC granule(s) in 
G9 and points to the correct file with 
the correct name.<br /><br />Browse's 
link should appear in all the SC 
granules' directories in G9. 

 

101 <i>327 V-16.2</i>  #comment 
102 Verify that each previous version of the ingest Browse granules was removed 

from the Data Pool. 
Verify that the browse granule being 
replaced in G9 is removed from data 
pool by running<br /><br />SELECT 
*<br />FROM AmBrowse<br 
/>WHERE browseId &lt;recorded 
BrowseId&gt; 

 

103 <i>327 V-16.3</i>  #comment 
104 Verify that the Data Pool inventory contains a Browse cross reference 

between all of the science granules in each set G9 and their Browse. TBD 
shouldn't the science now point to the new browse 

Verify that the SC granules in G9 and 
the new Browse appear in 
AmGranuleBrowseXref. 

 

105 <i>327 V-16.4</i>  #comment 
106 Verify that the AIM inventory contains the cross references between each 

new science granule and the corresponding new QA and PH granules. 
Verify that the new SC granule and 
the new PH and QA have cross 
references in AmQaGranuleXref and 
in AmGranule and 
AmProcessingHistoryAmPhGranuleX
refAmPhGranuleXref tables. 

 

107 <i>327 V-16.5</i>  #comment 
108 Verify that the AIM inventory replaced the cross references between all of Verify that all the SC granules in G9  
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# Action Expected Result Notes 
the science granules in each set G9 with cross references to their newly 
ingested Browse. 

have cross references with the newly 
ingested Browse (instead of the old 
browse) in AmBrowseGranuleXref. 

109 <i>327 V-17.2</i>  #comment 
110 Verify the original G9 Browse was removed from the Data Pool. Verify that the browse granule being 

replaced in G10 is removed from data 
pool by running<br /><br />SELECT 
*<br />FROM AmBrowse<br 
/>WHERE browseId = 

 

111 <i>327 V-17.3</i>  #comment 
112 Verify that the Data Pool inventory contains a Browse cross reference 

between all of the science granules in each set G10 and their Browse. 
Verify that the SC granules in G10 
and the new Browse appear in 
AmGranuleBrowseXref. 

 

113 <i>327 V-17.4</i>  #comment 
114 Ingest the missing G10 AMSR science granule along with it's associated QA 

and PH granules; followed by a G10 replacement Browse granule (with 
linkage to all G10 science granules). 

Verify that the new SC granule and 
the new PH and QA have cross 
references in AmQaGranuleXref and 
in AmGranule and 
AmProcessingHistory tables. 

 

115 <i>327 V-17.5</i>  #comment 
116 Verify that the AIM inventory contains cross references between tthe new 

science granule and the corresponding new QA and PH granules. 
Verify that all the SC granules have 
cross references with the newly 
ingested Browse (instead of the old 
browse) in AmBrowseGranuleXref. 

 

117 <i>327 V-17.6</i>  #comment 
118 Verify that the AIM Inventory Catalog contains cross references between all 

of the science granules in G10 and the newly ingested G10 replacement 
Browse. 

Verify that the AIM Inventory Catalog 
contains cross references between all 
of the science granules in G10 and the 
newly ingested G10 replacement 
Browse. 

 

119 <i>327 V-18</i>  #comment 
120 Ensure that the inventory changes in the verification steps (but not the ingest 

operation in the setup steps) are performed in a single automatic BMGT 
export cycle. Cause that export to occur and verify that it includes the URLs 
for the replacement AMSR granules, including their PH and QA and Browse 
URLs; includes the URL deletions for all the replaced AMSR science 
granules; and that the QA and PH and Browse URLs are correct and are 

Ensure that all the ingest activities in 
the previous verification steps are 
performed in a single automatic 
cycle.<br /><br />(If not, change the 
insert time to fake it.)<br /><br />Run 
automatic export, if the cycle in which 
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# Action Expected Result Notes 
labeled in accordance with S-BGT-31940. our operations fall within has been 

created.<br /><br />When the cycle 
hour is over, BMGT export should 
happen automatically.<br /><br 
/>Verify that the export package 
includes the URLs for the new 
replacement SC, PH, QA and Browse 
granules in the previous verification 
steps.<br /><br />Verify the export 
package includes the URL deletions 
for all the replaced SC granules.<br 
/><br />Verify that the QA, PH and 
Browse are correct. 

121 <i>327 V-19</i>  #comment 
122 Perform an inventory validation and verify that it does not report invalid 

links, orphans, or phantoms associated with any of the science, QA, and PH 
granules used for this test.). 

Perform orphans, phantoms checks on 
the following collections<br /><br 
/>AE_DySno.002<br 
/>AE_Land.002<br />Browse.001<br 
/>PH.001<br />QA.001<br /><br 
/>Find the collection group(s) of the 
above collections.<br /><br />specify 
MAX_ORPHAN_AGE=0 in the 
EcDlCleanupFilesOnDisk.CFG<br 
/><br />Run 
EcDlCleanupFilesOnDisk.pl 
&lt;mode&gt; -
collgroup&lt;g1,g2&gt;<br /><br 
/>Perform the invalid link 
checking:<br /><br />Run 
EcDlLinkCheck.ksh and pass in the 
directory where the SC granule 
resides.<br /><br />Check the hidden 
directory to verify sure no broken 
links are reported.<br /><br />Verify 
that no invalid links, orphan, 
phantoms are reported. 
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TEST DATA: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

327 
09-
0324 

327_1_1 

AE_DySno.002 
 
Browse.001 
 
PH.001 
 
QA.001 

  

1+1 granules 
 
1+1 browse 
 
1+1 ph 
 
1+1 qa 

  /sotestdata/DROP_801/DP_81_01/Criteria/327/1_1   

327 
09-
0324 

327_1_2 

AE_DySno.002  
 
Browse.001  
 
PH.001  
 
QA.001 

  

1+1 granules  
 
1+1 browse  
 
1+1 ph  
 
1+1 qa 

  /sotestdata/DROP_801/DP_81_01/Criteria/327/1_2   

327 
09-
0324 

327_2 
AE_Land.002  
 
Browse.001  

  
15+14 
granules  
 

  /sotestdata/DROP_801/DP_81_01/Criteria/327/2   
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Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

 
PH.001  
 
QA.001 

1+1 browse (1 
to many 
linkage)  
 
15+14 ph  
 
15+14 qa 

327 
09-
0324 

327_3 

AE_Land.002  
 
Browse.001  
 
PH.001  
 
QA.001 

  

15+14 
granules  
 
1+1 browse (1 
to many 
linkage)  
 
15+14 ph  
 
15+14 qa 

  /sotestdata/DROP_801/DP_81_01/Criteria/327/3   

327 
09-
0324 

327_4 

AE_Land.002  
 
Browse.001  
 
PH.001  
 
QA.001 

  

14+13 
granules  
 
1+1 browse (1 
to many 
linkage)  
 
14+13 ph  
 
14+13 qa 

  /sotestdata/DROP_801/DP_81_01/Criteria/327/4   

327 
09-
0324 

327_V_2 

AE_DySno.002  
 
Browse.001  
 
PH.001  
 
QA.001 

  

1 granule  
 
1 browse  
 
1 ph  
 
1 qa 

  /sotestdata/DROP_801/DP_81_01/Criteria/327/V_02   
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Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

327 
09-
0324 

327_V_5 

AE_DySno.002  
 
Browse.001  
 
PH.001  
 
QA.001 

  

1 granule  
 
1 browse  
 
1 ph  
 
1 qa 

  /sotestdata/DROP_801/DP_81_01/Criteria/327/V_05   

327 
09-
0324 

327_V_9 Browse.001   
1 browse 
(linkage) 

  /sotestdata/DROP_801/DP_81_01/Criteria/327/V_09   

327 
09-
0324 

327_V_10 Browse.001   
1 browse 
(linkage) 

  /sotestdata/DROP_801/DP_81_01/Criteria/327/V_10   

327 
09-
0324 

327_V_11 

AE_Land.002  
 
Browse.001  
 
PH.001  
 
QA.001 

  

1 granule  
 
1 browse (1 to 
many linkage)  
 
1 ph  
 
1 qa 

  /sotestdata/DROP_801/DP_81_01/Criteria/327/V_11   

327 
09-
0324 

327_V_12 

AE_Land.002  
 
Browse.001  
 
PH.001  
 
QA.001 

  

1 granule  
 
1 browse (1 to 
many linkage)  
 
1 ph  
 
1 qa 

  /sotestdata/DROP_801/DP_81_01/Criteria/327/V_12   

327 
09-
0324 

327_V_14 Browse.001   
1 browse (1 to 
many linkage) 

  /sotestdata/DROP_801/DP_81_01/Criteria/327/V_14   

327 
09-
0324 

327_V_15 Browse.001   
1 browse (1 to 
many linkage) 

  /sotestdata/DROP_801/DP_81_01/Criteria/327/V_15   

327 09- 327_V_16 AE_Land.002    1 granule    /sotestdata/DROP_801/DP_81_01/Criteria/327/V_16   
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Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

0324  
Browse.001  
 
PH.001  
 
QA.001 

 
1 browse (1 to 
many linkage)  
 
1 ph  
 
1 qa 

327 
09-
0324 

327_V_17 

AE_Land.002  
 
Browse.001  
 
PH.001  
 
QA.001 

  

1 granule  
 
1 browse (1 to 
many linkage)  
 
1 ph  
 
1 qa 

  /sotestdata/DROP_801/DP_81_01/Criteria/327/V_17   

 
EXPECTED RESULTS: 
 

245 INGEST QA (ECS-ECSTC-2656) 

DESCRIPTION: 
 
PRECONDITIONS: 
System is transitioned to 8.1 
 
STEPS:   
# Action Expected Result Notes 
1 <i>330 S-1</i>  #comment 
2 <i>Document Reference: Sec 4.1.3 of CUT_DS_7E_01_DPL_Ingest and Sec 

4.6.1.19 of 609-EMD-100</i> 
 #comment 

3 [Ingest QA]<br />[Regression test Criterion 190 in ticket DS_7E_01 to verify 
successful QA Ingest]<br /><br />With the Data Pool Ingest service turned 
on, submit two PDRs, the first for ingest of a science granule, and the second 

In the DPL Ingest GUI, Configuration, 
Data Types, verify the science ESDT 
is configured to be 'public'.<br /><br 
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# Action Expected Result Notes 
for ingest of (an) associated QA granule(s), where the science collection is 
configured for public Data Pool insert. The PDRs should be submitted far 
enough apart in time such that the science granule is archived and queued for 
insertion into the public Data Pool before the QA PDR is submitted.<br 
/>Wait for both ingest requests to reach a terminal state. 

/>Submit the PDR for the science 
granule.<br /><br />After the science 
granule is successful ingested, submit 
the PDR for the QA granule. 

4 <i>330 V-1</i>  #comment 
5 <i>Document Reference: Fig 4.6.1-16 of 609-EMD-100</i>  #comment 
6 Verify that both ingest requests are in the SUCCESSFUL state. In the DPL Ingest GUI, verify that 

both granules are successful. 
 

7 <i>330 V-2</i>  #comment 
8 Verify that both the science granule and the associated QA granule are 

successfully stored in the correct archive file location(s), corresponding to the 
open volume groups for the science ESDT and the QA ESDT respectively. 

Run script 
/home/cmshared/GetTodaysAimGranu
les.ksh to get the GranuleIds of the 
science and QA granules. Note: the 
GranuleId is included in the archived 
filename.<br />Run script 
GetOpenVolumeGroup.ksh for the 
mode and 
&quot;ShortNameShortName.Version
Id&quot;.<br />Go to the indicated 
archive location and verify the science 
granule is present.<br />Run script 
/home/cmshared/GetOpenVolumeGro
up.ksh for the mode and 
&quot;QA.001&quot;.<br />Go to the 
indicated archive location and verify 
the QA granule is present. 

 

9 <i>330 V-3</i>  #comment 
10 Verify that the NDPIU stores metadata for both the science granule and the 

QA granule in the Inventory database, and that this metadata is complete and 
correct. 

Run script 
/home/cmshared/GetAimMetadata.ksh 
for the GranuleId of both the science 
and QA granules.<br />Verify against 
the input '.met' file that this data is 
correct. 

 

11 <i>330 V-4</i>  #comment 
12 Verify that the NDPIU stores complete and correct linkage information in the 

Inventory database, linking the science granule to the QA granule. 
Run script GetAimScienceBrowse.ksh 
for the mode and GranuleId of the 
science granule.<br />Verify that the 
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# Action Expected Result Notes 
result shows a linkage to the 
GranuleId of the QA granule. 

13 <i>330 V-5</i>  #comment 
14 Verify that the DPL Ingest Service stores complete and correct QA linkage 

information in the science granule XML metadata file, including the UR of 
the QA granule. 

Locate the xml file in the small file 
archive.<br />grep QaGranuleId 
[science xml file] to verify that the 
xml contains QA linkage 
information.<br />'vi' the xml file to 
verify the UR of the QA granule. 

 

15 <i>330 V-6</i>  #comment 
16 [Regression] Verify that the QA granule has been assigned a unique granule 

id, and that this id is recorded in the AIM inventory database. 
From the result of step V-3, verify that 
the GranuleId of the QA granule is 
unique.<br />Select * from 
AmGranule<br />Where GranuleId in 
(GranuleId)<br />Make sure there is 
one row returned. 

 

17 <i>330 V-7</i>  #comment 
18 [Regression; NCR 8044275] Verify that the science granule is stored 

correctly in the public Data Pool, and that the xml file for the science granule 
in the public Data Pool contains the QA linkage information. 

Run query exec ProcGetGrFiles 
&quot;ShortName&quot;, 
GranuleId<br />absfilepath filetype 
filesize<br />    ---------------------------
----------------------------------------------
----------------------------------------------
----------------------------------------------
----------------------------------------------
-------------------------------------------- --
------ ------------<br 
/>/datapool/DEV04/user/FS1/AMSA/
AE_RnGd.001/2007.05.01/AMSR_E_
L3_RainGrid_B05_200705.hdf 
SCIENCE 89140<br 
/>/datapool/DEV04/user/FS1/AMSA/
AE_RnGd.001/2007.05.01/AMSR_E_
L3_RainGrid_B05_200705.hdf.xml<b
r />Do a ls and verify the xml file is in 
the public directory.<br />Verify that 
the granule and xml are in the public 
DataPool path indicated.<br />'grep' 
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# Action Expected Result Notes 
the xml file for 'QaGranuleId' and 
verify the GranuleId of the QA 
granule is returned. 

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit 
ccr no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

330 
07-
0369 

AE_RnGd.001 
 
QA.001 

public   

1 granule/1 PDR  
 
1 QA+1 .met+1 
linkage/1 PDR 

None 
/sotestdata/DROP_721/ 
DS_7E_0/ Criteria/0190 

190 

 
EXPECTED RESULTS: 
 

246 CHECKSUM DURING DPL INGEST OF BROWSE, QA, PH, DAP (ECS-ECSTC-2657) 

DESCRIPTION: 
 
PRECONDITIONS: 
System is transitioned to 8.1 
 
STEPS:   
# Action Expected Result Notes 
1 <i>335 S-1</i>  #comment 
2 [Checksum during DPL Ingest of Browse, QA, PH, DAP]<br /><br 

/>Configure a data provider whose granules are public in the Data Pool to 
checksum 100% of the files ingested. Ingest one of each ancillary type 
(Browse, QA, PH, DAP). 

1. Launch DPL INGEST GUI.<br />2. 
From DPL Ingest GUI, navigate to 
Configuration / Providers, and click 
&quot;Add Provider&quot;.<br />3. 
Set the following parameter: % Files 
to Checksum = 100. ProviderType = 
&quot;Polling with DR&quot;. 
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# Action Expected Result Notes 
TransferType = 
&quot;LOCAL&quot;.<br />4. Set 
other provider configuration 
parameter<br />5. Apply the 
changes.<br />6. Add a polling 
location<br />7. From the DPL Ingest 
GUI, navigate to Configuration/ Data 
Types<br />8. Configure 
Browse.001,QA.001,PH.001, and 
DAP.001 for DataPool Ingest ( DO 
NOT CONFIGURE THESE TYPES 
AS PUBLIC)<br />9. Copy the PDR 
files from 
/sotestdata/DROP_722/CK_7F_01/Cri
teria/010 into the provider's polling 
location. 

3 <i>335 V-1</i>  #comment 
4 Verify the Ingest GUI allows for configuration of a default checksum 

algorithm of cksum or md5sum. 
1. From the DPL Ingest GUI, navigate 
to Configuration/ ECS Services<br 
/>2. Verify that CKSUM, ECS, and 
MD5 are the available algorithms, one 
of which can be configured as the 
default algorithm using the 
&quot;default&quot; button on the 
right.<br />3. Select the CKSUM 
algorithm. 

 

5 <i>335 V-2</i>  #comment 
6 Verify the checksum value of each ancillary file is stored in the Ingest 

database along with the last verification time and a checksum origin of 
&quot;DPLIngest&quot;. 

1. Run the following SQL: select 
a.Checksum , b.ChecksumOrigin, 
,aChecksumVerified from 
EcInDb_&lt;MODE&gt;..AmDataFile 
a, 
EcInDb_&lt;MODE&gt;..DsMdCheck
sumOrigins b where 
a.ChecksumOriginID = 
b.ChecksumOriginID and 
a.userDataFile in 
(&quot;&lt;file1&gt;&quot;,&quot;&l
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# Action Expected Result Notes 
t;file2&gt;&quot;...&quot;,&quot;&lt;
filen&gt;&quot;)<br />2. Verify that 
the query returns 3 values per ancillary 
file ingested, of which the checksum 
origin is always 
&quot;DPLIngest&quot; 

7 <i>335 V-3</i>  #comment 
8 Verify that the default configured checksum algorithm was used to calculate 

the checksum. 
1. Run cksum on the files<br />2. Run 
the following SQL: select 
a.ChecksumTypeID,b.ChecksumType 
from 
EcInDb_&lt;MODE&gt;..AmDataFile 
a 
,EcInDb_&lt;MODE&gt;..DsMdChec
ksumTypes b where 
a.ChecksumTypeID 
=b.ChecksumTypeID and 
a.userDataFile in 
(&quot;&lt;file1.hdf&quot;,&quot;file
2.hdf&quot;...&quot;filen.hdf&quot;)
<br />3. Verify that the query returns 
the same checksum values as in step 1. 

 

9 <i>335 V-4</i>  #comment 
10 Verify that one of the configured ecs services host was used to perform the 

checksum verification and that this was not the same ecs service host used for 
the file transfer. 

1. View the DPL Ingest logs 
/usr/ecs/&lt;MODE&gt;/CUSTOM/lo
gs/EcDlInProcessingDebug.log<br 
/>2. Verify that one of the configured 
host (e.g x4hel01) was used to 
perform checksum verification on the 
granules files ingested in CRIT 335 S-
1-9 above.<br />    a) Search for the 
occurrence of the word 'checksum' in 
which the granules in S-1-9 and the 
RequestId in the DPL GUI are 
mentioned.<br />    b) Make a note of 
the associated host.<br />        1. 
Verify that a different host was used 
for the transfer of the same granule 
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# Action Expected Result Notes 
files.<br />    a) Search for the 
occurrence of the word 'transfer' in 
which the science granules in s-1-9 
and the RequestId in the DPL GUI are 
mentioned<br />    b) Make a note of 
the host ensuring that it is different 
from the checksum host. 

11 <i>335 V-5</i>  #comment 
12 Verify that the database tables in both the DataPool and the AIM database are 

populated with the appropriate checksum information for every data file. 
1. The checksum and checksum origin 
stored in the DPL tables can be 
obtained by the SQL: select 
a.origChksum , a.uncompChksum 
from 
EcInDb_&lt;mode&gt;..AmDataFile 
where fileName in 
(&quot;&lt;file1&gt;&quot;,&quot;&l
t;file2&gt;&quot;...&quot;&lt;filen&g
t;&quot;)<br />2. In the AIM tables, 
select a.Checksum, 
a.ChecksumOriginID from 
EcInDb_&lt;MODE&gt;..AmDataFile 
a, 
EcInDb_&lt;MODE&gt;..DsMdCheck
sumTypes b where 
a.ChecksumTypeID 
=b.ChecksumTypeID and 
a.userDataFile in 
(&quot;&lt;file1&gt;&quot;,&quot;&l
t;file2.&gt;&quot;...&quot;&lt;filen&g
t;&quot;)<br />3. For all data files, 
both queries should return similar 
results. 

 

13 <i>335 S-1</i>  #comment 
14 Verify that the checksum information is included in the xml file of every 

ancillary file and stored in both the Data Pool Database (for non-browse 
ancillary files) and the AIM Database. 

1. Cd to: 
/datapool/&lt;MODE&gt;/user/&lt;Fil
eSystem&gt;/&lt;groupId&gt;/&lt;Sho
rtName&gt;.&lt;VersionID&gt;/&lt;B
eginningDate&gt;/<br />2. grep -i 
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# Action Expected Result Notes 
checksum 
&lt;ancillaryFile&gt;.xml<br />3. the 
grep command returns the following 
tags: 
&lt;ChecksumType&gt;CKSUM&lt;/
ChecksumType&gt; 
&lt;Checksum&gt;348217459&lt;/Ch
ecksum&gt; 
&lt;ChecksumOrigin&gt;DPLINGES
T&lt;/ChecksumOrigin&gt;<br />4. 
Verify that the values of the tags 
above match the results of the SQL: 
select a.origChksum , a.compChksum 
from 
EcInDb_&lt;mode&gt;..AmDataFile 
where fileName in 
(&quot;&lt;file1.hdf&quot;,&quot;file
2.hdf&quot;...&quot;filen.hdf&quot;) 

15 <i>335 V-1</i>  #comment 
16 Verify that the start and completion of checksum verification, and all 

checksum verification information in S-DPL-490900, is included in the Data 
Pool Ingest Service application log. 

1. View the: 
/usr/ecs/&lt;MODE&gt;/CUSTOM/lo
gs/EcDlProcessingService.ALOG log 
file.<br />2. For every ancillary file, 
verify that the following information 
is included in the 
EcDlProcessingService.ALOG file: 
Granule ID; ESDT ShortName and 
Version ID; Granule insert time; 
Complete file name and path; 
Checksum type; Computed checksum; 
Checksum value in database; Last 
time checksum was verified; 
Checksum status (Success or Failure) 
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TEST DATA: 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data Description 
Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

335 
08-
0412 

AE_Land.002, 
Browse.001, 
QA.001,PH.001,DAP.001 

None None 1 of each None 
/sotestdata/ 
DROP_722/CK_7F_01/Criteria/010 

  

 
EXPECTED RESULTS: 
 

247 INGEST PH (ECS-ECSTC-2658) 

DESCRIPTION: 
 
PRECONDITIONS: 
System is transitioned to 8.1 
 
STEPS:   
# Action Expected Result Notes 
1 <i>340 S-1</i>  #comment 
2 <i>Document Reference: Sec 4.1.3 of CUT_DS_7E_01_DPL_Ingest and Sec 

4.6.1.19 of 609-EMD-100</i> 
 #comment 

3 [Ingest PH]<br /><br />With the Data Pool Ingest service turned on, submit 
two PDRs, the first for ingest of a science granule, and the second for ingest 
of (an) associated PH granule(s), where the science collection is configured 
for public Data Pool insert. The PDRs should be submitted far enough apart 
in time such that the science granule is archived and queued for insertion into 
the public Data Pool before the PH PDR is submitted.<br />Wait for both 
ingest requests to reach a terminal state. 

In the DPL Ingest GUI, Configuration, 
Data Types, verify the science ESDT 
is configured to be 'public'.<br />If 
changes made in Ingest, 'bounce' 
Processing.<br />Submit the PDR for 
the science granule.<br />After the 
science granule is successful, submit 
the PDR for the PH granule. 

 

4 <i>340 v-1</i>  #comment 
5 Verify the files for the PH granule are present in the &quot;hidden &quot; 

directory of the Data Pool and that the file information related to the online 
location is recorded in the AIM Inverntory Catalog 

Run script 
GetTodaysAimGranules.ksh to get the 
GranlueIds of the PH granules. Note: 
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# Action Expected Result Notes 
the GranuleId is included in the 
archived filename. 

6 <i>340 V-1</i>  #comment 
7 <i>Document Reference: Fig 4.6.1-16 of 609-EMD-100</i>  #comment 
8 Verify that both ingest requests are in the SUCCESSFUL state. In the DPL Ingest GUI, verify that 

both granules are successful. 
 

9 <i>340 V-2</i>  #comment 
10 Verify that both the science granule and the associated PH granule are 

successfully stored in the correct archive file location(s), corresponding to the 
open volume groups for the science ESDT and the PH ESDT respectively. 

Run script 
GetTodaysAimGranules.ksh to get the 
GranuleIds of the science and PH 
granules. Note: the GranuleId is 
included in the archived filename.<br 
/>Run script 
GetOpenVolumeGroup.ksh for the 
mode and 
&quot;ShortName.VersionId&quot;.<
br />Go to the indicated archive 
location and verify the science granule 
is present.<br />Run script 
GetOpenVolumeGroup.ksh for the 
mode and &quot;PH.001&quot;.<br 
/>Go to the indicated archive location 
and verify the PH granule is present. 

 

11 <i>340 V-3</i>  #comment 
12 Verify that the NDPIU stores metadata for both the science granule and the 

PH granule in the Inventory database, and that this metadata is complete and 
correct. 

Run script GetAimMetadata.ksh for 
the GranuleId of both the science and 
PH granules.<br />Verify against the 
input '.met' file that this data is correct. 

 

13 <i>340 V-4</i>  #comment 
14 Verify that the NDPIU stores complete and correct linkage information in the 

Inventory database, linking the science granule to the PH granule. 
select g.ShortName, g.VersionId, 
convert(varchar(10), g.GranuleId) 
granuleId, g.IsOrderOnly 
'g.IsOrderOnly',<br 
/>convert(varchar(10), f.GranuleId) 
'f.GranuleId', convert(varchar(30), 
f.DirectoryPath) DirectoryPath,<br 
/>f.OnlineFileName<br />from 
AmGranule g, AmPhGranuleXref x, 
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# Action Expected Result Notes 
AmDataFile f<br />where g.GranuleId 
= x.ScienceId<br />and x.PhId = 
f.GranuleId<br />and g.IsOrderOnly = 
null<br />and g.GranuleId = 
329676329676 

15 <i>340 V-5</i>  #comment 
16 Verify that the DPL Ingest Service stores complete and correct PH linkage 

information in the science granule XML metadata file, including the UR of 
the PH granule. 

Locate the xml file in the small file 
archive. For example, 
/stornext/smallfiles/DEV04/metadata/
AE_RnGd.001/2007.03/AE_RnGd.00
1.329676.xml<br />grep PhGranuleId 
[xml file] to verify that the xml 
contains PH linkage information.<br 
/>'vi' the xml file to verify the UR of 
the PH granule. 

 

17 <i>340 V-6</i>  #comment 
18 [Regression] Verify that the PH granule has been assigned a unique granule 

id, and that this id is recorded in the AIM inventory database. 
select * from AmGranule<br />Where 
GranuleId = &lt;ph granuleid&gt; 

 

19 <i>340 V-7</i>  #comment 
20 [Regression; NCR 8044275] Verify that the science granule is stored 

correctly in the public Data Pool, and that the xml file for the science granule 
in the public Data Pool contains the PH linkage information. 

Run script GetDlFiles.ksh for the 
mode and GranuleId of the science 
granule.<br />Verify that the granule 
and xml are in the path indicated.<br 
/>'grep' the xml file for 'PhGranuleId' 
and verify the GranuleId of the PH 
granule is returned. 

 

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit 
ccr no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

340 
07-
0369 

AE_RnGd.001 
 

public   
1 granule/1 PDR  
 

None 
/sotestdata/DROP_721/ 
DS_7E_0/ Criteria/0180 

180 
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Crit 
id 

Crit 
ccr no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

PH.001 1 PH+1 linkage/1 
PDR 

 
EXPECTED RESULTS: 
 

248 INGEST DAP (ECS-ECSTC-2659) 

DESCRIPTION: 
 
PRECONDITIONS: 
System is transitioned to 8.1 
 
STEPS:   
# Action Expected Result Notes 
1 <i>350 S-1</i>  #comment 
2 [Ingest DAP]<br /><br />Submit a PDR for a DAP granule. Wait until the 

ingest request has reached a terminal state. 
Copy the PDR in the test requirement 
into the AMSR_SIPS polling directory 

 

3 <i>350 V-1</i>  #comment 
4 Verify that the ingest request is in a SUCCESSFUL state. From DPL Ingest GUI, 

Monitoring/Request Status, locate the 
RequestId and make sure the Status 
column is set to 
&quot;Successful&quot;. 

 

5 <i>350 V-2</i>  #comment 
6 Verify that the metadata for the DAP granule is stored in the AIM Inventory 

Catalog and that this metadata is complete and correct. 
select g.ShortName, g.VersionId, 
convert(varchar(12), g.GranuleId) 
'g.GranuleId', g.IsOrderOnly,<br 
/>d.DAPPGEName, 
d.DAPPGEVersion, 
d.DAPSWVersion<br />from 
AmGranule g, AmDapPGEGroup 
d<br />where g.GranuleId = 
d.GranuleId<br />and g.ShortName = 
&quot;DAP&quot;<br />and 
VersionId = 1<br />and 
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# Action Expected Result Notes 
RegistrationTime &gt; todaytoday 

7 <i>350 V-3</i>  #comment 
8 [Regression] Verify that the DAP granule is successfully stored in the correct 

archive file location(s), corresponding to the open volume group for the DAP 
ESDT. 

From DPL ingest GUI/VolumeGroup. 
Identify the volume group for the DAP 
data type. For example 
/stornext/snfs1/DEV02/DAP/<br />Cd 
to this directory and make sure the 
DAP data files stored there. 

 

9 <i>350 V-4</i>  #comment 
10 [Regression] Verify that the DAP granule has been assigned a unique granule 

id, and that this id is recorded in the AIM inventory database. 
Select ShortName, VersionId, 
GranuleId, RegistrationTime<br 
/>From AmGranule<br />Where 
ShortName = &quot;DAP&quot;<br 
/>And VersionId = 1<br />And 
RegistrationTime = &lt;today 
date&gt;<br />Make sure the DAP 
granule has been assigned a unique 
granuleId 

 

11 <i>350 V-5</i>  #comment 
12 Verify the files for the DAP granule are present in the &quot;hidden&quot; 

directory of the Data Pool and that the file information related to the online 
location is recorded in the Inventory Catalog. 

run the store procedure 
ProcGetGrFiles<br />exec 
ProcGetGrFiles &quot;DAP&quot;, 
GranuleId<br />use the ls unix 
command to make sure the DAP 
granule is present in the 
&quot;hidden&quot; directory of the 
Data Pool. 

 

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit 
ccr no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

350   DAP.001 DAP   1 DAP granule/   /sotestdata/DROP_801/   
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Crit 
id 

Crit 
ccr no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

1PDR DP_81_01/Criteria/350 

 
EXPECTED RESULTS: 
 

249 CROSS-DAAC INGEST (ECS-ECSTC-2660) 

DESCRIPTION: 
 
PRECONDITIONS: 
System is transitioned to 8.1 
 
STEPS:   
# Action Expected Result Notes 
1 <i>355 S-1</i>  #comment 
2 <i>Document Reference: DPL Ingest GUI 609-EMD-100<br />SSS GUI of 

609-EMD-100</i> 
 #comment 

3 [Cross-DAAC Ingest] Regression test Criterion 225 in Ticket 
DS_7E_01.Submit a request for XDAAC ingest of an AST_POSF granule, 
where the metadata file is in XML format. (Testing of production of the 
AST_POSF granule at the sending DAAC is not required.) All metadata for 
the granule(s) to be ingested must be valid for this test.<br />There must be 
an active subscription for insert events for this data type.<br />Wait for this 
PDR to be processed to a terminal state.<br />NOTE: AST_POSF is ingested 
at NSIDC via XDAAC Ingest from LPDAAC. 

In the Spatial Subscription Server add 
or update a subscription for an insert 
event of the test granule's ESDT. 
Include a valid email address.<br 
/>Submit the PDR to the DDIST 
provider 

 

4 <i>355 V-1 DELETED</i>  #comment 
5 <i>355 V-2</i>  #comment 
6 <i>Document Reference: DPL Ingest GUI 609-EMD-100</i>  #comment 
7 {Regression] Verify that all granules in the request reach a SUCCESSFUL 

state. 
From DPL Ingest GUI, Monitoring, 
Request Status, verify that the request 
and its granules become Successful. 

 

8 <i>355 V-3 DELETED</i>  #comment 
9 <i>355 V-4</i>  #comment 
10 <i>Document Reference: DPL Ingest GUI 609-EMD-100</i>  #comment 
11 Verify that the science files for the granule are stored in the correct primary Run GetTodaysGranules.ksh  
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# Action Expected Result Notes 
archive directory, corresponding to the open volume group for the ESDT. &lt;MODE&gt;<br />Note the test 

granule's EcsGranID (GranuleId).<br 
/>Run GetFileInfo.ksh 
&lt;MODE&gt; &lt;GranuleId&gt;<br 
/>Verify the science archive file exists 
in the correct directory. 

12 <i>355 V-5</i>  #comment 
13 Verify that the XML metadata file for the granule is stored in the correct 

directory in the xml archive, based upon the following metadata attributes for 
the granule: 1. ShortName 2. VersionID 3. the year and month of the time 
recorded for the RangeBeginningDate, or the CalendarDate, or the insertTime 
if RangeBeginningDate and CalendarDate are not available. 

From the output of 
GetFileInfo.ksh,verify the existence of 
the XML file in the small file 
archive.<br />Within the XML file, 
verify the ShortName, VersionID, and 
RangeBeginningDate match the path 
name components (e.g., for the path 
'.../AST_POSF.001/2005.12.13/': 
ShortName=AST_POSF; 
VersionID=1; 
RangeBeginningDate=2005-12-13) 

 

14 <i>355 V-5.5</i>  #comment 
15 [Regression] Verify that there is only one occurrence of the file storage 

metadata (Data File Container) in the XML metadata file which is stored in 
the xml archive. 

Within the XML file from step V5, 
verify that the tag 
&lt;DataFileContainer&gt; occurs 
exactly once. 

 

16 <i>355 V-6</i>  #comment 
17 Verify that the NDPIU records the XML directory path and file name in the 

Inventory database. 
Verified in step V5.  

18 <i>355 V-7</i>  #comment 
19 Verify that the Data Pool Ingest service uses the NDPIU to record the granule 

in the inventory database, and that this occurs after the data files and XML 
metadata file are copied to the configured locations. 

In the processing log, note the time 
when the test granule data file is 
copied (e.g., search for the regex 
&quot;Target.*:&lt;EcsID&gt;:&quot;
).<br />In the NDPIU log, note the 
time when the XML file in the small 
file archive is validated (e.g., search 
for the regex 
&quot;validate.*&lt;ESDT&gt;.&lt;Ec
sID&gt;.xml&quot;).<br />select 
ShortName, VersionId, GranuleId, 
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# Action Expected Result Notes 
convert(varchar(64), 
RegistrationTime, 16) 
RegistrationTime , 
convert(varchar(64), ArchiveTime, 
16) ArchiveTime<br />from 
AmGranule<br />where ShortName 
in(&quot;AST_POSF&quot;)<br 
/>and VersionId = 1<br />use the stat 
command to list the xml file in step V-
4<br />to make sure ArchiveTime and 
the time on the file<br />inserted. 

20 <i>355 V-8</i>  #comment 
21 Verify that the NDPIU populates the Inventory database with all granule 

metadata in requirement S-DSS-04260, and that the metadata values in the 
inventory database are correct and match what should have been extracted 
from the input granule. 

Verify that for each science file, the 
AIM db includes a value for:<br />o 
the unique Granule ID 
(AmGranule.GranuleId)<br />o the 
File Location for each of the granule's 
constituent files 
(DsStVolumeGroup.VolumeGroupPat
h, AmDataFile.internalFileName, 
DsMdXMLPath.path, 
AmMetadataFile.OnlineMetFileName
)<br />o the date and time of storage 
(AmGranule.ArchiveTime)<br />o all 
other metadata attributes from the 
input file that have an AIM db 
location<br />NDPIU log insert 
verification done in step V7<br />Run 
GetAimMetadata.ksh &lt;MODE&gt; 
&lt;EcsID&gt;<br />Verify the 
metadata from the Inventory database 
matches that of the source metadata 
file.<br />Run GetFileInfo.ksh 
&lt;MODE&gt; &lt;EcsID&gt;<br 
/>Verify the checksum type, origin, 
and value match that of the source 
metadata file. 

 

22 <i>355 V-9</i>  #comment 
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# Action Expected Result Notes 
23 <i>Document Reference: DPL Ingest GUI 609-EMD-100</i>  #comment 
24 [Regression] Verify that all granules in the request have been assigned a 

unique granule id, and that this id is recorded in the AIM inventory database. 
In the Inventory database, run the 
following query:<br />select count(*) 
from AmGranule where 
GranuleId=&lt;EcsID&gt;<br 
/>Verify the result is 1. 

 

25 <i>355 V-9.5</i>  #comment 
26 Verify that the name of the XML file in the XML metadata archive follows 

the naming convention in requirement temp-10033. 
Run GetFileInfo.ksh &lt;MODE&gt; 
&lt;EcsID&gt;<br />Verify the XML 
file name matches the following 
pattern: 
ShortName.VersionID.GranuleId.xml 
(where VersionID is zero padded to 3 
characters), e.g, 
AST_POSF.001.&lt;EcsID&gt;.xml 

 

27 <i>355 V-10</i>  #comment 
28 Verify that the Data Pool Ingest service queues an event in the spatial 

subscription server database for this granule insert. 
Run GetSubscriptionEvents.ksh 
&lt;MODE&gt; &lt;GranuleId&gt;<br 
/>Verify the time and ESDT match the 
test granule. 

 

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

355 
07-
0369 

AST_POSF 
granule with 
XDAAC created 
PDR 

AST_POSF.001 
Valid XML 
metadata 

1 granule (xml 
metadata)/ 1 PDR 

  
/sotestdata/DROP_801/DP_81_01/ 
Criteria/355 

  

 
EXPECTED RESULTS: 
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250 BAND EXTRACTION UTILITY (ECS-ECSTC-2661) 

DESCRIPTION: 
 
PRECONDITIONS: 
System is transitioned to 8.1 
 
STEPS:   
# Action Expected Result Notes 
1 <i>356 S-1</i>  #comment 
2 [Band Extraction Utility] Identify a collection with at least 5 granules that is 

configured for HEG subsetting, with no public granules, and containing no 
&quot;granule level&quot; band information. [NOTE: the Band Extraction 
Utility currently only supports band extaction for public granules. Thus in 
this test the granules may have to be published before running the utility 
(steps 2 &amp; 3 are reversed). NCR 8050033 was written to address this 
issue.] 

Set the Collection to non-public in the 
DPL ingest GUI. Ensure that the<br 
/>PublishByDefaultFlag = 
&quot;N&quot; ,<br />GlobalFlag = 
&quot;Y&quot;,<br 
/>converEnabledFlag 
=&quot;N&quot; for the 
MIL3DCFA.001 ESDT.<br />Ingest 
the PDRs in the test requirement.<br 
/>Get GranuleIds after ingest and 
create a file named granuleId 

 

3 <i>356 S-2</i>  #comment 
4 Prepare an input file specifying the ESDT and a full date range for the 

collection and use it with the EcDlBandSubsettingTransition.pl script to 
populate band information for each granule in the collection. 

SHORT_NAME=MIL3DCFA<br 
/>VERSION=001<br 
/>START_DATE=Mar 1 2000<br 
/>END_DATE=July 20 2011<br 
/>END_COLLECTION<br 
/>EcDlBandSubsettingTransitionStart 
&lt;MODE&gt; inputfile 

 

5 <i>356 S-3</i>  #comment 
6 Use the DPL publish utility to make all the granules public. EcDlPublishUtilityStart -ecs -file 

granuleId<br />Set converEnabledFlag 
=&quot;Y&quot;<br />Run 
EcDlPopolateStatTables .pl script to 
make sure that the granule is 
recognixed by web access. 

 

7 <i>356 V-1</i>  #comment 
8 Verify each granule now contains data in the band tables in the AIM Select ShortName, VersionId,  
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# Action Expected Result Notes 
Inventory Catalog. granuleId, IsOrderOnly, PublishTime, 

LastUpdate<br />from AmGranule<br 
/>where GranuleId = 
&lt;granuleid&gt;<br />make sure 
IsOrderOnly is null<br />select 
g.ShortName, g.VersionId, 
convert(varchar(12),g.granuleId) 
'g.granuleId' , 
convert(varchar(12),r.objectId) 
'r.objectId', convert(varchar(40), 
o.objectName) 'o.objectName'<br 
/>from AmGranule g 
,DlGranuleHdfObjectsXref r , 
DlHdfObjects o<br />where 
g.granuleId = r.granuleId<br />and 
r.objectId = o.objectId<br />and 
g.granuleId = &lt;granuleId&gt;<br 
/>group by g.ShortName, g.VersionId, 
g.granuleId , r.granuleId, r.objectId, 
o.objectName<br />to make sure there 
are rows returned. 

9 <i>356 V-2</i>  #comment 
10 Using the Data Pool Web Access utility, search for the granules are submit an 

subsetting &quot;ftp pull&quot; order for each. 
Bring up DPL Web Access Gui to 
search for the granules and submit an 
substting &quot;ftp pull&quot; order 
for each. 

 

11 <i>356 S-3</i>  #comment 
12 Verify the subsetted products are produced accurately and are available in the 

pull area. 
After the granules are shipped, go to 
the pull directory to make sure the 
granules are available in pull area. 

 

 
 
TEST DATA: 
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Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

356     MIL3DCFA.001   5 Granules   /sotestdata/DROP_801/DP_81_01/Criteria/356   

 
EXPECTED RESULTS: 
 

251 INGEST WITH BAND EXTRACTION (ECS-ECSTC-2662) 

DESCRIPTION: 
 
PRECONDITIONS: 
System is transitioned to 8.1 
 
STEPS:   
# Action Expected Result Notes 
1 <i>357 S-1</i>  #comment 
2 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List, 

Data Type Configuration</i> 
 #comment 

3 [Ingest with Band extraction] Regression test Criteria 370 in Ticket 
DP_S6_01<br />[Ingest to Archive and to public Data Pool] Select one 
successful request from the filtered list where the collection in the request is 
configured to be inserted into the public Data Pool. THE GRANULES IN 
THE REQUEST MUST BE REAL HDFEOS DATA, BELONGING TO A 
HEG-ABLE COLLECTION. 

Ensure the following setup:<br /><br 
/>    a. From DPL Ingest GUI, 
Configuration/Data Types, ensure the 
data type (C1) described in 
&quot;Test Data Requirements&quot; 
is configured for Data Pool 
publication<br /><br />    b. Ensure 
C1 is HEG-able, verifiable via the 
convertEnabledFlag to 'Y' in 
AmCollection (Aim database) or 
DataPool Maintenance GUI.<br /><br 
/>    c. From DPL Ingest GUI, 
Monitoring/Historical Request Status, 
select a request (R4) of the C1 data 
type that has completed successfully. 
If there is currently no such request, 
submit a PDR for that data type that 
will be successfully ingested. 
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# Action Expected Result Notes 
4 <i>357 V-1</i>  #comment 
5 Verify that all granules in the request have been successfully queued with the 

Data Pool Insert Service for insertion into the public Data Pool. 
a. From the DPL database, query the 
DlInsertActionQueue for the ecs id 
from the successful request obtain 
from the previous step.<br /><br 
/>select * from 
DlInsertActionQueue<br />where 
ShortName = 
&quot;MOD29P1D&quot;<br />and 
VersionId = 86<br />and 
enqueueTime &gt;&quot; Jul 8 2011 
2:33:08:286PM&quot;<br /><br />b. 
Verify that an entry exists for that 
ECS ID.<br /><br />c. select 
ShortName, VersionId, GranuleId, 
IsOrderOnly, convert(varchar(64), 
RegistrationTime, 16) 
RegistrationTime , 
convert(varchar(64), ArchiveTime, 
16) ArchiveTime<br /><br />from 
AmGranule<br />where ShortName 
in(&quot;MOD29P1D&quot;)<br 
/>and VersionId = 5<br />make sure 
the IsOrderOnly is null. 

 

6 <i>357 V-2 DELETED</i>  #comment 
7 <i>357 V-3 DELETED</i>  #comment 
8 <i>357 V-4 Document Reference: DP_S6_01 ticket</i>  #comment 
9 Verify that the queuing of the Data Pool insert and all information in S-DPL-

18375 are included in the application log for this request. 
a. Open 
EcDlInProcessingService.ALOG.<br 
/><br />b. Search for the request ID of 
S1 in this log file.<br /><br />c. 
Include the following information:<br 
/>    a. Data provider,<br />    b. 
Request identification<br />    c. 
Granule identifications, including Data 
Pool granule ID, when available,<br 
/>    d. Outcome.<br /><br />For 
example,<br />    Ingest Granule ID = 
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# Action Expected Result Notes 
45000000316832<br />    ECS granule 
ID: 329251<br />    Data Provider: 
MODAPS_TERRA<br />    Request 
ID: 672094 

10 <i>357 V-5</i>  #comment 
11 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
12 Verify, using the debug log or other method supplied in ITP, that the state of 

the request and the state(s) of all granules in the request were updated 
appropriately during processing of the request, and that each non-error state 
in S-DPL-18200 (for the request) and S-DPL-18210 (for granules) was 
logged in the correct order. 

a. Open 
EcDlInProcessingService.ALOG.<br 
/><br />b. Search for the request ID of 
R4 in the log file.<br /><br />c. Verify 
that each state change is logged and all 
state changes are valid changes.<br />    
a. 'New' when a request is queued or 
re-queued for ingest,<br />    b. 
'Active' when a request is 
activated,<br />    c. 'Successful' when 
a request completes successfully 

 

13 <i>357 V-5.1</i>  #comment 
14 Verify that start and completion of band extraction was logged for all 

granules, showing successful extraction for the granules with valid band 
information and a band extraction failure for the granule with invalid band 
information. 

Open the 
EcDlInProcessingService.ALOG.<br 
/>Check Msg: Starting band 
extraction<br />Msg: Successfully 
compled ban extraction<br />For 
example,<br />PID : 21938 : Thread 
ID : 24964 : MsgLink :0 
meaningfulname 
:DpInGranuleScheduler::PerformBand
Extraction<br />Msg: Starting band 
extraction for 
/datapool/DEV04/user/FS1//temp/inge
st/672096/45000000316825/MOD29P
1D.A2006179.h03v09.086.200618516
2653.hdf Ingest Granule ID = 
45000000316825, ECS Granule ID = 
329241, RequestID = 672096, Data 
Provider = MODAPS_TERRA 
Priority: 0 Time : 11/07/11 
10:28:47<br />PID : 21938 : Thread 
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# Action Expected Result Notes 
ID : 24964 : MsgLink :0 
meaningfulname 
:DpInGranuleScheduler::PerformBand
Extraction<br />Msg: Successfully 
completed band extraction for 
/datapool/DEV04/user/FS1//temp/inge
st/672096/45000000316825/MOD29P
1D.A2006179.h03v09.086.200618516
2653.hdf Ingest Granule ID = 
45000000316825, ECS Granule ID = 
329241, RequestID = 672096, Data 
Provider = MODAPS_TERRA 
Priority: 0 Time : 11/07/11 10:28:47 

15 <i>357 V-5.2</i>  #comment 
16 For the granules with valid band information, verify that the band information 

was made available for insertion into the Data Pool inventory and is correct. 
(This can be verified, for example, by checking that the correct information is 
present in the Data Pool inventory or by completing a DPL publishing step 
and verifying that the granules can be ordered for HEG processing from the 
DPL Web GUI and the correct band subsetting options are offered.) 

,<br />Bring up the DPL Web Access 
Gui, locate the granuleId from S-1, 
Click on Add Granule to the shopping 
cart button, Click on &quot;View 
Shopping Cart&quot; link. Click on 
the icon in the 
&quot;Subsetting&quot; column to 
make sure that the Web Access 
displays the correct sub-setting options 
for the granule. 

 

17 <i>357 V-6</i>  #comment 
18 Verify that all granules in the request are copied to the ECS archive. a. Determine the volume group for the 

collection associated with R4 from the 
AIM database:<br /><br 
/>DsStVolumeGroup table, 
VersionedDataType field<br /><br 
/>For example,<br />ls -lrt 
/stornext/snfs1/DEV04/MODIS<br 
/><br />b. From the PDR of R4, find 
all of the filenames associated with the 
request, and record them.<br /><br 
/>c. Log in to the archive host and 
perform an 'ls'.<br /><br />d. Verify 
that each of the files is present. 
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# Action Expected Result Notes 
19 <i>357 V-7</i>  #comment 
20 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
21 Verify that throughput statistics for archiving operations are stored in the 

Data Pool database, per the time interval configured in criterion 150, and that 
all statistics required in S-DPL-18850 are recorded (number of granules by 
archive, data volume by archive, number of granules per Data Pool file 
system, data volume per Data Pool file system). 

a. Log in to the Ingest database.<br 
/><br />b. Verify that the field 
InDPLIngestGranule.TimeToArchive 
is filled in and that there is an entry in 
InGranuleFacts for each row in 
InDPLIngestGranule.<br /><br 
/>select * from 
InDPLIngestGranule<br />where 
RequestID = &lt;requestId&gt;<br 
/>select * from InGranuleFacts<br 
/>where RequestID = 
&lt;requestId&gt;<br /><br />c. 
Verify that all the columns are not 
null<br /><br />d. Verify that the 
database contains information about 
throughput statistics for archiving 
operations in the Data Pool database 
as required in S-DPL-18850 (a. by 
archive, b. by Data Pool file 
system).<br /><br />Use the query 
below to get the see the result of step 
d.<br /><br />select i.RequestID, 
i.DataType, i.VersionID, 
i.ECSGranuleID,f.ArchiveID, 
FileSystemID from 
InDPLIngestGranule i, InGranuleFacts 
f<br />where i.RequestID = 
672096<br />and i.RequestID = 
f.RequestID<br />group by 
i.RequestID, i.DataType, i.VersionID, 
i.ECSGranuleID,f.ArchiveID, 
FileSystemID 
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TEST DATA: 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

357   

5 PDRs that 
are 
successful, 
in addition 
to low flow 

MOD29P1D 
 
[Published in 
DPL] 

Requires Real 
HDFEOS Data, 
belonging to a 
HEG-able 
Collection 

2 gran/ PDR None /sotestdata/SynergyVI/DP_S6_01/Criteria/370/V086/ 370 

 
EXPECTED RESULTS: 
 

252 RECOVERY FROM BAND EXTRACTION ERRORS (ECS-ECSTC-2663) 

DESCRIPTION: 
 
PRECONDITIONS: 
System is transitioned to 8.1 
 
STEPS:   
# Action Expected Result Notes 
1 <i>358 S-1</i>  #comment 
2 [Recovery from Band extraction errors] Ingest a granule that belongs to a 

collection that is configured for HEG processing and that is configured for 
automatic publication. 

Make sure the ConvertEnabledFlag set 
to Y and the AllowPublishFlag is Y 
for the MOD29PID.005 ESDT AND 
PublishByDefaultflag=&quot;Y&quot
; 

 

3 <i>358 S-2</i>  #comment 
4 After the granule is published remove the band information from the AIM 

Inventory Catalog (this can be done manually via SQL). 
Ingest the granule and create an 
inputfile which contains the GranuleId 
and name it granuleid<br />Select 
ShortName, VersionId, GranuleId, 
IsOrderOnly, PublishTime, 
LastUpdate<br />from AmGranule<br 
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# Action Expected Result Notes 
/>where GranuleId = 
&lt;granuleid&gt;<br />make sure 
IsOrderOnly is NULL<br />delete 
DlGranuleHdfObjectsXref<br />where 
GranuleId = &lt;granuleid&gt;<br 
/>also unpublish granule before run 
the DPL Band Backfill utility<br 
/>EcDlUnpublishStart.pl -mode 
&lt;MODE&gt; -file granuleid 

5 <i>358 S-3</i>  #comment 
6 Restore the deleted band information using the DPL Band Backfill utility. Using the DPL Band Backfill utility to 

publish the granule.<br 
/>EcDlBandBackfillUtilityStart -mode 
&lt;MODE&gt;-file granuleid<br 
/>Run the EcDlPopulateStatTables.pl 
script to make sure that the granule 
will be recognized by Web Access 

 

7 <i>358 S-4</i>  #comment 
8 Use Web Access to place a subset order (FTP Pull) for the granule. Bring up the DPL web access GUI to 

order granule in S1. 
 

9 <i>358 V-1</i>  #comment 
10 Verify the Band Backfill utility successfully populated the Band information 

in the AIM Inventory Catalog. 
Select ShortName, VersionId, 
GranuleId, IsOrderOnly, PublishTime, 
LastUpdate<br />from AmGranule<br 
/>where GranuleId = 
&lt;granuleid&gt;<br />make sure 
IsOrderOnly is null<br />select 
g.ShortName, g.VersionId, 
convert(varchar(12),g.GranuleId) 
'g.granuleId' , 
convert(varchar(12),r.objectId) 
'r.objectId', convert(varchar(40), 
o.objectName) 'o.objectName',<br 
/>convert(varchar(30), f.fieldName) 
'f.fieldName', convert(varchar(10), 
f.fieldId) 'f.fieldId'<br />from 
AmGranule g 
,DlGranuleHdfObjectsXref r , 
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# Action Expected Result Notes 
DlHdfObjects o, DlHdfFields f<br 
/>where g.granuleId = r.granuleId<br 
/>and r.objectId = o.objectId<br />and 
r.fieldId = f.fieldId<br />and 
g.granuleId = 58394<br />group by 
g.ShortName, g.VersionId, 
g.granuleId , r.granuleId, r.objectId, 
o.objectName, f.fieldName, 
f.fieldId<br />to make sure there are 
rows return. 

11 <i>358 V-2</i>  #comment 
12 Verify that Web Access obtains and displays the correct sub-setting options 

for the granule 
Bring up the DPL Web Access Gui, 
locate the granuleId from S-2, Click 
on Add Granule to the shopping cart 
button, Click on &quot;View 
Shopping Cart&quot; link. Click on 
the icon in the 
&quot;Subsetting&quot; column to 
make sure that the Web Access 
displays the correct sub-setting options 
for the granule. 

 

13 <i>358 V-3</i>  #comment 
14 Verify the HEG is able to subset the granule and that the FTP Pull order 

completes without errors. 
Submit the HEG order after choosing 
the subsetting option.<br />Make sure 
the order is shipped and the FTP pull 
order completes without errors 

 

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

358     MOD29P1D.005   1 granule (1   /sotestdata/DROP_801/DP_81_01/Criteria/358/   
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Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

valid version and 
one malformed 
version) 

 
EXPECTED RESULTS: 
 

253 INGEST MANAGING GRANULE STATES (ECS-ECSTC-2664) 

DESCRIPTION: 
 
PRECONDITIONS: 
System is transitioned to 8.1 
 
STEPS:   
# Action Expected Result Notes 
1 <i>365 S-1</i>  #comment 
2 [Ingest managing granule states] Create PDRs with the following cases:<br />   

a. One PDR with a Science granule that will ingest without errors and that 
belongs to a collection that is configured for automatic publication<br />    b. 
One PDR with a science granule that will ingest into a volume group that is 
unavailable (this could be artificially set by making the volume group 
directory unavailable).<br />    c. One PDR with a Science granule that will 
ingest without errors and that belongs to a collection that is configured for 
automatic publication but that will fail during publishing (this could be 
artificially set by making the public directory unavailable)<br />    d. One 
PDR referencing a granule that doesn't exist<br />    e. One PDR containing a 
granule with an invalid checksum<br />    f. One PDR containing a granule 
that requires pre-processing that will fail during pre-processing. 

a. one PDR with public Science 
granule.<br /><br />b. Bring up DPL 
ingest Gui configure invalid volume 
group directory for this data type 
ACR3L2DM.001.<br /><br />c. login 
into database to revoke the execute 
permission for ProcInsertActionQueue 
store procedure<br /><br />REVOKE 
EXECUTE ON 
ProcInsertActionQueue to software<br 
/>After ingesting granule, make sure 
to grant back execute permission for 
ProcInsertActionQueue<br />GRANT 
EXECUTE ON 
ProcInsertActionQueue to software<br 
/><br />d. Ingest the PDR in the test 
requirement.<br /><br />e. Ingest the 
PDR in the test requirement.<br /><br 
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# Action Expected Result Notes 
/>f. Ingest the PDR in the test 
requirement. 

3 <i>365 S-2</i>  #comment 
4 Set up auditing in Sybase to audit the Ingest login name. This set up step needs the DBA to set 

up the auditing and he or she will use 
a query to see what states the granule 
goes through. 

 

5 <i>365 S-3</i>  #comment 
6 Process each of the above PDRs. For case S1-f, cancel the PDR after if 

reaches the PreprocErr state. 
Place the above PDRs in polling 
directories.<br />From the DPL ingest 
Gui. For case S1-f, cancel the PDR 
after it reaches the PreprocErr state. 

 

7 <i>365 V-1</i>  #comment 
8 Using the Sybase audit information, verify that:<br />    a. Case S1-a goes 

through the successful states<br />    b. case S1-b stops at ArchErr<br />    c. 
case S1-c stops at PubErr<br />    d. case S1-d stops at InitErr or XferErr<br 
/>    e. case S1-e stops at ChecsksumErr<br />    f. case S1-f uses the 
&quot;preprocessing states&quot; and stops at PreprocErr, then moves to 
Cancelled after the operator cancels it. 

a. Bring up the DPL Ingest GUI to 
make sure the case S1-a PDR ingested 
successfully.<br /><br />select 
i.RequestID, g.ShortName,<br />    
g.VersionId, 
convert(varchar(12),g.GranuleId)<br 
/>    'g.GranuleId', g.IsOrderOnly,<br 
/>    g.ArchiveTime, f.FileState<br 
/>from InDPLIngestFile f, 
InDPLIngestGranule i,<br />    
EcInDb_&lt;MODE&gt;..AmGranule 
g<br />where g.GranuleId = 
i.ECSGranuleID<br />and i.RequestID 
= f.RequestID<br />and i.RequestID = 
&lt;requested&gt;.<br /><br />Make 
sure the f.FileState is 
&quot;SUCCESSFUL&quot;<br 
/><br />b. Bring up the DPL Ingest 
GUI to make sure the case S1-b PDR 
ingested failed.<br /><br />select 
i.RequestID, g.ShortName, 
g.VersionId,<br />    
convert(varchar(12), g.GranuleId)<br 
/>    'g.GranuleId', g.IsOrderOnly, 
g.ArchiveTime,<br />    f.FileState<br 
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# Action Expected Result Notes 
/>from InDPLIngestFile f,<br />    
InDPLIngestGranule i,<br />    
EcInDb_MODE..AmGranule g<br 
/>where g.GranuleId = 
i.ECSGranuleID<br />and i.RequestID 
= f.RequestID<br />and i.RequestID = 
&lt;requested&gt;<br /><br />Make 
sure the granule status is 
&quot;ArchErr&quot;<br /><br />c. 
select g.ShortName, g.VersionId, 
convert(varchar(10), g.GranuleId) 
granuleId, g.IsOrderOnly 
'g.IsOrderOnly', g.PublishTime, 
i.status, i.statusDetail<br />from 
AmGranule g,DlInsertActionQueue 
i<br />where g.GranuleId = i.ecsId<br 
/>and g.GranuleId = 
&lt;GranuleId&gt; 67105<br />group 
by g.ShortName, g.VersionId,<br />    
g.GranuleId, g.IsOrderOnly , 
i.status,<br />    i.statusDetail<br 
/><br />Make sure isOrderOnly is 
H.<br /><br />d. select i.RequestID, 
i.DataType, i.VersionID, 
convert(varchar(12),i.ECSGranuleID) 
'i.ECSGranuleID' , f.FileState 
'f.FileState'<br />from 
InDPLIngestFile f, 
InDPLIngestGranule i, 
EcInDb_DEV03..AmGranule g<br 
/>where i.RequestID = 
f.RequestID<br />and i.RequestID = 
&lt;requestId&gt; 1679448<br 
/>group by i.RequestID, i.DataType, 
i.VersionID ,i.ECSGranuleID, 
f.FileState.<br /><br />e. select 
i.RequestID, 
convert(varchar(12),i.DataType) 
'i.DataType',<br />    
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# Action Expected Result Notes 
convert(varchar(12),i.VersionID) 
'i.VersionID', 
convert(varchar(12),i.ECSGranuleID)
<br />    'i.ECSGranuleID' , f.FileState 
'f.FileState',<br />    i.GranuleStatus, 
convert(varchar(30),i.StatusDetail) 
'i.StatusDetail'<br />from 
InDPLIngestFile f, 
InDPLIngestGranule i, 
EcInDb_&lt;MODE&gt;..AmGranule 
g<br />where i.RequestID = 
f.RequestID<br />and i.RequestID = 
&lt;requestId&gt;<br />group by 
i.RequestID, i.DataType, i.VersionID 
,i.ECSGranuleID,<br 
/>i.GranuleStatus, i.StatusDetail, 
f.FileState<br /><br />f. From DPL 
Ingest GUI Monitoring/Request Status 
click on the requestId which was 
failed in PreprocErr to cancel.<br 
/>Make sure the status changes to 
Cancelled. 

 
 
TEST DATA: 
 
 
 
 
 
 
 
 

Cri
t id 

Cri
t 
ccr 
no 

Test Data 
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n 

Data Type 
Requirements 

Metadata 
Requirement
s 
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Requirement
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Requirement
s 

Data Location 
Readines
s Status 
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Cri
t id 

Cri
t 
ccr 
no 

Test Data 
Descriptio
n 

Data Type 
Requirements 

Metadata 
Requirement
s 

Volume 
Requirement
s 

Size 
Requirement
s 

Data Location 
Readines
s Status 

365     MOD29P1D.005   1 granule   
/sotestdata/DROP_801/DP_81_01/Criteria/365/365_
A 

  

365     
ACR3L2DM.00
1 

  1 granule   
/sotestdata/DROP_801/DP_81_01/Criteria/365/365_
B 

  

365     ACR3L2SC.001   1 granule   
/sotestdata/DROP_801/DP_81_01/Criteria/365/365_
C 

  

365     MOD29P1D.005   
1 granule 
(renamed after 
PDR made) 

  
/sotestdata/DROP_801/DP_81_01/Criteria/365/365_
D 

  

365     MOD29P1D.005   
1 granule 
(checksum 
changed) 

  
/sotestdata/DROP_801/DP_81_01/Criteria/365/365_
E 

  

365     AST_L1A.002   
1 granule 
(Fake) 

  
/sotestdata/DROP_801/DP_81_01/Criteria/365/365_
F 

  

 
EXPECTED RESULTS: 
 

254 INGEST WITH GRANULE REPLACEMENT (ECS-ECSTC-2665) 

DESCRIPTION: 
 
PRECONDITIONS: 
System is transitioned to 8.1 
 
STEPS:   
# Action Expected Result Notes 
1 <i>368 S-1 [Ingest with Granule Replacement]</i>  #comment 
2 <i>Regression test Criterion 10 in Ticket DP_S4_06</i>  #comment 
3 From the utilities workspace, log into the Data Pool host, change to the 

utilities directory, and execute the Publish script to insert an original granule 
usr/ecs/TS2/CUSTOM/utilities<br 
/>EcDlPublishUtilityStart.pl TS2 -ecs 
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# Action Expected Result Notes 
into the Data Pool. –file db_iden -rpriority 255 -rperiod 

200 –dpriority 255 –label 
label&lt;current_time&gt;<br 
/>GranuleIdAmGranuleArchiveTime 

4 <i>368 V-1</i>  #comment 
5 From the isql workspace, log into the Data Pool database to verify that the 

science, metadata, and browse files associated with the original granule are 
inserted into the database. 

select * from AmGranule where 
ecsId=&lt;GranuleId&gt;<br />go<br 
/><br />select * from AmDataFile 
where 
granuleId=&lt;granuleId&gt;<br 
/>go<br /><br />select * from 
AmBrowseGranuleXref where 
granuleId=&lt;granuleId&gt;<br 
/>go<br /><br />select * from 
AmBrowse where 
browseId=&lt;browseId&gt;<br 
/>go<br /><br />select * from 
AmBrowseOnlineFile where 
browseId=&lt;browseId&gt;<br />go 

 

6 <i>368 V-2</i>  #comment 
7 From the utilities workspace, execute the Batch Insert script to insert a new 

granule into the Data Pool. 
EcDlPublishUtilityStart.pl TS2 -ecs –
file db_iden -rpriority 255 -rperiod 
200 –dpriority 255 –label 
label&lt;current_time&gt; 

 

8 <i>368 V-4</i>  #comment 
9 From the isql workspace, verify that the original granule and all associated 

science and metadata files are removed from the database.  The browse files 
and browse links associated with the original granule are removed from the 
database, and the associated browse links and browse file entries are also 
removed. 

select * from AmGranule where 
ecsId=&lt;GranuleId&gt;<br />go<br 
/><br />select * from AmDataFile 
where 
granuleId=&lt;granuleId&gt;<br 
/>go<br /><br />select * from 
AmBrowseGranuleXref where 
granuleId=&lt;GranuleId&gt;<br 
/>go<br /><br />select * from 
AmBrowse where 
browseId=&lt;BrowseId&gt;<br 
/>go<br /><br />select * from 
AmBrowseOnlineFile where 
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# Action Expected Result Notes 
browseId=&lt;BrowseId&gt;<br 
/>go<br />1. 

10 <i>368 V-1</i>  #comment 
11 From the isql workspace, verify that the science, metadata, and browse files 

associated with the new granule are inserted into the database. 
select * from AmGranule where 
ecsId=&lt;GranuleId1&gt;<br />go<br 
/><br />select * from AmDataFile 
where 
granuleId=&lt;granuleId1&gt;<br 
/>go<br /><br />select * from 
AmBrowseGranuleXref where 
granuleId=&lt;granuleId1&gt;<br 
/>go<br /><br />select * from 
AmBrowse where 
browseId=&lt;browseId1&gt;<br 
/>go<br /><br />select * from 
AmBrowseOnlineFile where 
browseId=&lt;browseId1&gt;<br 
/>go<br 
/>AmBrowseAmBrowseOnline 
AmBrowseBrowseId 

 

12 <i>368 V-2</i>  #comment 
13 From the disk workspace, log into the Data Pool host, and change to the 

following directory to verify that the original granule and all associated 
science and metadata files are removed from the Data Pool disk.  The browse 
files and browse links associated with the original granule are also removed 
from the disk.  The science, metadata, and browse files associated with the 
new granule are inserted into the disk. 

cd 
/datapool/&lt;MODE&gt;/user/ASTT/
AST_L1A.003<br />ls -lart<br />cd 
&lt;date_dir&gt;<br />ls -lart<br 
/><br />cd 
/datapool/&lt;MODE&gt;/BRWS/Bro
wse.001/<br />ls -lart<br />cd 
&lt;date_dir&gt;<br />ls -lart<br 
/>AmGranule1. 

 

14 <i>368 V-3</i>  #comment 
15 From the log workspace, change to the following directory to verify that the 

DPIU logs all required info about the replacement. 
cd 
/usr/ecs/&lt;MODE&gt;/CUSTOM/lo
gs<br />vi EcDlInsertUtility.log<br 
/>G 
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TEST DATA: 
 
 
 

Crit id Step # ESDT Browse Data Location 

368  S1  2 
MYD29P1D.005 
 
Browse.001 

  /sotestdata/DROP_801/DP_81_01/Criteria/370_1 

 
EXPECTED RESULTS: 
 

255 DPL INSERT CREATE DIRECTORIES AS NEEDED (ECS-ECSTC-2666) 

DESCRIPTION: 
 
PRECONDITIONS: 
System is transitioned to 8.1 
 
STEPS:   
# Action Expected Result Notes 
1 <i>370 S-1</i>  #comment 
2 [DPL Insert create directories as needed]<br /><br />Ingest a granule into a 

collection that is currently configured as hidden in the Data Pool; the granule 
acquisition time should be outside the existing directories in the hidden and 
public Data Pool. The Data Pool should also not contain a public Browse 
directory for the current day. 

Make sure the PublishByDefault is 
&quot;N&quot; for datatype 
MOD29P1N.005 in AmCollection. 

 

3 <i>370 S-2 Document Reference: Sc granuleId</i>  #comment 
4 Using the DPL publish utility, publish the science granule and browse. Ingest a granule. Record the sc and 

browse granuleIds.<br /><br />Go to 
the hidden directories to make sure the 
sc and browse granule are there.<br 
/><br />Change the AllowPublishFlag 
to &quot;Y&quot; for datatype 
MOD29P1N.005 in AmCollection. 

 

5 <i>370 V-1</i>  #comment 
6 Verify that all granules both the Science and Browse files are published Run publish utility to publish S2  
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# Action Expected Result Notes 
without errors in the Data Pool and that the public directory in the Data Pool 
for the Browse was created and that it corresponds to the insert time of the 
Browse granule.Pool 

granule<br /><br 
/>EcDlPublishUtilityStart 
&lt;MODE&gt; -file [file contains 
granuleId in S2]<br /><br />select 
g.ShortName, g.VersionId, 
convert(varchar(10), g.GranuleId) 
granuleId, g.IsOrderOnly 
'g.IsOrderOnly',<br />    
convert(varchar(10), b.BrowseId) 
BrowseId, b.IsOrderOnly 
'b.IsOrderOnly'<br />from AmGranule 
g, AmBrowse b, 
AmBrowseGranuleXref x<br />where 
g.GranuleId = x.GranuleId<br />and 
x.BrowseId = b.BrowseId<br />and 
b.BrowseId = &lt;browseId&gt;<br 
/><br />to make sure g.IsOrderOnly 
and b.IsOrderOnly are not in 
&quot;H&quot;. 

7 <i>370 V-2</i>  #comment 
8 Verify the Browse Image file is correctly recorded in the AIM Inventory 

Catalog and that the association to the science granule is still present. 
select g.ShortName, g.VersionId, 
convert(varchar(10), g.GranuleId) 
granuleId, g.IsOrderOnly 
'g.IsOrderOnly',<br />    
convert(varchar(10), b.BrowseId) 
BrowseId, b.IsOrderOnly 
'b.IsOrderOnly', i.OnlineFileName,<br 
/>    i.OnlineDirectoryPath<br />from 
AmGranule g, AmBrowse b, 
AmBrowseGranuleXref x, 
AmBrowseOnlineFile i<br />where 
g.GranuleId = x.GranuleId<br />and 
x.BrowseId = b.BrowseId<br />and 
x.BrowseId = i.BrowseId<br />and 
b.BrowseId = &lt;browseId&gt; 

 

9 <i>370 V-3</i>  #comment 
10 Verify a directory was created in both the hidden and public Data Pool for the 

science granule ingested and that the directory names correspond to the 
select ShortName, VersionId, 
convert(varchar(10), g.GranuleId) 
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# Action Expected Result Notes 
acquisition time of the Science granule. granuleId, BeginningDateTime, 

EndingDateTime,, insertTime<br 
/>from AmGranule<br />where 
granuleId = &lt;sc granuleId in 
S2&gt;<br /><br />For example,<br 
/>ShortName VersionID GranuleId 
BeginningDateTime EndingDateTime 
insertTime<br />    --------- --------- ---
------- -------------------------------- ------
-------------------------- --------------------
------------<br />AST_L1B 3 298990 
Oct 8 2007 7:06:42:330PM Oct 8 
2007 7:06:42:330PM Mar 23 2011 
9:18:22:100AM<br /><br />Go to 
datapool fs directory<br /><br 
/>/datapool/OPS/user/FS2/.orderdata/
ASTTIwhZqYIp/AST_L1B.003IZArs
Mbi<br />Ls -lrt<br />drwxr-x--x 2 
cmshared cmshared 2067 Mar 23 
09:50 2007.10.08<br /><br />To make 
verify a directory was created in the 
hidden Data Pool for the science 
granule ingested in S2 and that the 
directory name corresponds to the 
insert time of the hidden Science 
granule. 

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

370     
MOD29P1N.005 
 

  
1 granule 
 

  /sotestdata/DROP_801/DP_81_01/Criteria/370_1   
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Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

Browse.001 1 Browse 

 
EXPECTED RESULTS: 
 

256 INGEST ADDING CHECKSUMS FOR ALL FILES (ECS-ECSTC-2667) 

DESCRIPTION: 
 
PRECONDITIONS: 
System is transitioned to 8.1 
 
STEPS:   
# Action Expected Result Notes 
1 <i>373 S-1</i>  #comment 
2 [Ingest adding checksums for all files]<br /><br />Configure Ingest for 0 

percent checksum verification and ingest a PDR for a data provider that 
doesn't supply checksums in the PDR. The PDR should contain associated 
Browse, QA, and PH granules. 

Ingest the PDR in test requirement.  

3 <i>373 V-1</i>  #comment 
4 Verify that Ingest checksummed each file and stored the ckecksum values in 

the AIM Inventory Catalog. Note: the Browse data file (HDF) should be 
checksumed but the Browse image files (if the Browse is published) are not 
checksummed. 

select i.RequestID, g.ShortName, 
g.VersionId,<br 
/>convert(varchar(12),g.GranuleId) 
'g.GranuleId',<br />f.ChecksumOrigin, 
d.ChecksumOriginId,<br 
/>convert(varchar(12), 
f.ChecksumType)<br 
/>'ChecksumType', 
d.ChecksumTypeId,<br 
/>convert(varchar(15), 
d.Checksum)<br />'d.Checksum', 
d.UserDataFile<br />from 
InDPLIngestFile f, 
InDPLIngestGranule i,<br 
/>EcInDb_&lt;MODE&gt;....AmGran
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# Action Expected Result Notes 
ule g,<br 
/>EcInDb_&lt;MODE&gt;....AmData
File d,<br 
/>EcInDb_&lt;MODE&gt;....DsMdCh
ecksumOrigins o,<br 
/>EcInDb_&lt;MODE&gt;....DsMdCh
ecksumTypes t<br />where 
g.GranuleId = i.ECSGranuleID<br 
/>and i.RequestID = f.RequestID<br 
/>and i.DataType = f.DataType<br 
/>and g.ShortName = i.DataType<br 
/>and g.GranuleId = d.GranuleId<br 
/>and f.ChecksumOrigin = 
o.ChecksumOrigin<br />and 
f.ChecksumType = 
t.ChecksumType<br />and 
i.RequestID = &lt;requestId&gt;<br 
/>order by i.RequestID, 
g.ShortName,<br />g.VersionId, 
g.GranuleId, g.IsOrderOnly,<br 
/>g.ArchiveTime, 
f.ChecksumOrigin,<br 
/>f.ChecksumType,f.FileState,<br 
/>d.ChecksumOriginId,d.ChecksumTy
peId 

5 <i>373 V-2</i>  #comment 
6 Verify that the OnlineChecksumLastVerified value is set to the time of Ingest 

and the ChecksumOrigin is set to DPLIngest, and the ChecksumType 
matches the configured default ingest checksum type. 

From the DPL ingest 
GUI/Configuration/ECS Service. 
Record the Checksum Types.<br 
/>select i.RequestID, g.ShortName, 
g.VersionId,<br 
/>convert(varchar(12),g.GranuleId) 
'g.GranuleId',<br />g.IsOrderOnly, 
g.ArchiveTime,<br 
/>f.ChecksumOrigin, 
d.ChecksumOriginId,<br 
/>f.ChecksumType,<br 
/>d.ChecksumTypeId, f.FileState,<br 
/>d.OnlineChecksumLastVerified<br 
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# Action Expected Result Notes 
/>from InDPLIngestFile f, 
InDPLIngestGranule i,<br 
/>EcInDb_&lt;MODE&gt;..AmGranul
e g,<br 
/>EcInDb_.&lt;MODE&gt;...AmData
File d,<br 
/>EcInDb_&lt;MODE&gt;....DsMdCh
ecksumOrigins o,<br 
/>EcInDb_&lt;MODE&gt;....DsMdCh
ecksumTypes t<br />where 
g.GranuleId = i.ECSGranuleID<br 
/>and i.RequestID = f.RequestID<br 
/>and i.DataType = f.DataType<br 
/>and g.ShortName = i.DataType<br 
/>and g.GranuleId = d.GranuleId<br 
/>and f.ChecksumOrigin = 
o.ChecksumOrigin<br />and 
f.ChecksumType = 
t.ChecksumType<br />eg<br />and 
i.RequestID in ( 1679452)<br />order 
by i.RequestID, g.ShortName,<br 
/>g.VersionId, g.GranuleId, 
g.IsOrderOnly,<br />g.ArchiveTime, 
f.ChecksumOrigin,<br 
/>f.ChecksumType,f.FileState,<br 
/>d.ChecksumOriginId,d.ChecksumTy
peId 

7 <i>373 V-3</i>  #comment 
8 Verify that the default configured checksum algorithm was used to calculate 

the checksum 
  

9 <i>373 V-4</i>  #comment 
10 Verify that the checksum information is included in the data pool and archive 

xml files for each granule. 
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TEST DATA: 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

373     

AE_RnGd.002 
 
Browse.001 
 
PH.001 
 
QA.001 

  

1 granule 
 
1 browse 
 
1 ph 
 
1 qa 

  
/sotestdata/DROP_801/DP_81_01/Criteria/373 
 
Associated QA/PH 

  

 
EXPECTED RESULTS: 
 

257 INSERTING NON-ECS GRANULES INTO THE DATA POOL (ECS-ECSTC-2668) 

DESCRIPTION: 
 
PRECONDITIONS: 
System is transitioned to 8.1 
 
STEPS:   
# Action Expected Result Notes 
1 <i>375 S-1</i>  #comment 
2 [Inserting non-ECS granules into the Data Pool] Create an input file 

containing at least 10 non-ECS granules and use the DPL Batch Insert utility 
to process the file. The non-ECS granules should contain unique values for 
the LocalGranuleID metadata attribute. At least 2 granules should contain 
LocalGranuleID values that are already present in the DPL (one within the 
same collection as the collection specified in the input file and the other one 
belonging to a different collection). 

Pre-test: insert 2 nonecs granules<br 
/>EcDlPublishUtilityStart 
&lt;MODE&gt; -nonecs 
/sotestdata/DROP_801/DP_81_01/Crit
eria/375/375_pre_test/<br />Then<br 
/>Publish the 10 non-ECS 
granules.<br 
/>EcDPublishUtilityStart.pl 
&lt;MODE&gt; -nonecs -file<br 
/>Filename 
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# Action Expected Result Notes 
3 <i>375 V-1</i>  #comment 
4 Verify the non-ECS granules are assigned a granule ID from the AIM 

inventory catalog and that the catalog entries reflect the fact that they belog to 
a non-ECS collection. 

Use the sql statement below to 
verify<br />select g.ShortName, 
g.VersionId, convert(varchar(10), 
g.GranuleId) granuleId, 
LocalGranuleID<br />where 
GranuleId = &lt;granuleId in S-
1&gt;<br />make sure the 
LocalGranuleID for each granule 
matches with LocalGranuleID in test 
Data PDRs above. 

 

5 <i>375 V-2</i>  #comment 
6 Verify the Data Pool metadata supporting Web Access (warehouse metadata) 

is updated to include the non-ECS granules 
Bring up the Data Pool Web Access to 
search for the granules in S-1. 

 

7 <i>375 V-3</i>  #comment 
8 Verify that the LocalGranuleId metadata attributes are correctly recorded in 

the AIM Inventory Catalog. 
select ShortName, VersionId, 
convert(varchar(10), GranuleId) 
GranuleId, LocalGranuleID, EcsFlag 
from AmGranule<br />where 
GranuleId = &lt;GranuleId in S-1&gt; 

 

9 <i>375 V-4</i>  #comment 
10 Verify the granules with duplicate LocalGranuleID values are not inserted 

into the Data Pool and that appropriate errors are logged so that the reason for 
the failure is identified. 

Open the DAP log (located in the 
DAP sub directory of the 
/usr/ecs/&lt;mode&gt;/CUSTOM/logs
) to verify the granules with duplicate 
LocalGranuleID values are not 
inserted into the Data Pool and that 
appropriate errors are logged so that 
the reason for the failure is identified. 

 

 
 
TEST DATA: 
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Cri
t id 

Cri
t 
ccr 
no 

Test Data 
Descriptio
n 

Data Type 
Requirements 

Metadata 
Requiremen
ts 

Volume 
Requiremen
ts 

Size 
Requiremen
ts 

Data Location 
Readines
s Status 

375     

IXBMIGEO.00
2 
 
IXBMI2AE.00
2 

  

1 granule + 1 
masqueradin
g 
 
9 granules + 
1 
masqueradin
g 

  

Pre-condition: insert 2 granules before the 
test./sotestdata/DROP_801/DP_81_01/Criteria/375/375_pre
_test 
 
/sotestdata/DROP_801/DP_81_01/Criteria/375/ 

  

 
EXPECTED RESULTS: 
 

258 BROWSE NOT CONSIDERED PART OF ONLINE ARCHIVE (ECS-ECSTC-2669) 

DESCRIPTION: 
 
PRECONDITIONS: 
A spatial subscription is set up for collection AST_L1B based on the coordinates in the README file under the directory 
/sotestdata/DROP_722/DP_7F_01/Criteria/030 
 
Verify that the ESDTs in the mode are configured according to the Test Data Requirements InsertEnabledFlag (IEF) and the PublishByDefaultFlag 
 
select ShortName, VersionId, PublishByDefaultFlag, insertEnabledFlag 
 
from AmCollection 
 
where (ShortName = "MOD29P1D" and VersionId = 5) 
 
or (ShortName = "AST_L1B" and VersionId = 3) 
 
or (ShortName = "DAP" and VersionId = 1) 
 
or (ShortName = "AE_Land" and VersionId = 2) 
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Similiarly, verify that the ESDTs are configured according to the test data requirements assuring that the hidden retention time is at least one hour on the Data 
Types page of the Ingest Gui 
 
On the Configuration Parameters page of the Data Pool Maintenance (DPM) GUI, set the DeleteCompletedActionsAfter parameter to about 3 days (72 hours). 
This extends that time actions are left in the DlInsertActionQueue 
 
STEPS:   
# Action Expected Result Notes 
1 <i>380 S-1</i>  #comment 
2 [Browse not considered part of Online Archive]<br />Regression test Criteria 

30 in Ticket DP_7F_01.<br /><br />Ingest at least two granules from at least 
one collection configured to be published on ingest; as well as at least two 
granules from at least one collection not configured to be published in ingest 
that will be published via subscription as well as at least two granules that 
will not become public. 

Create a spatial subscription that will 
match the two row B granules.<br 
/><br />Ingest the 16 granules above. 
Collect the GranuleIds and 
BrowseIds:<br /><br />MOD29P1D: 
________ ________<br /><br 
/>AE_Land: _______ PH: _______ 
QA: _______<br /><br />AE_Land: 
_______ PH: _______ QA: 
_______<br /><br />DAP: _______ 
_______<br /><br />AST_L1B: 
_______ (subscription)<br /><br 
/>AST_L1B: _______ 
(subscription)<br /><br />AST_L1B: 
_______ Browse: _______<br /><br 
/>AST_L1B: _______ Browse: 
_______<br /><br />Use the 
following query on the DataPool 
database to record the ids:<br /><br 
/>select * from DlInsertActionQueue 
where enqueueTime between 
&quot;&lt;start time&gt;&quot; and 
&quot;&lt;end time&gt;&quot;<br 
/><br />select * from AmGranule 
where insertTime between 
&quot;&lt;starttime&gt;&quot; and 
&quot;endtime&gt;&quot;<br /><br 
/>The start and end time should 
encompass the ingest period. 

 

3 <i>380 S-2</i>  #comment 
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# Action Expected Result Notes 
4 Ingest browse granules that are not made public, i.e., are not related to any of 

the published granules. 
Use the 2 AST_L1B granules 
w/browse in S1 above. 

 

5 <i>380 S-3</i>  #comment 
6 Ingest QA, PH, DAP granules. Use the DAP and AE_Land granules 

in S1 above. 
 

7 <i>380 S-4</i>  #comment 
8 Wait until all Data Pool actions (such as registration, publication, cleanup) 

have reached a completion state. 
Look for completion of the 
BrowsePublish event in 
DlInsertActionQueue for the two row 
C granules.<br /><br />See results of 
the query in S 1. 

 

9 <i>380 V-1</i>  #comment 
10 Verify that the browse granules that are not public are cleaned up from the 

Data Pool. 
Verify that the two browse granules 
from step S2 are removed from the 
DPL db &amp;amp; hidden 
datapool.<br /><br />Verify that they 
are not in<br /><br />    select 
g.ShortName, g.VersionId, 
convert(varchar(10), g.GranuleId)<br 
/>        granuleId, g.IsOrderOnly, 
g.PublishTime, 
convert(varchar(10),<br />        
b.BrowseId) BrowseId,b.IsOrderOnly, 
convert(varchar(15), d.Checksum) 
Checksum<br />    from AmGranule g, 
AmBrowse b, AmBrowseGranuleXref 
x, AmBrowseDataFile d<br />    
where g.GranuleId = x.GranuleId<br 
/>    and x.BrowseId = b.BrowseId<br 
/>    and b.BrowseId = d.BrowseId<br 
/>    and g.ShortName = 
&quot;AST_L1B&quot;<br />    and 
VersionId = 3<br />    and 
g.RegistrationTime &gt;&quot;Jul 26 
2011&quot;<br />    group by 
g.ShortName, g.VersionId, 
g.GranuleId, g.IsOrderOnly, 
g.PublishTime,<br />        b.BrowseId, 
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# Action Expected Result Notes 
d.Checksum, b.IsOrderOnly<br /><br 
/>Open the 
EcDlNewInsertUtilityDPAD.log to 
search for 
AST_L1B_00309222007052932_200
70927093450_22927.hdf.browse.hdf 
to make sure there is a message<br 
/>removeFilesFromDisk: removed: 
/datapool/DEV04/user/FS1/.orderdata/
BRWSJZkDStep/Browse.001gklcDmt
O/2011.07.26/AST_L1B_0030922200
7052932_20070927093450_22927.hdf
.browse.hdf<br /><br />Use the Unix 
ls command to make sure the file has 
been removed from hidden 
directory.<br />Change directory to 
the public or hidden area of the 
collection directory tree in the Data 
Pool 

11 <i>380 V-2</i>  #comment 
12 Verify that the science granules that are not published as well as the science 

granules that are published were not cleaned up from the Data Pool. 
Verify that none of the science 
granules (public or non-public) are 
cleaned up. (Neither from the AIM db 
nor the public/hidden datapool file 
system). Verify that the MOD29P1D 
and AE_Land granules remain in the 
public/hidden datapool file system and 
that the science granules are returned 
when invoking the AmGranule table 
or use the ProcGetGrFiles to get 
publish or unpublish granules. For 
example,<br /><br />Exec 
ProcGetGrFiles 
&quot;ShortName&quot;, GranuleId 

 

13 <i>380 V-3</i>  #comment 
14 Verify that the science granules that are not published as well as the science 

granules that are published will not be cleaned up from the Data Pool by 
Ingest (i.e., there is no Ingest cleanup action queued for them). 

Use the DPL GranuleID to check table 
InDPLCleanupAction to verify these 
granules do NOT have a cleanup 
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# Action Expected Result Notes 
action queued. 

15 <i>380 V-4</i>  #comment 
16 Verify that the QA, PH, DAP granules were not cleaned up from the Data 

Pool. 
Verify that the DAP, PH &amp;amp; 
QA granules are not cleaned up from 
AIM db or datapool file system. 

 

17 <i>380 V-5</i>  #comment 
18 Verify that the QA, PH, DAP granules will not be cleaned up from the Data 

Pool by Ingest (i.e., there is no Ingest cleanup action queued for them). 
Use the DPL GranuleID to check table 
InDPLCleanupAction to verify these 
granules do NOT have a cleanup 
action queued. Use the 
ProcGetGrFiles to get publish or 
unpublish granules. For example,<br 
/><br />Exec ProcGetGrFiles 
&quot;ShortName&quot;, 
GranuleId<br /><br />Use the Unix ls 
command to verify the result. 

 

 
 
TEST DATA: 
 
 
 
 
 
 
 

  Crit Step # APF Public ESDT Browse Notes Data Location 

A 380 S1  2 Y Y MOD29P1D N/R   /sotestdata/DROP_722/DP_7F_01/Criteria/030 

B 380 S1 2 Y N AST_L1B NR 
Published via a qualifying subscription 
(get qualification from SO) /sotestdata/DROP_722/DP_7F_01/Criteria/030 

C 380 S2 2 Y N AST_L1B Y   /sotestdata/DROP_722/DP_7F_01/Criteria/030 

D 380 S3 2 N N DAP n/a   /sotestdata/DROP_722/DP_7F_01/Criteria/030 

E 380 S3 2 Y Y AE_Land N/R Each w/ associated PH & QA /sotestdata/DROP_722/DP_7F_01/Criteria/030 
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EXPECTED RESULTS: 
 

259 DPL ACCESS STATISTICS (ECS-ECSTC-2670) 

DESCRIPTION: 
 
PRECONDITIONS: 
System is transitioned to 8.1 
 
STEPS:   
# Action Expected Result Notes 
1 <i>500 S-1</i>  #comment 
2 [DPL Access Statistics] Regression test Criterion 10 in ticket DP_SY_08. 

Correct NCR reference DP-ACS-220 to S-DPL-32220.<br />Prepare a set of 
log files in advance for the Data Pool Web Access Service log and Data Pool 
FTP Server. These log files should represent accesses to granules, browse 
granules and metadata files, whose size, insert date, and subscriptionID 
causing insert, etc. are known. The log should represent accesses to several 
10's (70-80) of granules/files spanning several 10's (30-40) of insert 
subscriptions, but not all of the subscriptions. The log files should represent 
accesses covering a period of at least three 24-hour periods, including one 24-
hour periods to be reported on, the 24-hour periods before, and a 24-hour 
after the reporting period. Place these files in the directories and with the 
filenames for which DPASU has been configured. Configure the automatic 
log processing component of the DPASU so that it will automatically 
processes the reporting period and add one day of summary information to 
the DPAL. After the logs are processed, using the DPASU reporting 
capability, request a report covering the one day period, selecting that all 
subscriptions be included and that report summary information be included as 
well as the access method specific information. Confirm that: 

Requirements:<br />1. Location of the 
perl scripts:<br />    a) 
EcDlRollUpWUFTP.pl<br />    b) 
EcDlRollUpWebLog.pl<br /><br />2. 
DlGranuleAccess Table.<br />    
DPASU - Data Pool Access Statitics 
Utility<br />    DPAL - Data Pool 
Access Log<br /><br />Create Logs - 
Over a period of 72 hrs make 1 FTP 
request every hour through the Web 
Access and the FTP servers.<br 
/>Make a note of the times during 
which the requests are processed.<br 
/>This step may best be accomplished 
by using a cron job. 

 

3 <i>500 V-1</i>  #comment 
4 a. The log files are processed at the appropriate time. Verify that the logs for 

EcDlRollUpWUFTP.pl and 
EcDlRollUpWebLog.pl show that they 
were run at times consistent with the 
cron. 

 

5 <i>500 V-2</i>  #comment 
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# Action Expected Result Notes 
6 b. The report contains a report summary segment, which contains the 

information indicated in requirement DP-ACS-450 
Ensure that 
EcInDb_&lt;MODE&gt;..DlGranuleA
ccess contain columns with the 
following information:<br />    a) 
Granule ID<br />    b) File Type 
(METADATA, BROWSE, SCIENCE) 
Access size (bytes)<br />    c) Date 
&amp;amp; time of access<br />    d) 
Access Type (FTP, http)<br />    e) 
TransferTime<br />    f) IP<br />    g) 
DomainName<br />    h) Age of 
granule at access (i.e., number of days 
that the granule had been in the Data 
Pool at the time of access) 

 

7 <i>500 V-3</i>  #comment 
8 c. The information contained in the report summary is accurate. Ensure that the 

EcInDb_&lt;mode&gt;..DlGranuleAcc
ess table matches the count of 
subscriptions for the time spanning the 
test. 

 

9 <i>500 V-4</i>  #comment 
10 d. The information contained in the subscription summary items is 

accurate.<br />The start and stop times of the report are correct and the report 
contents reflect that period 

Check the 
EcInDB_&lt;mode&gt;..DlAccessRoll
up table to verify that the start and end 
date times are correct and match up 
with the source logs. 

 

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 
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EXPECTED RESULTS: 
 

260 DPL GROUP AND DISPLAY NAMES (ECS-ECSTC-2671) 

DESCRIPTION: 
 
PRECONDITIONS: 
System is transitioned to 8.1 
 
STEPS:   
# Action Expected Result Notes 
1 <i>510 S-1</i>  #comment 
2 [DPL Group and Display names] Using the DPL maintenance GUI add a new 

group to the DPL using a group name that is 12 characters long. Do not 
specify a display name. 

Bring up the DPL maintenance 
GUI/Collection Groups. Click on Add 
Collection Group link and add a new 
group to the DPL using a group name 
that is 12 characters long. 

 

3 <i>510 S-2</i>  #comment 
4 Repeat S1 attempt to enter more than 12 characters Bring up the DPL maintenance 

GUI/Collection Groups. Click on Add 
Collection Group link and add a new 
group to the DPL using a group name 
that is 14 characters long. For 
example, MYTESTTHIRTEEN. 

 

5 <i>510 V-1</i>  #comment 
6 Verify the 12 character group name is accepted and stored in the AIM 

Inventory Catalog. 
Select groupId, displayName, 
CollGrpDescription<br />select 
groupId, displayName, 
CollGrpDescription<br />from 
DlCollectionGroup<br />where 
groupId = 
&quot;MYTESTTWELVE&quot;<br 
/>groupId displayName 
CollGrpDescription<br />    ------------ 
------------ ----------------------------------
-------------------<br 
/>MYTESTTWELVE Testing for 
using a group name that is 12 
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# Action Expected Result Notes 
characters. 

7 <i>510 V-2</i>  #comment 
8 Verify the Display name is set the group name and is also 12 characters long. See V1.  
9 <i>510 V-3</i>  #comment 
10 Verify that the GUI will not allow more than 12 characters Make sure the GROUP ID text box 

allows for typing up to 12 character. 
For example, MYTESTTHIRTE. 

 

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

                  

 
EXPECTED RESULTS: 
 

261 CREATE A THEME IN DPL (ECS-ECSTC-2672) 

DESCRIPTION: 
 
PRECONDITIONS: 
System is transitioned to 8.1 
 
STEPS:   
# Action Expected Result Notes 
1 <i>515 S-1</i>  #comment 
2 [Create a theme in DPL] Use the DPL Maintenance GUI to create a theme. 

Specify a name and description; the theme should be set to allow inserts, and 
to be visible via the Web. 

Bring up the DPL maintenance 
GUI/Themes. Click Add NewTheme 
link.<br />Enter a new theme in 
Theme Name text box<br />Enter a 
description in the Description text 
box<br />Check the Web Visible 

 



 

783 
 

# Action Expected Result Notes 
check box<br />Check the Insert 
Enabled check box<br />Click the 
&quot;Apply Change&quot; button. 

3 <i>515 V-1</i>  #comment 
4 Verify the Theme is stored in the DPL Inventory Metadata and that each of 

the above attributes is correctly recorded. 
Select * from DlTheme<br />Where 
name = &lt;theme name in S1&gt;<br 
/>Make sure the name, 
themeDescription match with the 
names in S1.<br />Make sure the 
insertEnabledFlag is &quot;Y&quot; 
and the webVisibleFlag is &quot;Y 

 

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

                  

 
EXPECTED RESULTS: 
 

262 DPL MOVE COLLECTION / DPL CLEANUP (ECS-ECSTC-2673) 

DESCRIPTION: 
 
PRECONDITIONS: 
There are available candidates to cleanup in both file systems. (i.e. data has been inserted into both file systems prior to one of them being made to be unavailable 
 
STEPS:   
# Action Expected Result Notes 
1 <i>520 S-1</i>  #comment 
2 DPL Move Collection / DPL Cleanup] Use the DataPool Move collection 

utility to move a collection from one file system to another. Ensure that the 
1. The procedure requires cmshared 
priviledges.<br /><br />2. Establish a 
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# Action Expected Result Notes 
collection has enough granules for the move to take at least 10 minutes. 
When completed run the DataPool CleanupFilesOnDisk utility to remove 
links that are no longer in use (specify a maxFileAge that will allow the links 
to be removed). 

view consistent with the version under 
test<br /><br />3. Ensure that the QA 
Update Utility is not running.<br 
/><br />4. Verify that the mode has 
1000's of granules of one particular 
type.<br /><br />5. Navigate to 
/urs/ecs/&lt;mode&gt;/CUSTOM/utilit
ies<br /><br />6. Run the 
EcDlMoveCollection.pl script making 
note of the start and end times<br 
/><br />7. Run the 
EcDlCleanUpFilesOnDisk.pl script in 
the 
/urs/ecs/&lt;mode&gt;/CUSTOM/utilit
ies/ folder. 

3 <i>520 V-1</i>  #comment 
4 Verify that that all granules were copied to the new collection location, 

including those that were inserted into the collection during the test, and the 
source directories were all removed. 

Use 
EcInDb_&lt;MODE&gt;..AmDataFile 
table to verify that the granules are 
relocated to the new files system. 
Confirm that:<br />The granules 
associated with collection are moved 
to 
/stornext/&lt;FileSystem&gt;/&lt;instr
ument&gt;<br />Run ls with wc to 
count the number of files in the 
/stornext/&lt;FileSystem&gt;/&lt;instr
ument&gt; folder. 

 

5 <i>520 V-2</i>  #comment 
6 Verify the collection level attribute indicating the collection was moved is set 

and that no granule level attributes were affected (the time of the Granule 
LastUpdate is prior to the move). 

Use 
EcInDb_&lt;MODE&gt;..AmCollecti
on table to verify that the collections 
are relocated to the new files system. 
Confirm that:<br />    1. The number 
of files in consistent<br />    2. That 
the file system was changed 
correctly<br />    3. Verify that the 
LastCollectionMoveTime is consistent 
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# Action Expected Result Notes 
with the time notes made in 6. Above. 

7 <i>520 V-3</i>  #comment 
8 Verify that links used to temporarily support the move of granules from one 

file system to another are removed by the DataPool CleanupFilesOnDisk 
after the collection move is completed. 

Run the ls command with the -il 
switch in the new location and ensure 
that each file does not have more than 
one hard link. 

 

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

                  

 
EXPECTED RESULTS: 
 

263 MISR BROWSE ASSOCIATIONS IN DATA POOL (REGRESSION TEST CRITERION 20, 40, AND 
60 IN TICKET DP_72_05) (ECS-ECSTC-2674) 

DESCRIPTION: 
 
PRECONDITIONS: 
Mode transitioned to 8.1 
 
STEPS:   
# Action Expected Result Notes 
1 <i>525 S-1</i>  #comment 
2 [MISR Browse associations in Data Pool] Regression test Criterion 20, 40, 

and 60 in Ticket DP_72_05 but use the AIM database in place of the 
DataPool database when verifying cross-reference information.<br /><br 
/>This criterion will test the association of the MISBR science granule being 
published with the MISR Level 1 science granules that are already in the 

Note: Provided test data has following 
attributes:<br />    1. MI1B2E: 
cameraId=AF, ProductVersion=19<br 
/>    2. MI1B2E: cameraId=AN, 
ProductVersion=19<br />    3. 
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# Action Expected Result Notes 
public DPL. The MISBR must have a camera ID.<br />Select two granules 
from two MISR Level 1 ESDTs from the test data set. One granule should 
have a cameraId that matches the one of the MISBR granule, the other one 
should have a cameraId that does not match the one of the MISBR granule. 
Ensure that the chosen ESDTs are configured for public DPL ingest and the 
spatialSearchType is ‘orbit’<br />All granules must have the same 
SP_AM_MISR_ProductVersion product specific attribute value. 

MISBR: cameraId=AN, 
ProductVersion=19<br /><br 
/>Temporal coverage is:<br />    1. 
MI1B2E: 2003-08-16<br />        
14:53:43.029400Z -&gt; 
15:43:10.029400Z<br />    2. 
MI1B2E: 2003-08-16<br />        
14:54:30.032760Z -&gt; 
15:43:57.032760Z<br />    3. MISBR: 
2003-08-16<br />        
14:54:30.032760Z -&gt; 
15:43:57.032760Z 

3 <i>525 S-2</i>  #comment 
4 Ingest the MISR Level 1 granules into the public DPL. Verify that the 

granules were successfully published. 
Set MISR_SPECIAL_PROCESSING 
= Y.<br /><br />Submit the PDRs for 
the two MI1B2E granules.<br /><br 
/>After Ingest is successful, verify in 
the DPM GUI- ListInsertQueue that 
the status is “COMPLETE.”<br /><br 
/>Use query below to get Granule IDs 
of both the ‘AF’ and ‘AN’ 
granules.<br /><br />select 
ShortName, VersionId, GranuleId, 
RegistrationTime,  
SizeMBECSDataGranule, 
LocalGranuleID<br />from 
AmGranule<br />where ShortName = 
&quot;MI1B2E&quot;<br />and 
RegistrationTime &gt; &quot;July 1 
2011&quot;<br />exec 
ProcGetGrFiles 
&quot;MI1B2E&quot;, 
&lt;GranuleId&gt;<br /><br />Use the 
ls command to make sure the files in 
the public directory.  For example,<br 
/>ll 
/datapool/DEV04/user/FS2/MSRT/MI
1B2E.002/2003.08.16/MISR_AM1_G
RP_ELLIPSOID_GM_P007_O01947
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# Action Expected Result Notes 
4_AN_F02_0019.hdf<br /><br 
/>Verify that all of the granules are 
present in the 
./MSRT/MI1B2E.002/2003.08.16 
directory. 

5 <i>525 S-3</i>  #comment 
6 Select a MISBR granule from the test data set that can be associated to the 

granules in Clause 1 (cameraIds match, its temporal coverage intersects those 
of the MISR Level 1 granules and it must have the same 
SP_AM_MISR_ProductVersion product specific attribute value). Ensure that 
the MISBR ESDT is configured for public DPL ingest and the 
spatialSearchType is ‘orbit’. 

Submit the PDR for the MISBR 
granule. 

 

7 <i>525 S-4</i>  #comment 
8 Ingest the MISBR granule into the public DPL. Verify that the granule was 

successfully published. 
After Ingest is successful, verify in the 
DPM GUI- ListInsertQueue that the 
status is “COMPLETE.”<br /><br 
/>Exec ProcGetGrFiles 
&quot;MISBR&quot;, 
&lt;GranuleId&gt; Verify that the 
granule is present in the 
./MSRT/MISBR.005/2003.08.16 
directory. 

 

9 <i>525 V-1</i>  #comment 
10 [The verification clauses are identical to the ones in Criteria 10] Verify that 

the MISBR granule is also present in the public DPL as a browse granule. 
Verify that the MISBR granule is 
copied into  
./BRWS/Browse.001/2003.08.16. 

 

11 <i>525 V-2</i>  #comment 
12 Verify that the DPL database contains cross-references between the science 

granule with the chosen MISBR granule identified in the Setup Clause 1 of 
this criteria and the browse representation of the MISBR granule that has 
been ingested and has a matching cameraId. 

Use query below to verify that the 
browse file is linked to the ‘AN’ 
science file from step 9.  (The 
cameraId is part of the filename).<br 
/><br />select g.ShortName, 
g.VersionId, convert(varchar(10), 
g.GranuleId) granuleId,<br />    
g.PublishTime, g.LocalGranuleID,<br 
/>    convert(varchar(10), b.BrowseId) 
BrowseId , o.OnlineFileName<br 
/>from AmGranule g, AmBrowse b, 
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# Action Expected Result Notes 
AmBrowseGranuleXref x, 
AmBrowseOnlineFile o<br />where 
g.GranuleId = x.GranuleId<br />and 
x.BrowseId = b.BrowseId<br />and 
x.BrowseId = o.BrowseId<br />and 
g.GranuleId = &lt;granuleId&gt;<br 
/>group by g.ShortName, g.VersionId, 
g.GranuleId, g.IsOrderOnly, 
g.PublishTime, b.BrowseId, 
o.OnlineFileName 

13 <i>525 V-3</i>  #comment 
14 Verify that the public DPL directory where the granules identified in Setup 

Clause 1 of this criterion reside contains a link to the browse image that 
resides in the public browse directory where the MISBR granule with the 
matching cameraId has been published as a browse. 

Verify that there is a linkage browse 
file in 
./MSRT/MI1B2E.002/2003.08.16 that 
‘points to’ the MISBR file in the 
Browse.001 directory.<br /><br />If 
required, run 
EcDlPopulateStatTables.pl<br /><br 
/>Using WebAccess, verify that the 
Browse icon is displayed with the 
2003.08.16  entry for the MI1B2E 
granule and that the browse file can be 
displayed when the icon is clicked. 

 

15 <i>525(ii) S-1</i>  #comment 
16 This criterion will test the association of an MISR Level 1 science granule 

being published after its associated MISBR has been published as a science 
granule. The MISR Level 1 science granule must have a cameraId.<br 
/>Select two MISBR granules from the test data set. One granule should have 
a cameraId that does not match the cameraId of the MISR Level 1 granule 
below, and the other should have a cameraId that matches the cameraId of the 
MISR Level 1 granule below. Ensure that all the chosen ESDTs are 
configured for public DPL ingest and the spatialSearchType is ‘orbit’.<br 
/>Select one MISR Level 1 science granule that has a cameraId that is NOT 
‘AN’ and the temporal coverage intersecting the ones of the two MISBR 
granules that were selected.<br />All granules must have the same 
SP_AM_MISR_ProductVersion product specific attribute value. 

Note: Provided test data has following 
attributes:<br />    1. MISBR: 
cameraId=CA, ProductVersion=19<br 
/>    2. MISBR: cameraId=CF, 
ProductVersion=19<br />    3. 
MI1B2E: cameraId=CA, 
ProductVersion=19<br /><br 
/>Temporal coverage is:<br />    1. 
MISBR: 2003-08-14<br />        
15:09:07.581120Z -&gt; 
15:58:34.581120Z<br />    2. MISBR: 
2003-08-14<br />        
15:04:10.550320Z -&gt; 
15:53:37.550320Z<br />    3. 
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# Action Expected Result Notes 
MI1B2E: 2003-08-14<br />        
15:09:07.581120Z -&gt; 
15:58:34.581120Z 

17 <i>525(ii) S-2</i>  #comment 
18 Ingest the MISBR granules into the public DPL. Verify that the granules were 

successfully published and only their science representation exists in DPL. In 
order to accomplish this no other MISR Level 1 or Level 2 science granules 
that are associated with this MISBR must exist in the public DPL. 

Submit the PDRs for the two MISBR 
granules.<br /><br />After Ingest is 
successful, verify in the DPM GUI- 
ListInsertQueue that the status is 
“COMPLETE.”<br /><br />Use query 
below to granule IDs .<br /><br 
/>select ShortName, VersionId, 
GranuleId, RegistrationTime,  
SizeMBECSDataGranule, 
LocalGranuleID<br />from 
AmGranule<br />where ShortName = 
&quot;MISBR&quot;<br />and 
RegistrationTime &gt; &quot;July 1 
2011&quot;<br />exec 
ProcGetGrFiles &quot;MISBR&quot;, 
&lt;GranuleId&gt;<br /><br />Use the 
ls command to make sure the files in 
the public directory.<br /><br 
/>Verify all of the granules are present 
in the 
./MSRT/MISBR.005/2003.08.14 
directory.<br /><br />Verify a copy 
does NOT exist in the 
./BRWS/Browse.001/2003.08.14 
directory. 

 

19 <i>525(ii) S-3</i>  #comment 
20 Ingest the MISR Level 1 science granule into the public DPL. Verify that the 

granule was successfully published. 
Submit the PDR for the MI1B2E 
granule.<br /><br />After Ingest is 
successful, verify in the DPM GUI- 
ListInsertQueue that the status is 
“COMPLETE.”<br /><br />Use 
Query below to get the Granule ID.<br 
/><br />select ShortName, VersionId, 
GranuleId, IsOrderOnly, 
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# Action Expected Result Notes 
RegistrationTime,  
SizeMBECSDataGranule, 
LocalGranuleID<br />from 
AmGranule<br />where ShortName = 
&quot;MI1B2E&quot;<br />and 
RegistrationTime &gt; &quot;July 1 
2011&quot;<br />exec 
ProcGetGrFiles 
&quot;MI1B2E&quot;, 
&lt;GranuleId&gt;<br /><br />Make 
sure IsOrderOnly is null.<br /><br 
/>Verify that the granule is present in 
the ./MSRT/MI1B2E.002/2003.08.14 
directory. 

21 <i>525(ii) V-1</i>  #comment 
22 Verify that only the MISBR granule browse representation with a cameraId 

that matches the one of the MISR Level 1 science granule has been published 
into DPL as a browse. 

Verify that a copy of ‘CA’ MISBR 
granule is added to the 
./BRWS/Browse.001/2003.08.14 
directory. 

 

23 <i>525(ii) V-2</i>  #comment 
24 Verify that only the MISBR granule browse representation in the Verification 

Clause 1 above is cross referenced (in the DPL database) with the public 
MISR Level 1 science granule in the Setup Clause 3 above. 

Use Query below to verify that the 
‘CA’ MISBR file is linked to the 
granule ID of the science file from 
step 3.<br /><br />select 
g.ShortName, g.VersionId, 
convert(varchar(10), g.GranuleId) 
granuleId,<br />  g.PublishTime, 
g.LocalGranuleID,<br />  
convert(varchar(10), b.BrowseId) 
BrowseId , o.OnlineFileName<br 
/>from AmGranule g, AmBrowse b, 
AmBrowseGranuleXref x, 
AmBrowseOnlineFile o<br />where 
g.GranuleId = x.GranuleId<br />and 
x.BrowseId = b.BrowseId<br />and 
x.BrowseId = o.BrowseId<br />and 
g.GranuleId = &lt;granuleId&gt;<br 
/>group by g.ShortName, g.VersionId, 
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# Action Expected Result Notes 
g.GranuleId, g.IsOrderOnly, 
g.PublishTime,<br />b.BrowseId, 
o.OnlineFileName<br /><br />Verify 
that this MISBR file is NOT linked to 
any other granuleId. 

25 <i>525(ii) V-3</i>  #comment 
26 Verify that the public DPL directory where the Level 1 granule identified in 

Setup Clause 1 of this criterion reside contains a link to the browse image that 
resides in the public browse directory where the MISBR granule has been 
published as a browse 

Verify that there is a linkage browse 
file in 
./MSRT/MI1B2E.002/2003.08.14 that 
‘points to’ the MISBR file in the 
Browse.001 directory.<br /><br />If 
required, run 
EcDlPopulateStatTables.pl<br /><br 
/>Using WebAccess, verify that the 
Browse icon is displayed with the 
2003.08.14 entry for the MI1B2E 
granule and that the browse file can be 
displayed when the icon is clicked. 

 

27 <i>525(iii) S-1</i>  #comment 
28 This criterion will test the association of the MISBR science granule being 

published with the MISR Level 2 science granules that are already in the 
public DPL. The MISBR that is associated to the science granule must have a 
camera ID of ‘AN’.<br />Select a granule from a MISR Level 2 ESDT from 
the test data set. The granule will have no cameraId. Ensure that the chosen 
ESDT is configured for public DPL ingest and the spatialSearchType is 
‘orbit’.<br />Select two MISBR granules from the test data set, one that has a 
cameraId of ‘AN’ and the other with a cameraId that is not ‘AN’. Both 
granules’ temporal coverages must intersect that of the MISR Level 2 granule 
and they must not associate with any other MISR science granules that are 
already in the public DPL. Ensure that the MISBR ESDT is configured for 
public DPL ingest, and the spatialSearchType is ‘orbit’. 

Note: Provided test data has following 
attributes:<br />  1. MISBR: 
cameraId=AF<br />  2. MISBR: 
cameraId=AN<br />  3. MIL2ASAE: 
no cameraId<br /><br />Temporal 
coverage is:<br />  1. MISBR: 2003-
06-23<br />    15:28:57.918400Z -
&gt; 16:18:24.918400Z<br />  2. 
MISBR: 2003-06-23<br />    
15:29:45.084760Z -&gt; 
16:19:12.084760Z<br />  3. 
MIL2ASAE: 2003-06-23<br />    
15:26:15.000000Z -&gt; 
16:23:01.000000Z 

 

29 <i>525(iii) S-2</i>  #comment 
30 Ingest the MISR Level 2 granule into the public DPL. Verify that the granule 

was successfully published. 
Submit the PDR for the MIL2ASAE 
granule.<br /><br />After Ingest is 
successful, verify in the DPM GUI- 
ListInsertQueue that the status is 
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# Action Expected Result Notes 
“COMPLETE.”<br /><br />Use 
Query below to get the Granule ID.<br 
/><br />select ShortName, VersionId, 
GranuleId, IsOrderOnly, 
RegistrationTime,  
SizeMBECSDataGranule, 
LocalGranuleID<br />from 
AmGranule<br />where ShortName = 
&quot; MIL2ASAE &quot;<br />and 
RegistrationTime &gt; &quot;July 1 
2011&quot;<br /><br />Make sure 
IsOrderOnly is null.<br /><br />exec 
ProcGetGrFiles &quot; MIL2ASAE 
&quot;, &lt;GranuleId&gt;<br /><br 
/>Verify that the granule is present in 
the 
./MSRT/MIL2ASAE.002/2003.06.23 
directory. 

31 <i>525(iii) S-3</i>  #comment 
32 Ingest the MISBR granules into the public DPL. Verify that the granules were 

successfully published. 
Submit the PDRs for the MISBR 
granules.<br /><br />After Ingest is 
successful, verify in the DPM GUI- 
ListInsertQueue that the status is 
“COMPLETE.”<br /><br />Use 
Query below to get the Granule ID.<br 
/><br />select ShortName, VersionId, 
GranuleId, IsOrderOnly, 
RegistrationTime,  
SizeMBECSDataGranule, 
LocalGranuleID<br />from 
AmGranule<br />where ShortName = 
&quot;MISBR&quot;<br />and 
RegistrationTime &gt; &quot;July 1 
2011&quot;<br /><br />Make sure 
IsOrderOnly is null.<br /><br />exec 
ProcGetGrFiles &quot;MISBR&quot;, 
&lt;GranuleId&gt;<br /><br />Verify 
that all of the granules are present in 
the ./MSRT/MISBR.005/2003.06.23 
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# Action Expected Result Notes 
directory. 

33 <i>525(iii) V-1</i>  #comment 
34 Verify that the MISBR granule with a cameraId of ‘AN’ is also present in the 

public DPL as a browse granule and it is associated with the MISR Level 2 
science granule in the DPL database. 

Verify that the ‘AN’ MISBR is copied 
to the 
./BRWS/Browse.001/2003.06.23 
directory.<br /><br />Use Query 
below to verify that the ‘AN’ MISBR 
file HAS a browseId and IS linked to 
the science granule from step 2.<br 
/><br />select g.ShortName, 
g.VersionId, convert(varchar(10), 
g.GranuleId) granuleId,<br />  
g.PublishTime, g.LocalGranuleID,<br 
/>  convert(varchar(10), b.BrowseId) 
BrowseId , o.OnlineFileName<br 
/>from AmGranule g, AmBrowse b, 
AmBrowseGranuleXref x, 
AmBrowseOnlineFile o<br />where 
g.GranuleId = x.GranuleId<br />and 
x.BrowseId = b.BrowseId<br />and 
x.BrowseId = o.BrowseId<br />and 
g.GranuleId = &lt;granuleId&gt;<br 
/>group by g.ShortName, g.VersionId, 
g.GranuleId, g.IsOrderOnly, 
g.PublishTime,<br />  b.BrowseId, 
o.OnlineFileName 

 

35 <i>525(iii) V-2</i>  #comment 
36 Verify that the MISBR granule with a cameraId that is not ‘AN’ is not 

associated to any MISR Level 2 granules and that it is only present in DPL as 
a science granule. 

Verify that the ‘AF’ MISBR is NOT 
copied to the 
./BRWS/Browse.001/2003.06.23 
directory.<br /><br />Use Query 
below, to verify that the ‘AF’ MISBR 
granule has neither a browseID nor 
linkage to a science granule.<br /><br 
/>select g.ShortName, g.VersionId, 
convert(varchar(10), g.GranuleId) 
granuleId,<br />  g.PublishTime, 
g.LocalGranuleID,<br />  
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# Action Expected Result Notes 
convert(varchar(10), b.BrowseId) 
BrowseId , o.OnlineFileName<br 
/>from AmGranule g, AmBrowse b, 
AmBrowseGranuleXref x, 
AmBrowseOnlineFile o<br />where 
g.GranuleId = x.GranuleId<br />and 
x.BrowseId = b.BrowseId<br />and 
x.BrowseId = o.BrowseId<br />and 
g.GranuleId = &lt;granuleId&gt;<br 
/>group by g.ShortName, g.VersionId, 
g.GranuleId, g.IsOrderOnly, 
g.PublishTime,<br />  b.BrowseId, 
o.OnlineFileName 

37 <i>525(iii) V-3</i>  #comment 
38 Verify that the public DPL directory where the Level 2 granule identified in 

Setup Clause 1 of this criterion resides contains a link to the browse image 
that resides in the public browse directory where the MISBR granule has 
been published as a browse. 

Verify that there is a linkage browse 
file in 
./MSRT/MIL2ASAE.002/2003.06.23 
that ‘points to’ the ‘AN’ MISBR file 
in the Browse.001 directory.<br /><br 
/>If required, run 
EcDlPopulateStatTables.pl<br /><br 
/>Using WebAccess, verify that the 
Browse icon is displayed with the 
2003.06.23 entry for the MIL2ASAE 
entry and that the browse file can be 
displayed when the icon is clicked. 

 

39 <i>SQL Statements</i>  #comment 
40 <i>1. Get InsertActionQueue status:<br /><br />select 

convert(varchar(10),ecsId) ecsId, ShortName, VersionId Ver, 
convert(varchar(26),enqueueTime,9) enqTime,<br />       
convert(varchar(26),completionTime,9) compTime, status<br />from 
DlInsertActionQueue<br />where enqueueTime &gt; convert(varchar(10), 
getdate(), 1)</i> 

 #comment 

41 <i>2. Get MISR Science Granule IDs, times and sizes<br /><br />select 
convert(varchar(10),GranuleId) granId, convert(varchar(6), ecsId) ecsId, 
ShortName, VersionId Ver, convert(varchar(26),ecsInsertTime,9) 
ecsInsertTime,<br />  convert(varchar(26),insertTime,9) dplInsertTime, 
convert(numeric(7,4),sizeMB) sizeMB, substring(localGranuleId, 1, 

 #comment 
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# Action Expected Result Notes 
charindex(“.”, localGranuleId)-1) localGranId<br />from AmGranule<br 
/>where ShortName &lt;&gt; ‘MISBR’<br />and insertTime &gt; 
convert(varchar(10), getdate(), 1)0</i> 

42 <i>3. Get MISBR IDs, times, sizes, file names and linkages<br /><br />select 
convert(varchar(10),G.ecsId) ecsId, convert(varchar(6),G.GranuleId) granId, 
convert(varchar(6), B.browseId) brwsId,<br />  
convert(varchar(26),G.ecsInsertTime,9) ecsInsertTime, 
convert(varchar(26),G.insertTime,9) dplInsertTime,<br />  
substring(localGranuleId, 1, charindex(“.”, localGranuleId)-1) 
localGranId,<br />  convert(numeric(6,4),G.sizeMB) sizeMB, 
convert(varchar(9),GBX.GranuleId) LinkGranId<br />from AmGranule G, 
AmBrowse B, AmBrowseImageFile GBX<br />where 
ShortName=’MISBR’<br />and G.ecsId *= B.ecsId<br />and B.BrowseId *= 
GBX.browseId<br />and G.insertTime &gt; convert(varchar(10), getdate(), 
1)</i> 

 #comment 

43 <i>4. Get Performance Run totals<br /><br />select ShortName, VersionId 
Ver, count(*) from AmGranule<br />where insertTime &gt; 
convert(varchar(10), getdate(), 1)<br />group by ShortName, VersionId</i> 

 #comment 
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525     
Reuse DP_7F_01 
criterion 30 data 

  
Reuse DP_7F_01 
criterion 30 data 

  
/sotestdata/SynergyVI/DP_72_05/Criteria/ 
 
020, 040, and 060 

  

 
EXPECTED RESULTS: 
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264 DPCV VERIFY CHECKSUM (ECS-ECSTC-2675) 

DESCRIPTION: 
 
PRECONDITIONS: 
Mode transitioned to 8.1 
 
STEPS:   
# Action Expected Result Notes 
1 <i>530 S-1</i>  #comment 
2 [DPCV verify checksum] Regression test Criterion 510 in Ticket 

CK_7F_01<br />Select an ESDT in Data Pool that has at least 30 
granules.<br />Note the earliest insert date and latest insert date of the 
granules selected. Choose a date range that will contain some, but not all of 
the granules.<br />Manually alter the checksum values in the Data Pool 
database for at least 2 of science files belonging to granules whose insert time 
lies within the chosen date range. 

1. Using DPL Ingest GUI, configure 
the selected ESDT for DPL ingest.<br 
/><br />2. Ingest only 28 granules 
from the selected ESDT located at 
/sotestdata/SynergyVI/CK_7E_01/510
<br /><br />3. Obtain their granuleIds: 
SELECT granuleId from 
EcInDb_&lt;mode&gt;..AmGranule 
where ShortName = 
&lt;ESDT.shortname&gt; and 
VersionId =&lt;ESDT.versionid&gt; 
ORDER BY granuleId INC<br /><br 
/>4. Obtain the current 
LastChecksumTime for these 
granuleIds: SELECT 
LastChecksumTime FROM 
EcInDb_&lt;mode&gt;..AmDataFile 
where granuleId IN 
(&lt;g1&gt;,&lt;g2&gt;,...,&lt;g28&gt
;)<br /><br />5. Wait 2 to 3 
minutes<br /><br />6. Ingest the 
remaining 2 granules g29 and g30 
from the select ESDT at 
/sotestdata/SynergyVI/CK_7E_01/510
<br /><br />7. The date range can be 
selected such that insertBeginTime 
and insertEndTime represent the 
earliest and latest insertTimes from the 
28 granules ingested in step 2 above: 
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# Action Expected Result Notes 
earliestInsertTime &amp;#243; 
SELECT min(ArchiveTime) from 
AmGranule where GranuleId IN 
(&lt;g1&gt;,&lt;g2&gt;,...,&lt;g28&gt
;) and LatestInsertTime &amp;#243; 
SELECT max(insertTime) from 
AmGranule where GranuleId IN 
(&lt;g1&gt;,&lt;g2&gt;,...,&lt;g28&gt
;)<br /><br />8. for granules g27 and 
g28, alter the checksum values: 
UPDATE 
EcInDb_&lt;mode&gt;..AmDataFile 
SET origChksum = 
&lt;someInteger&gt;, compChksum = 
&lt;someInteger&gt;, uncomChksum 
= &lt;someInteger&gt; WHERE 
GranuleId IN 
(&lt;g27&gt;,&lt;g28&gt;) 

3 <i>530 S-2</i>  #comment 
4 Run DPCV against Data Pool for the ESDT selected above, specifying the 

insert date range determined in S-510-1. 
1. login to f4doml01 as cmshared<br 
/><br />2. run the following command 
line: 
/usr/ecs/&lt;MODE&gt;/CUSTOM/uti
lities/EcDlDPCVStart &lt;MODE&gt; 
-verifyOnly -esdts 
&lt;ShortName.VersionId&gt; -
insertBeginTime 
&lt;earliestInsertTime&gt; -
insertEndTime &lt; LatestInsertTime 
&gt; 

 

5 <i>530 V-1</i>  #comment 
6 Verify that DPCV run completed successfully. 1. Verify that EcDlDPCVStart returns 

without errors in the stdout.<br /><br 
/>2. Tail the log to ensure that 
EcDlDPCVStart has finshed writing 
the logfile. 

 

7 <i>530 V-2</i>  #comment 
8 Verify that DPCV performed checksum verification for only those data files 1. Run the following SQL: SELECT  
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# Action Expected Result Notes 
selected in S-510-1 whose granule insert times fall within the desired granule 
insert time range. 

GranuleId FROM 
EcInDb_&lt;mode&gt;..AmDataFile 
WHERE ChecksumStatus IN ( 'S','F') 
and ShortName = &lt;Shortname&gt; 
and VersionId = &lt;VersionId&gt;<br 
/><br />2. Verify that the above query 
should return ONLY the 28 granuleIds 
obtained in Criterion 510, S -1: 3 

9 <i>530 V-3</i>  #comment 
10 <i>Document Reference: 35</i>  #comment 
11 Verify that DPCV checksum verification was successful for those files whose 

checksum values were not altered in S-510-1. Verify the following in DPL 
database:<br />    Checksum time was updated correctly for each affected 
file<br />    Checksum origin was updated as &quot;DPCV&quot; for each 
affected file that had a null last checksum verification time.<br />    
Checksum verification status was set to a success status. 

1. Run the following SQL: SELECT 
GranuleId FROM 
EcInDb_&lt;mode&gt;..AmDataFile 
WHERE ChecksumStatus = 'S' and 
ShortName = &lt;Shortname&gt; and 
VersionId = &lt;VersionId&gt;<br 
/><br />2. Verify that the above query 
returns only 26 granules.<br /><br 
/>3. For all 28 (26 + 2) granuleIds, 
verify that LastChecksumTime is 
updated from the value obtained in 
Criterion 510 , S-1: 4.<br /><br />4. 
Verify that the following query returns 
&quot;DPCV&quot; as a result: 
SELECT origChksum FROM 
EcInDb_&lt;mode&gt;..AmDataFile 
WHERE GranuleId IN 
(&lt;g1&gt;,&lt;g2&gt;,..&lt;g26&gt;) 

 

12 <i>530 V-4</i>  #comment 
13 Verify that DPCV failed checksum verification for those files whose 

checksums have been altered as described in S-510-1. Verify the following in 
DPL database:<br />Checksum verification status was set to a failure status. 

For granules g27 and g28, verify that 
the following query returns 'F': 
SELECT ChecksumStatus FROM 
EcInDb_&lt;mode&gt;AmDataFile 
WHERE GranuleId IN 
(&lt;g27&gt;,&lt;g28&gt;) 

 

14 <i>530 V-5</i>  #comment 
15 Verify that DPCV logs all the information specified TMP-DPL-00300 and 

TMP-DPL-00310. 
1. View the log file 
/usr/ecs/&lt;MODE&gt;/CUSTOM/lo
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# Action Expected Result Notes 
gs/ EcDlDPCVStart.log<br />2. for 
granule g26 and g27, verify that the 
following information has been 
logged:<br />    a. Granule ID<br />    
b. ESDT ShortName and Version 
ID<br />    c. Granule insert time<br 
/>    d. Complete file name and 
path<br />    e. Checksum type<br />    
f. Computed Checksum<br />    g. 
Checksum value in database<br />    h. 
Last time checksum was verified<br 
/>3. The DPCV log shall include the 
following statistical summary 
information for each disk storage 
type:<br />    a. Start and end time of 
run<br />    b. Run input 
parameters<br />    c. Number of files 
checked, organized by ESDT.<br />    
d. Number of files that failed 
checksum verification, organized by 
ESDT<br />    e. Percentage of files 
that failed checksum verification 
organized by ESDT<br />    f. Total 
number of files checked<br />    g. 
Total number of files that failed 
checksum verification<br />    h. 
Percentage of files that failed 
checksum verification. 
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530   

Reuse 
CK_7F_01 
criterion 30 
data 

  

Reuse 
CK_7F_01 
criterion 510 
data 

    sotestdata/SynergyVI/CK_7E_01/Criteria/510   

 
EXPECTED RESULTS: 
 

265 DPL CHANGE COLLECTION GROUP (ECS-ECSTC-2676) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>535 S-1</i>  #comment 
2 [DPL Change Collection Group] Choose a collection from a group with more 

than one collection assigned to it. The collection must have:<br />    a. public 
granules spanning multiple directories<br />    b. hidden granules spanning 
multiple directories<br />    c. hidden granules that are part of an existing 
distribution order<br />    d. at least one Most Recent Data Pool Inserts 
collection-level file in its public collection-level directory.<br />Use the Data 
Pool Maintenance GUI to turn off the insertEnabledFlag for this collection. 
Use the Collection-to-Group Remapping utility to re-assign this collection to 
a new group for which a directory does not already exist in the Data Pool file 
system.<br />Attempt to ingest a granule into the collection while the 
remapping activity is taking place. 

Ingest any valid PDR at least 10.<br 
/>Bring up the DPL maintenance 
GUI/Collection Group. Click on the 
Group ID link and Collection Name 
link sush as MOD29P1D.005. Click 
on Modify Collection link to change 
the InsertEnableFlag to 
&quot;N&quot;.<br /><br 
/>EcDlRemap.pl &lt;MODE&gt; -esdt 
&lt;ShortName&gt; -version 
&lt;Version&gt; -oldgrp &lt;Any 
groupName&gt; -newgrp 
&lt;destination group&gt; 

 

3 <i>535 V-1</i>  #comment 
4 Verify that the utility accepts the required command line parameters and that 

the correct information is written to the utility log file. 
Open the EcDlRemap.log to verify 
that the utility accepts the required 
command parameters in S1 and that 
the correct information is written to 
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# Action Expected Result Notes 
the utility log file. 

5 <i>535 V-2</i>  #comment 
6 Verify that:<br />    a. the DlDimensionGroupESDT table has been updated 

correctly to reflect the new collection-to-group mapping<br />    b. the 
DlCollection table has been updated correctly to reflect the new collection-to-
group mapping 

a)<br />    select groupESDTValue<br 
/>    from 
DlDimensionGroupESDT<br />    
where groupESDTKey = (<br />    
select groupKey<br />    from 
DlDimensionGroupESDT<br />    
where groupESDTValue =<br />    
&quot;shortname.versionId&quot;)<br 
/><br />on the Datapool database 
returns the Destination group specified 
on the command line.<br /><br 
/>b)<br />    select ShortName, 
VersionId, GroupId<br />    from 
AmCollection<br />    where 
ShortName = &lt;ShortName in 
S1&gt;<br />    and VersionId = 
&lt;VersionId in S1&gt; 

 

7 <i>535 V-3</i>  #comment 
8 Verify that:<br />    a. the new parent group directory is created on the Data 

Pool file system<br />    b. the collection directory is accessible from the new 
parent group directory (condition a)<br />    c. the hidden (.orderdata) 
directory contains the collection directories for the hidden granules and 
&quot;hidden on order&quot; granules (conditions b and c).<br />    d. the 
Most Recent Data Pool Inserts file(s) in the collection level directory is (are) 
accessible via the &lt;new parent group directory&gt;/&lt;collection 
directory&gt; path (condition d).<br />    e. granules in the collection can be 
accessed by DPL Web Access after the remapping completes, and for 
distribution by OMS for requests submitted prior to the remapping<br />    f. 
Inserts into the collection are not allowed while the remapping is taking 
place. 

a)<br />    select convert(varchar(50), 
FS.absoluteFileSystemPath+ 
C.GroupId )<br />    from 
DlFileSystems FS, AmCollection 
C,<br />    DlCollectionGroup CG<br 
/>    where C.GroupId=CG.groupId<br 
/>    and C.FileSystemLabel =<br />    
FS.fileSystemLabel<br />    and 
C.ShortName = 
&lt;ShortName&gt;<br />    and 
C.VersionId = &lt;VersionId&gt;<br 
/><br />b) go to the parent group 
directory in step a to make sure the 
collection can be accessible from the 
new parent group directory (condition 
a).<br /><br />c)<br />    select 
convert(varchar(100),<br />    
FS.absoluteFileSystemPath+ 
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# Action Expected Result Notes 
&quot;.orderdata/&quot;+CG.orderOn
lyGrpDirName)<br />    from 
DlFileSystems FS, AmCollection C , 
DlCollectionGroup CG<br />    where 
C.GroupId=CG.groupId<br />    and 
C.FileSystemLabel = 
FS.fileSystemLabel<br />    and 
C.ShortName = 
&lt;ShortName&gt;<br />    and 
C.VersionId = &lt;VersionId&gt;<br 
/><br />d) make sure the Most Recent 
Data Pool Inserts file(s) in collection 
level directory is (are) accessible via 
the &lt;new parent group 
directory&gt;/&lt;collection 
directory&gt; path (condition d).<br 
/><br />e) bring up the DPL 
WebAccess Gui, search for granules in 
the collection can be accessed by this 
GUI and for distribution by OMS for 
requests submitted prior to the 
remaping.<br /><br />f) Ingest some 
granules while the remapping is 
running. 
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    Tester’s Choice             

 
EXPECTED RESULTS: 
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266 COLLECTION TO GROUP REMAPPING ERRORS (ECS-ECSTC-2677) 

DESCRIPTION: 
 
PRECONDITIONS: 
System is transitioned to 8.1 
 
STEPS:   
# Action Expected Result Notes 
1 <i>540 S-1</i>  #comment 
2 [Collection to group remapping errors]Invoke the Collection-to-Group 

Remapping utility, specifying invalid collection and group names on the 
command line. 

EcDlRemap.pl &lt;MODE&gt; -esdt 
&lt;Fake ShortName&gt; -version 
&lt;Version&gt; -oldgrp &lt;Fake 
groupName&gt; -newgrp 
&lt;destination group&gt;<br /><br 
/>Collection and version: 
FakeShortName.100 are not valid 

 

3 <i>540 V-1</i>  #comment 
4 Verify that the utility exits and returns the appropriate error messages both on 

the command line and in its log. 
Open the EcDlRemap.log to make 
sure there are error messages.<br 
/><br />Executing SQL: exec 
ProcIsCollValid FakeShortName, 100 
.<br /><br />Collection and version: 
FakeShortName.100 are not valid. 

 

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit ccr 
no 

Test Data 
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    No data needed             

 
EXPECTED RESULTS: 
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267 DENSITY MAP POPULATION / TILING (ECS-ECSTC-2678) 

DESCRIPTION: 
 
PRECONDITIONS: 
System is transitioned to 8.1 
 
STEPS:   
# Action Expected Result Notes 
1 <i>545 S-1</i>  #comment 
2 [Density Map population / tiling] Using Ingest or the DPL Publication utility 

publish the following granules:<br />    a. One granule for which the spatial 
search for the collection is 'Not Supported'.<br />    b. One granule for which 
both the collection level global flag is set and the Locality Value is 
'Global'<br />    c. One granule that is 'Nearly Global' and enabled for spatial 
drill down.<br />    d. One granule with a spatial search type of 
&quot;Orbit&quot; that contains more than the configured maximum number 
of tiles<br />    e. One granule with spatial search type of &quot;Orbit&quot; 
that contains fewer than the configured maximum number of tiles<br />    f. 
One granule with spatial search type of GPolygon that will require more than 
the configured maximum number of tiles<br />    g. One granule with with 
spatial search type of GPolygon that will require less than the configured 
maximum number of tiles 

a. ingest all PDRs in test 
requirement.<br /><br />b. B<br /><br 
/>c. Set GlobalFlag to &quot;N&quot; 

 

3 <i>545 V-1</i>  #comment 
4 Verify that:<br />    a. For case (a), publication skips the insertion of the 

spatial coverage and the list of granule tiles<br />    b. For case (b), 
publication skips the insertion of the spatial coverage and the list of granule 
tiles<br />    c. For case (c), the publication fails because the number of tiles 
exceeds the configured maximum.<br />    a. For case (d), publication 
proceeds with the insertion of the spatial coverage but does not insert the list 
of granule tiles<br />    b. For case (e), publication succeeds and the tiles are 
processed<br />    c. For case (f), publication succeeds and the tiling level is 
lowered so that the number of tiles is not exceeded<br />    d. For case (g), 
publication succeeds and the tiles are processed without lowering the tiling 
level. 

a.<br />select ShortName, VersionId, 
GranuleId, IsOrderOnly, 
Publishtime<br />from AmGranule<br 
/>where GranuleId in (granuleId)<br 
/><br />Make sure IsOrderOnly is 
null<br /><br />select g.ShortName, 
g.VersionId,<br />    g.GranuleId, 
o.PathNo, o.StartBlock,<br />    
o.EndBlock, o.platInstrCode, 
o.misrCameraId<br />from 
AmGranule g, 
DataPool_MODE..DlOrbitCalculatedS
patial o<br />where g.GranuleId = 
o.granuleId<br />and g.GranuleId in 
(GranuleId)<br />group by 
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# Action Expected Result Notes 
g.ShortName, g.VersionId,<br />    
g.GranuleId, o.PathNo, 
o.StartBlock,<br />    o.EndBlock, 
o.platInstrCode, o.misrCameraId<br 
/><br />Make sure there are no rows 
returned<br /><br />select 
g.ShortName, g.VersionId,<br />    
g.GranuleId, t.tiles, t.insertTime<br 
/>from AmGranule g, 
DataPool_MODE..DlGranuleTiles 
t<br />where g.GranuleId = 
t.granuleId<br />and g.GranuleId = 
&lt;GranuleId in step d&gt;<br 
/>group by g.ShortName, g.VersionId, 
g.GranuleId, t.tiles<br /><br />Make 
sure there are no rows return<br /><br 
/>b.<br />select g.ShortName, 
g.VersionId, g.GranuleId, o.PathNo, 
o.StartBlock, o.EndBlock, 
o.platInstrCode, o.misrCameraId<br 
/>from AmGranule g,<br 
/>DataPool_MODE..DlOrbitCalculate
dSpatial o<br />where g.granuleId = 
o.granuleId<br />and g.GranuleId in 
(GranuleId)<br />group by 
g.ShortName, g.VersionId,<br />    
g.granuleId, o.PathNo, 
o.StartBlock,<br />    o.EndBlock, 
o.platInstrCode,<br />    
o.misrCameraId<br /><br />Make 
sure there are no rows returned<br 
/><br />select g.ShortName, 
g.VersionId,<br />    g.granuleId, 
t.tiles, t.insertTime<br />from 
AmGranule g, DlGranuleTiles t<br 
/>where GgranuleId = t.granuleId<br 
/>and g.GranuleId = &lt;GranuleId in 
step d&gt;<br />group by 
g.ShortName, g.VersionId, 
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# Action Expected Result Notes 
g.granuleId, t.tiles<br /><br />Make 
sure there are no rows return<br /><br 
/>c.<br />select g.ShortName, 
g.VersionId, 
convert(varchar(10),g.GranuleId) 
'g.granuleId', g.IsOrderOnly, t.tiles<br 
/>from AmGranule g,<br 
/>DataPool_MODE..DlGranuleTiles 
t<br />where g.GranuleId = 
t.granuleId<br />and g.GranuleId = 
&lt;granuleId&gt;<br /><br />Make 
sure there is no row returned.<br /><br 
/>select g.ShortName, g.VersionId,<br 
/>convert(varchar(10),GranuleId) ,<br 
/>g.IsOrderOnly, PublishTime<br 
/>from AmGranule<br />where 
GranuleId =&lt;granuleid&gt;<br 
/><br />Make sure IsOrderOnly is 
&quot;H&quot;.<br /><br />d.<br 
/>select g.ShortName, g.VersionId, 
g.granuleId, o.PathNo, o.StartBlock, 
o.EndBlock, o.platInstrCode, 
o.misrCameraId<br />from 
AmGranule g,<br 
/>DlOrbitCalculatedSpatial o<br 
/>where g.granuleId = o.granuleId<br 
/>and g.GranuleId in (GranuleId)<br 
/>group by g.ShortName, 
g.VersionId,<br />    g.granuleId, 
o.PathNo, o.StartBlock,<br />    
o.EndBlock, o.platInstrCode,<br />    
o.misrCameraId<br /><br />Make 
sure there are rows returned<br /><br 
/>select g.ShortName, g.VersionId, 
g.granuleId, t.tiles, t.insertTime<br 
/>from AmGranule g, DlGranuleTiles 
t<br />where GgranuleId = 
t.granuleId<br />and g.GranuleId = 
&lt;GranuleId in step d&gt;<br 
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# Action Expected Result Notes 
/>group by g.ShortName, g.VersionId, 
g.granuleId, t.tiles<br /><br />Make 
sure there are no rows return<br /><br 
/>e.<br />select g.ShortName, 
g.VersionId, g.granuleId, 
g.IsOrderOnly, g.Publishtime, t.tiles, 
t.insertTime<br />from AmGranule g, 
DlGranuleTiles t<br />where 
g.GranuleId = t.granuleId<br />and 
g.GranuleId = &lt;GranuleId in step 
d&gt;<br />group by g.ShortName, 
g.VersionId, g.granuleId, t.tiles<br 
/><br />Make sure there are rows 
return and IsOrderOnly is null and 
PublishTime is not null.<br /><br />f. 
to do later 

5 <i>545 V-2</i>  #comment 
6 Verify that DlGranuleTiles contains the list of tiles for each granule and 

correctly records the tiling levels used. 
To check tiling level using sql 
command below.<br />select 
ShortName, VersionId, 
convert(varchar(12), t.granuleId) 
't.granuleId', t.gridLevel, 
t.insertTime<br />from AmCollection 
c, DataPool_DEV02..DlGranuleTiles 
t<br />where ShortName = 
&lt;ShortName&gt;<br />and 
VersionId = &lt;VersionId&gt;<br 
/>and c.GridLevel = t.gridLevel<br 
/>and t.granuleId =&lt;granuleId&gt; 

 

 
 
TEST DATA: 
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Crit 
id 

Crit 
ccr 
no 

Test Data 
Descriptio
n 

Data Type 
Requirements 

Metadata 
Requirement
s 

Volume 
Requirement
s 

Size 
Requirement
s 

Data Location 
Readines
s Status 

545     MOP01ES.004   1 granule   
/sotestdata/DROP_801/DP_81_01/Criteria/545/545_
A 

  

545     TL3O3D.003   1 granule   
/sotestdata/DROP_801/DP_81_01/Criteria/545/545_
B 

  

545     
MOD07_L2.00
5 

  
1 granule with 
fudged 
coordiaties 

  
/sotestdata/DROP_801/DP_81_01/Criteria/545/545_
C 

  

545     AE_Land.002   
1 granule 
using track 0 

  
/sotestdata/DROP_801/DP_81_01/Criteria/545/545_
D 

  

545     AE_Land.002   1 granule   /sotestdata/DROP_801/DP_81_01/Criteria/545/545_E   

545     MOD14.005   
1 granule with 
fudged 
coordiaties 

  /sotestdata/DROP_801/DP_81_01/Criteria/545/545_F   

545     MYD14.005   1 granule   
/sotestdata/DROP_801/DP_81_01/Criteria/545/545_
G 

  

 
EXPECTED RESULTS: 
 

268 CHANGING CLOUD COVER IN DPL (ECS-ECSTC-2679) 

DESCRIPTION: 
 
PRECONDITIONS: 
1) System is up and running (system includes apache, tomcat, database, browser, etc.). 
 
2) Make sure the granules of the updated collection exist in the DlGrCloudCover table in the DPL database and the cloud cover info for the collection is updated 
via DPM GUI. 
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STEPS:   
# Action Expected Result Notes 
1 <i>550 S-1</i>  #comment 
2 [Changing Cloud Cover in DPL] Regression test Criterion 100 in Ticket 

WD_S4_01<br />The test criteria assume a populated Data Pool and 
corresponding Aim inventory.<br />The collections for cloud cover search 
should be marked. 

Using Wisqlite/Aqua Data Studio 
check that 
EcInDb_&lt;MODE&gt;..AmGranules 
has at least 20000 granules whose 
CloudSource attribute in the 
EcInDb_&lt;MODE&gt;..AmCollecti
on table is NOT NULL.<br />Run 
550sq0<br />Ensure that the 
collections cloud cover is configured 
correctly in the DPL Maintenance 
GUI. Refer to<br /><br />  
File:///home/public/EDF_Documents/e
sdtConfig/esdt_configuration_2009_0
7_21.htm<br /><br />Run 550Sq1 and 
save results (resultset1).<br 
/>Manually alter the CC values for the 
collection (making them incorrect). 
For example,<br /><br />    UPDATE 
Datapool_&lt;MODE&gt;..DlGrCloud
Cover<br />    SET CC.cloudCover = 
Gr.VersionId<br />    FROM 
EcInDb_&lt;MODE&gt;..AmGranule 
Gr<br />    INNER JOIN 
Datapool_&lt;MODE&gt;..DlGrCloud
Cover CC<br />    ON 
Gr.GranuleId=CC.granuleId<br />    
INNER JOIN 
EcInDb_&lt;MODE&gt;..AmCollecti
on Col<br />    ON Gr.CollectionId= 
Col.CollectionId<br />    WHERE 
(Col.CollectionId = &lt;id for the 
collection&gt;)<br /><br />NOTE: 
The sql command here has multiple 
table (and) couplings so as to ensure 
that only the right tables and expected 
collections are affected.<br />Run 
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# Action Expected Result Notes 
550sq1 and save results(resultset2) 

3 <i>550 S-2</i>  #comment 
4 i. Prepare a transition input file.<br />ii. Record system states prior to the run 

including a)time prior to running the Transition utility. b) Granule states prior 
to run (save as excel spreadsheet)<br />iii. Run the Cloud Cover 0utility for a 
ESDT.<br />iv. Ensure that the process take less than a second for each 
granule. 

i. Create a file with ShortName and 
Version id for the collection that is 
affected by the change.Refer to 
550template0.<br /><br />ii.<br />    
a. Record the time (with upto seconds 
accuracy)<br />    b. Use the save 
results item of Aqua Data studio to 
save granule-&gt;Collection-
&gt;Cloud cover states prior to run 
(Run 550sq1 and save results)<br 
/><br />iii. 
./EcDlCloudCoverUtilityStart 
&lt;MODE&gt; -operation repopulate 
-Collection 
&lt;ShortName.VersionId&gt; -
recovery no<br /><br />iv. Record the 
end of the transition 

 

5 <i>550 V-1</i>  #comment 
6 Verify that all cloud information is extracted and stored correctly for the 

ESDT 
Run 550sq1 and save the result 
(resultset_end)<br /><br />Compare 
resultset2 to resultset_end there should 
be an obvious change in the 
cloudCover column but no changes in 
any other columns.<br /><br 
/>Compare resultset1 to resulset_end. 
They should be equal (this assumes 
that the initial state for the mode was 
correct). Resolve discrepancies by 
checking the metadata files for the 
respective granules.<br /><br 
/>Perform all the step again replacing 
step s2 iii with<br /><br 
/>./EcDlCloudCoverUtilityStart 
&lt;MODE&gt; -operation correct -
Collection 
&lt;ShortName.VersionId&gt; -
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# Action Expected Result Notes 
recovery no 

7 <i>550sq0<br /><br />SELECT Gr.ShortName, Gr.VersionId, 
COUNT(*)<br />FROM EcInDb_&lt;MODE&gt;..AmGranule Gr<br 
/>INNER JOIN Datapool_&lt;MODE&gt;..DlGrCloudCover CC<br />ON 
Gr.GranuleId=CC.granuleId<br />WHERE (CCr.cloudCover IS NOT 
NULL)<br />GROUP BY Gr.ShortName, Gr.VersionId</i> 

 #comment 

8 <i>550sq1<br /><br />SELECT Gr.GranuleId, Gr.ShortName, Gr.VersionId, 
Col.CollectionId, CC.cloudCover<br />FROM 
EcInDb_&lt;MODE&gt;..AmGranule Gr<br />INNER JOIN 
Datapool_&lt;MODE&gt;..DlGrCloudCover CC<br />ON 
Gr.GranuleId=CC.granuleId<br />INNER JOIN 
EcInDb_&lt;MODE&gt;..AmCollection Col<br />ON Gr.CollectionId= 
Col.CollectionId<br />WHERE 
Col.Collection=&lt;CollectionID_of_chosen_collection&gt;</i> 

 #comment 

9 <i>550template0<br />--<br />--EcDlCloudCoverTransition.txt<br />--An 
example of a cloud cover transition input file<br />--<br />--Note that the 
cloud cover source information has to have configured in the DPL Maintence 
GUI<br />SHORT_NAME = &lt;collection short name&gt;<br />VERSION 
= &lt;collection version name&gt;<br />END_COLLECTION<br />--The 
previous line must end every collection block<br />--This file may contain 
multiple collection blocks</i> 

 #comment 

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

                  

 
EXPECTED RESULTS: 
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269 RUN ACVU PROVIDING A FILE WITH A LIST OF GRANULEIDS WITHOUT THE -CALCULATE 
OPTION (ECS-ECSTC-2680) 

DESCRIPTION: 
 
PRECONDITIONS: 
System is transitioned to 8.1 
 
STEPS:   
# Action Expected Result Notes 
1 <i>560 S-1</i>  #comment 
2 [Run ACVU providing a file with a list of GranuleIds without the -calculate 

option] 
  

3 Choose a list of GranuleIds that span all the possible checksum status and 
checksum verification time combinations. 

1. The legal combinations for 
ArchiveChecksumStatus and 
ArchiveChecksumLastVerified are: 
('N', NULL), ('N', NOT NULL), ('P', 
NOT NULL), and ('F', NOT 
NULL).<br /><br />2. Obtain at least 
2 granules whose checksum status and 
checksum verification time are ('N', 
NULL)<br /><br />SELECT 
GranuleId from AmDataFile<br 
/>WHERE ArchiveChecksumStatus = 
'N'<br />AND 
ArchiveChecksumLastVerified IS 
NULL<br />LIMIT 2<br /><br />3. 
Obtain at least 2 granules whose 
checksum status and checksum 
verification time are ('N', NOT 
NULL)<br /><br />SELECT 
GranuleId from AmDataFile<br 
/>WHERE ArchiveChecksumStatus = 
'N'<br />AND ChecksumLastVerified 
IS NOT NULL<br />LIMIT 2<br 
/><br />4. Obtain at least 2 granules 
whose checksum status and checksum 
verification time are ('P', NOT 
NULL)<br /><br />SELECT 
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# Action Expected Result Notes 
GranuleId from AmDataFile<br 
/>WHERE ArchiveChecksumStatus = 
'P'<br />AND ChecksumLastVerified 
IS NOT NULL<br />LIMIT 2<br 
/><br />5. Obtain at least 2 granules 
whose checksum status and checksum 
verification time are ('F', NOT 
NULL)<br /><br />SELECT 
GranuleId from AmDataFile<br 
/>WHERE ArchiveChecksumStatus = 
'F'<br />AND ChecksumLastVerified 
IS NOT NULL<br />LIMIT 2<br 
/><br />6. For all the GranuleIds 
above with a NOT NULL verification 
time, ensure that the verification time 
is at least one day older than the test 
date.<br /><br />UPDATE 
AmDataFile<br />SET 
ArchiveChecksumLastVerified = 
now()::timestamp - '1 day'::interval<br 
/>WHERE GranuleId in (g3, g4, 
g5)<br /><br />7. Log in to x4oml01 
as cmshared<br /><br />8. Save all the 
GranuleIds above in a text file 
granuleids.txt<br /><br />9. Record 
the system time (@testTime) 

4 Run ACVU, specifying a file of GranuleIds and days since last checksum 
without the -calculate option. 

Execute the following command line: 
/usr/ecs/&lt;MODE&gt;/CUSTOM/uti
lities/EcDsACVU.pl &lt;MODE&gt; -
days 1 -file /path/to/file/granuleids.txt 

 

5 <i>560 V-1</i>  #comment 
6 Verify the last checksum time of the appropriate granules were updated. SELECT GranuleId, 

ArchiveChecksumLastVerified<br 
/>FROM AmDataFile<br />WHERE 
GranuleId in (g3, g4, g5)<br /><br 
/>Verify that for GranuleIds g3, g4, g5 
their ArchiveChecksumLastVerified 
were updated. 

 



 

814 
 

# Action Expected Result Notes 
7 <i>560 V-2</i>  #comment 
8 Verify that none of the GranuleIds with NULL last checksum times were 

updated. 
SELECT GranuleId, 
ArchiveChecksumLastVerified<br 
/>FROM AmDataFile<br />WHERE 
GranuleId IN (g2)<br /><br />Verify 
that for granules g2 
ArchiveChecksumLastVerified remain 
NULL. 

 

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

670 08-0517 None None None None None None   

 
EXPECTED RESULTS: 
 

270 RUN ACVU AGAINST THE ARCHIVE PROVIDING TAPE IDS WITH EXAMINATION OF LOG 
(ECS-ECSTC-2681) 

DESCRIPTION: 
 
PRECONDITIONS: 
System is transitioned to 8.1 
 
STEPS:   
# Action Expected Result Notes 
1 <i>575 S-1</i>  #comment 
2 [Run ACVU against the archive providing tape ids with examination of 

log]<br />Select two on-line and one off-line tape ids to verify the checksums 
of the granules on the tapes. 

1. Log in to x4spl01 as cmshared.<br 
/><br />2. Execute the following 
command line:<br /><br 
/>/usr/ecs/&lt;MODE&gt;/CUSTOM/
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# Action Expected Result Notes 
utilities/ EcMgInitialize.pl -m 
&lt;MODE&gt; -report<br /><br />3. 
A list of tape Ids for this 
&lt;MODE&gt; is displayed on 
stdout.<br /><br />Or use grep 
command to search:<br /><br />grep 
&quot;Identified media&quot; 
EcMgInitialize.log<br /><br />4. To 
determine which tapeIds are offline 
(unavailable) or online (available):<br 
/>    a. log in to x4hel01 as 
cmshared.<br />    b. Execute the 
following command line:<br />        
/home/labuser/joel/scripts/qsclient_test
.pl &lt;MODE&gt; &lt;tapeId&gt;<br 
/>    where tapeId is any Ids in the list 
obtained in step 2 above.<br />    c. 
Repeat step b for all tapeIds.<br /><br 
/>5. Let IdOn1, IdOn2, IdOff denote 2 
online tapeIds and 1 offline tapeId. 

3 <i>575 S-2</i>  #comment 
4 Perform a listing of each tape and extract the file names. For each tapeId , perform the 

following:<br /><br />    1. run the 
script: 
/home/djaffe/ncr8047712/tapeList.pl 
&lt;tapeId&gt;<br /><br />    2. the 
listing of files for this tapeId is in the 
current directory ($pwd) and named 
&lt;tapeId&gt;_files. 

 

5 <i>575 S-3</i>  #comment 
6 Modify the database checksum values for two files from each media id found 

in step S-610-2. For two other files from each media id set the last 
verification time to null. Finally for two files from each media id not yet 
modified, update the checksum status to &quot;Failed&quot;. 

For tapeIds IdOn1, IdOn2 and IdOff, 
do the following:<br /><br />    1. 
From the listing obtained in S-610-2, 
choose 2 files f1, and f2 then run the 
following SQL:<br />        UPDATE 
EcInDb_&lt;MODE&gt;..AmDataFile
<br />        SET Checksum = 
&lt;someInteger&gt;<br />        
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# Action Expected Result Notes 
WHERE InternalFileName IN ( 
&lt;f1&gt;, &lt;f2&gt;)<br /><br />    
2. Choose 2 other files f3, and f4, then 
run the following SQL:<br />        
UPDATE 
EcInDb_&lt;MODE&gt;..AmDataFile
<br />        SET LastChecksumTime = 
NULL<br />        WHERE 
InternalFileName IN ( &lt;f3&gt;, 
&lt;f4&gt;)<br /><br />    3. Choose 2 
other files f5, and f6, then run the 
following SQL:<br />        UPDATE 
EcInDb_&lt;MODE&gt;..AmDataFile
<br />        SET ChecksumStatus = 
'F'<br />        WHERE 
InternalFileName IN ( &lt;f5&gt;, 
&lt;f6&gt;) 

7 <i>575 S-4</i>  #comment 
8 Run ACVU providing the media ids used in step S-610-1 and a 100% 

checksum percentage. 
1. Record the system time (DECLARE 
@testTime DATETIME SET @ 
testTime = select getdate())<br /><br 
/>2. Log in to x4om01 as cmshared<br 
/><br />3. execute the following 
command line:<br />    
/usr/ecs/&lt;MODE&gt;/CUSTOM/uti
lities/EcDsACVU.pl &lt;MODE&gt; - 
verifyOnly -mediaIds &lt;IdOn1&gt; 
&lt; IdOn2&gt; &lt; IdOff&gt; -
percentage 50 

 

9 <i>575 S-5</i>  #comment 
10 Kill the ACVU process before completion and restart it with same 

parameters. 
1. In the terminal windows where the 
ACVU was invoked, type CTRL - C 
to kill the ACVU process.<br /><br 
/>2. restart the ACVU by 
executing:<br />     
/usr/ecs/&lt;MODE&gt;/CUSTOM/uti
lities/EcDsACVU.pl &lt;MODE&gt; - 
verifyOnly -mediaIds &lt;IdOn1&gt; 
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# Action Expected Result Notes 
&lt; IdOn2&gt; &lt; IdOff&gt; -
percentage 50 

11 <i>575 V-1</i>  #comment 
12 Verify that fifty percent of the ECS ids extracted from the listing that were 

not modified have an updated last checksum verification timestamp in the 
AIM database. 

1. Get the total number of files in 
listings obtained in S-610-2: Let that 
number be Ft. The number of 
unmodified files is therefore Ft - 
(6)X3 .<br /><br />2. Get the number 
of files that had their 
LastChecksumTime updated in this 
&lt;MODE&gt;:<br />    DECLARE 
@checksummed INT<br />    SET 
@checksummed = (SELECT 
count(1)<br />    FROM 
EcInDb_&lt;MODE&gt;..AmDataFile
<br />    WHERE LastChecksumTime 
&gt; @testTime)<br /><br />3. Verify 
that @checksummed = (Ft - (6)X3 ) / 
2 

 

13 <i>575 V-2</i>  #comment 
14 Verify that approximately 50% of the files with a modified checksum were 

marked as failed checksum. 
1. Get the number of files with a 
ChecksumStatus value of 'F':<br />    
DECLARE @failed INT<br />    SET 
@failed = (SELECT count(1)<br />       
FROM 
EcInDb_&lt;MODE&gt;..AmDataFile
<br />        WHERE ChecksumStatus 
= 'F'<br />        AND 
InternalFileName IN ( list of 
&lt;f1&gt;, &lt;f2&gt; for tapeIds 
IdOn1, IdOn2 and IdOff , see S-610-3 
))<br /><br />2. Verify that @failed is 
approximately equal to 6/2. 

 

15 <i>575 V-3</i>  #comment 
16 Verify that approximately 50% of the files with last verification time of null 

now have the value filled in with the current time and a checksum status of 
null. 

1. SELECT count(1)<br />FROM 
EcInDb_&lt;MODE&gt;..AmDataFile
<br />WHERE LastChecksumTime IS 
NOT NULL<br />AND 
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# Action Expected Result Notes 
ChechsumStatus IS NULL<br />AND 
( list of &lt;f3&gt;, &lt;f4&gt; for 
tapeIds IdOn1, IdOn2 and IdOff , see 
S-610-3 )<br /><br />2. Verify that 
that the value returned by the query 
above is approximately equal to 6/2. 

17 <i>575 V-4</i>  #comment 
18 Verify that approximately 50% of the files with a checksum status of 

&quot;Failed&quot; have had their checksum status updated to 
&quot;Success&quot; and the last verification time set to the current time. 

1. SELECT count(1)<br />FROM 
EcInDb_&lt;MODE&gt;..AmDataFile
<br />WHERE InternalFileName IN ( 
list of &lt;f5&gt;, &lt;f6&gt; for 
tapeIds IdOn1, IdOn2 and IdOff )<br 
/>AND ChechsumStatus = 'S'<br 
/>AND LastChecksumTime &gt; 
@testTime<br /><br />2. Verify that 
the value returned by the above query 
is approximately equal to 6/2. 

 

19 <i>575 V-5</i>  #comment 
20 Verify that the files that failed checksum are logged as specified in TMP-

DSS-00490. 
1. The files that failed checksum are 
given by the query:<br />    SELECT 
internalFileName<br />    FROM 
EcInDb_&lt;MODE&gt;..AmDataFile
<br />    WHERE ChecksumStatus = 
'F'<br />    AND InternalFileName IN 
( list of &lt;f1&gt;, &lt;f2&gt; for 
tapeIds IdOn1, IdOn2 and IdOff , see 
S-610-3 )<br /><br />2. view the log 
/usr/ecs/&lt;MODE&gt;/CUSTOM/lo
gs/EcDsACVU.log<br /><br />3. 
verify that the follwing information 
are logged:<br />    a. Media ID<br />    
b. Granule ID<br />    c. ESDT 
ShortName and Version ID<br />    d. 
Granule insert time<br />    e. 
Complete file name and path<br />    f. 
Checksum type<br />    g. Computed 
Checksum<br />    h. Checksum value 
in database<br />    i. Last time 
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# Action Expected Result Notes 
checksum was verified 

21 <i>575 V-6</i>  #comment 
22 Verify that a statistical summary is generated in accordance with TMP-DSS-

00500. 
Verify that the ACVU logs the 
following statistical summary 
information:<br />    1. Start and end 
time of run<br />    2. Run input 
parameters<br />    3. Number of files 
checked, organized by ESDT<br />    
4. Number of files that failed 
checksum verification, organized by 
ESDT<br />    5. Percentage of files 
that failed checksum verification 
organized by ESDT<br />    6. Total 
number of files checked across all 
ESDTs<br />    7. Total number of 
files that failed checksum verification 
across all ESDTs<br />    8. 
Percentage of files that failed 
checksum verification across all 
ESDTs. 

 

23 <i>575 V-7</i>  #comment 
24 Verify the process termination and the recovery from checkpoint are noted in 

the ACVU log. 
Verify the process termination and the 
recovery from checkpoint are noted in 
the ACVU log. 

 

 
 
TEST DATA: 
 
 
 

Crit 
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271 PHYSICAL DELETE OF LOGICALLY DELETED AND DFA GRANULES; LAG TIME > 0 (ECS-
ECSTC-2682) 

DESCRIPTION: 
 
PRECONDITIONS: 
System is transitioned to 8.1 
 
STEPS:   
# Action Expected Result Notes 
1 <i>600 S-1</i>  #comment 
2 [Physical delete of logically deleted and DFA granules; lag time &gt; 0]<br 

/>Note: this criteria was derived from Criterion 1160 in Ticket DS_7E_01<br 
/><br />Determine a &quot;lag time&quot; to be used for the test (for 
example, you may decide to only delete granules marked for deletion more 
than 3 days ago).<br /><br />Ensure the follow granule cases are present in 
the Inventory Catalog:<br />    1. At least 2 multi-file granules marked for 
deletion before the current day minus the lag time, these granules should have 
no associations to Browse, QA, or PH<br />    2. At least 2 single-file 
granules marked for deletion before the current day minus the lag time<br />    
3. At least 2 multi-file granules marked as DFA before the current day minus 
the lag time<br />    4. At least 2 single-file granules marked as DFA before 
the current day minus the lag time and which contain associations to Browse, 
QA, and PH granules.<br />    5. At least 2 granules with an associated 
browse that was also marked for deletion before the current day minus the lag 
time<br />    6. At least 2 granules with associated QA and PH that were all 
marked for deletion before the current day minus the lag time<br />    7. At 
least 2 granules marked for deletion before the current day minus the lag time 
and which are the last 2 remaining granules within a Data Pool directory<br 
/>    8. At least 2 granules marked for deletion after the current day minus the 
lag time, these granules should have no associations to Browse, QA, or 
PH<br />    9. At least 2 granules marked for deletion after the current day 
minus the lag time, these granules should have associations to Browse, QA, 
or PH that were also marked for deletion after the current day minus the lag 
time.<br />    10. At least 2 granules marked as DFA after the current day 
minus the lag time.<br />(NOTE: Granules should have been marked for 
deletion or DFA by running the granule deletion service 
(EcDsBulkDelete)).<br /><br />Run the DPL unpublish utility to make sure 
deletion events are processed in the Data Pool.<br /><br />Then use the 

1) Ingest the PDRs listed in the test 
data requirements above, then use the 
query below to find a multiple file 
granules.<br /><br />SELECT 
&quot;SC:&quot;+<br />    
convert(varchar(8),g.ShortName) + 
&quot;.0&quot; +<br />    
convert(char(2), g.VersionId) + 
&quot;:&quot; +<br />    
convert(varchar(10),f.GranuleId)<br 
/>FROM AmGranule g, (SELECT<br 
/>    GranuleId FROM AmDataFile 
GROUP<br />    BY GranuleId 
HAVING count(*) &gt; 1 ) f<br 
/>WHERE g.GranuleId = 
f.GranuleId<br />AND g.ShortName 
= &lt;shortname&gt;<br />AND 
g.VersionId = &lt;versionId&gt;<br 
/>AND g.VersionID &gt; 10<br />    -
------------------------------<br 
/>SC:GLA04.031:254665<br 
/>SC:GLA04.031:255146<br /><br 
/>Save the result in file<br /><br 
/>/usr/ecs/&lt;MODE&gt;/CUSTOM/
utilities/Crit600/SC_PHY_before_date
.geoid<br /><br />2) Ingest PDRs, and 
use the sql command<br /><br 
/>SELECT &quot;SC:&quot;+<br />    
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# Action Expected Result Notes 
EcDsDeletionCleanup utility to remove the granules marked for deletion, 
specifying the lag time determined above (lag time must be greater than 0). 

convert(varchar(8),g.ShortName) + 
&quot;.0&quot; +<br />    
convert(char(2), g.VersionId) + 
&quot;:&quot; +<br />    
convert(varchar(10),f.GranuleId)<br 
/>FROM AmGranule<br />Where 
ShortName = &lt;shortname&gt;<br 
/>And VersionId = 
&lt;versioned&gt;<br />    --------------
------------------<br 
/>SC:MOD14.005:255147<br 
/>SC:MOD14.005:255148<br /><br 
/>Edit the 
SC_PHY_before_date.geoid in step 1 
to add 2 single-file granules above and 
save the file.<br /><br />3) Ingest 
PDRs and use query in step 1 to get 2 
multi-file granules<br />    --------------
-----------------<br 
/>SC:GLA04.031:254669<br 
/>SC:GLA04.031:255150<br /><br 
/>Save the result in file<br /><br 
/>/home/yourUserName/Crit600/600_
03.geoid<br /><br />Open the new 
/usr/ecs/&lt;MODE&gt;/CUSTOM/uti
lities/SC_DFA_before_date.geoid and 
manually add the 2 multi-file granules 
in step 3 to this file and save.<br /><br 
/>4) Ingest PDRs and use query to get 
granules<br /><br />SELECT 
&quot;SC:&quot;+<br />    
convert(varchar(8),g.ShortName) + 
&quot;.00&quot; + convert(char(1), 
g.VersionId) + &quot;:&quot; +<br />   
convert(varchar(10),g.GranuleId) 
'GEOID' ,<br />    
convert(varchar(10), b.BrowseId) 
BrowseId<br />from AmGranule g, 
AmBrowse b, AmBrowseGranuleXref 



 

822 
 

# Action Expected Result Notes 
x<br />where g.GranuleId = 
x.GranuleId<br />and x.BrowseId = 
b.BrowseId<br />and g.ShortName = 
&quot;AE_Land&quot;<br />and 
g.VersionId = 2<br />and 
g.RegistrationTime 
&gt;&quot;todaydate&quot;<br /><br 
/>GEOID BrowseId<br />    ------------
---------------------------- ----------------
<br />SC:AE_Land.002:3002000044 
3002000046<br 
/>SC:AE_Land.002:3002000043 
3002000049<br /><br />SELECT 
&quot;SC:&quot;+<br />    
convert(varchar(8),g.ShortName) + 
&quot;.00&quot; +<br />    
convert(char(1), g.VersionId) + 
&quot;:&quot; +<br />    
convert(varchar(10),g.GranuleId)<br 
/>FROM AmGranule g<br />where 
RegistrationTime &gt; todaydate<br 
/><br />GEOID<br />    -----------------
----------------------<br 
/>SC:AE_Land.002:3002000044<br 
/>SC:AE_Land.002:3002000043<br 
/>SC:PH.001:3002000045<br 
/>SC:QA.001:3002000047<br 
/>SC:QA.001:3002000048<br 
/>SC:PH.001:3002000050<br /><br 
/>Edit the 
SC_DFA_before_date.geoid file to 
add the granules above and save the 
file.<br /><br />5) Ingest PDRs and 
using query below to get granules<br 
/><br />SELECT 
&quot;SC:&quot;+<br />    
convert(varchar(8),g.ShortName) + 
&quot;.00&quot; + convert(char(1), 
g.VersionId) + &quot;:&quot; +<br />   
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# Action Expected Result Notes 
convert(varchar(10),g.GranuleId) 
'GEOID' ,<br />    
convert(varchar(10), b.BrowseId) 
BrowseId<br />from AmGranule g, 
AmBrowse b, AmBrowseGranuleXref 
x<br />where g.GranuleId = 
x.GranuleId<br />and x.BrowseId = 
b.BrowseId<br />and g.ShortName = 
&quot;MOD14&quot;<br />and 
g.VersionId = 5<br />and 
g.RegistrationTime 
&gt;&quot;todaydate&quot;<br /><br 
/>GEOID BrowseId<br />    ------------
-------------------------- ----------------
<br />SC:MOD14.005:3002000044 
3002000046<br 
/>SC:MOD14.005:3002000043 
3002000049<br /><br />Edit the 
SC_PHY_before_date.geoid in step 1 
an 2 to add 2 single-file granules 
above and save the file.<br /><br />6) 
Ingest PDRs and using query below to 
get granules.<br /><br />SELECT 
&quot;SC:&quot;+<br />    
convert(varchar(8),g.ShortName) + 
&quot;.00&quot; +<br />    
convert(char(1), g.VersionId) + 
&quot;:&quot; +<br />    
convert(varchar(10),g.GranuleId)<br 
/>FROM AmGranule g<br />where 
RegistrationTime &gt; todaydate<br 
/><br />GEOID<br />    -----------------
----------------------<br 
/>SC:AE_Land.002:3002000044<br 
/>SC:AE_Land.002:3002000043<br 
/>SC:PH.001:3002000045<br 
/>SC:QA.001:3002000047<br 
/>SC:QA.001:3002000048<br 
/>SC:PH.001:3002000050<br /><br 
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# Action Expected Result Notes 
/>Edit the 
SC_PHY_before_date.geoid in step 1 , 
2 and 5 to add 2 single-file granules 
above and save the file.<br /><br />7) 
Ingest PDRs and using query below to 
get granules<br /><br />SELECT 
&quot;SC:&quot;+<br />    
convert(varchar(8),g.ShortName) +<br 
/>    &quot;.00&quot; + 
convert(char(1), g.VersionId) +<br />    
&quot;:&quot; + 
convert(varchar(10),g.GranuleId)<br 
/>FROM AmGranule g<br />where 
RegistrationTime &gt; todaydate<br 
/><br />Edit the 
SC_PHY_before_date.geoid add 2 
single-file granules above and save the 
file.<br /><br />8) Ingest PDRs and 
using the query below to get 
granules.<br /><br />SELECT 
&quot;SC:&quot;+<br />    
convert(varchar(8),g.ShortName) + 
&quot;.00&quot; +<br />    
convert(char(1), g.VersionId) + 
&quot;:&quot; +<br />    
convert(varchar(10),g.GranuleId)<br 
/>FROM AmGranule g<br />where 
RegistrationTime &gt; todaydate<br 
/><br />Edit the 
/usr/ecs/&lt;MODE&gt;/CUSTOM/uti
lities/ SC_PHY_after_date.geoid add 2 
single-file granules above and save the 
file.<br /><br />9) Ingest Ingest PDRs 
and using the query below to get 
granules.<br /><br />SELECT 
&quot;SC:&quot;+<br />    
convert(varchar(8),g.ShortName) + 
&quot;.00&quot; +<br />    
convert(char(1), g.VersionId) + 
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# Action Expected Result Notes 
&quot;:&quot; +<br />    
convert(varchar(10),g.GranuleId)<br 
/>FROM AmGranule g<br />where 
RegistrationTime &gt; todaydate<br 
/><br />select SC and BR granules<br 
/>SELECT &quot;SC:&quot;+<br />    
convert(varchar(8),g.ShortName) + 
&quot;.00&quot; + convert(char(1), 
g.VersionId) + &quot;:&quot; +<br />   
convert(varchar(10),g.GranuleId) 
'GEOID' ,<br />    
convert(varchar(10), b.BrowseId) 
BrowseId<br />from AmGranule g, 
AmBrowse b, AmBrowseGranuleXref 
x<br />where g.GranuleId = 
x.GranuleId<br />and x.BrowseId = 
b.BrowseId<br />and g.ShortName = 
&quot;AE_Land&quot;<br />and 
g.VersionId = 2<br />and 
g.RegistrationTime 
&gt;&quot;todaydate&quot;<br /><br 
/>Edit the 
/usr/ecs/&lt;MODE&gt;/CUSTOM/uti
lities/SC_PHY_after_date.geoid add 2 
single-file granules above and save the 
file.<br /><br />10) Ingest Ingest 
PDRs and using the query below to 
get granules.<br /><br />SELECT 
&quot;SC:&quot;+<br />    
convert(varchar(8),g.ShortName) + 
&quot;.00&quot; +<br />    
convert(char(1), g.VersionId) + 
&quot;:&quot; +<br />    
convert(varchar(10),g.GranuleId)<br 
/>FROM AmGranule g<br />where 
RegistrationTime &gt; todaydate<br 
/><br />Edit the 
/usr/ecs/&lt;MODE&gt;/CUSTOM/uti
lities/SC_DFA_after_date.geoid add 2 
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# Action Expected Result Notes 
single-file granules above and save the 
file.<br /><br />For future 
verification, use following query to get 
a Volume Group list of the targets 
granules:<br /><br />SELECT 
DISTICT v.VolumeGroupPath<br 
/>FROM DsStVolumeGroup v<br 
/>WHERE v.VersionedDataType = 
(<br />    SELECT convert(varchar(8), 
d.ShortName)<br />        + 
&quot;.0&quot; + convert(char(2), 
d.VersionID)<br />    FROM 
DsMdDeletedGranules d<br />    
WHERE d.GranuleID IN 
(&lt;GranuleId1&gt;, 
&lt;GranuleId2&gt; ...))<br />GROUP 
BY v.VolumeGroupId<br /><br 
/>With the GranuleIds taken from file 
SC_PHY_before_date.geoid.<br /><br 
/>Save query results in 
/usr/ecs/&lt;MODE&gt;/CUSTOM/uti
lities/phy.VG<br /><br />SELECT 
DISTICT v.VolumeGroupPath<br 
/>FROM DsStVolumeGroup v<br 
/>WHERE v.VersionedDataType = 
(<br />    SELECT convert(varchar(8), 
d.ShortName)<br />        + 
&quot;.0&quot; + convert(char(2), 
d.VersionID)<br />    FROM 
DsMdDeletedGranules d<br />    
WHERE d.GranuleID IN 
(&lt;GranuleId1&gt;, 
&lt;GranuleId2&gt; ...))<br />GROUP 
BY v.VolumeGroupId<br /><br 
/>With the GranuleIds taken from file 
SC_DFA_before_date.geoid.<br /><br 
/>Save query results in 
/usr/ecs/&lt;MODE&gt;/CUSTOM/uti
lities/dfa.VG<br /><br />Using the 
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# Action Expected Result Notes 
EcDs BulkDelete.pl to<br />    -
physical and DFA delete<br /><br 
/>SC_PHY_before_date.geoid and<br 
/>SC_DFA_before_date.geoid<br 
/><br />Run the 
EcDlUnpublishStart.pl utility<br 
/>Run the EcDsDeletionCleanup.pl 
script.<br 
/>EcDsDeletionCleanup.pl<br />Enter 
Sybase SQL Server Name: 
f4dbl03_srvr<br />Enter AIM's 
database name: 
EcInDb_&lt;MODE&gt;<br />Enter 
Sybase User Name 
&lt;password&gt;<br />.......<br 
/>Enter Log File name [Enter for 
default]: hit enter key for default log. 

3 <i>600 S-2</i>  #comment 
4 Specify a valid log file name when prompted by the utility to do so. /usr/ecs/&lt;MODE&gt;/CUSTOM/lo

gs/EcDsDeletionCleanup.log 
 

5 <i>600 V-1</i>  #comment 
6 Verify that the granule deletion utility displays the number of granules to be 

physically deleted, and prompts the operator to confirm the physical deletion. 
Check that number of granules for 
each data type in files<br /><br 
/>SC_PHY_before_date.geoid<br 
/>SC_DFA_before_date.geoid<br 
/><br 
/>Assoc_PHY_before_date.geoid are 
displayed.<br /><br />Check the 
EcDsDeleteCleanup.pl utility prompts 
for the operator to confirm to delete 
granules &quot;Do you CONFIRM to 
delete the listed granules? 
[y/n]&quot;. 

 

7 <i>600 V-2</i>  #comment 
8 Verify that the utility processes the lag time correctly, i.e. that it physically 

deletes the granules that were marked for deletion before the current day 
minus the lag time days, and does not physically delete granules that were 
marked for deletion within the lag time days. 

After the physical deletion 
successfully completed, check the 
DsMdDeletedGranules table with 
flowing queries below.<br /><br 
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# Action Expected Result Notes 
/>Verify that granules have been 
removed from DsMdDeletedGranules 
if they were marked earlier than 
&lt;current day - lag-1&gt; using:<br 
/><br />SELECT count(*)<br 
/>FROM DsMdDeletedGranules<br 
/>WHERE transactionTime &lt;=<br 
/>&lt;mm/dd-lag-1/yyyy 
hh:mm:ss&gt;<br /><br />The query 
should return 0, meaning that the 
targets in SC_PHY_before_date.geoid 
and SC_DFA_before_date.geoid have 
been physically deleted.<br /><br 
/>Verify that logically deleted 
granules after &lt;current day - lag-
1&gt; all remain at the state of 
deletion or DFAed:<br /><br 
/>SELECT &quot;SC:&quot;+ 
convert(varchar(8),ShortName)<br />    
+ &quot;.0&quot; + convert(char(2), 
VersionID)<br />    + &quot;:&quot; + 
convert(varchar(10),GranuleID)<br 
/>FROM DsMdDeletedGranules<br 
/>WHERE transactionTime &gt; 
&lt;today - lag-1&gt;<br /><br />The 
query resuts should include all targets 
in SC_PHY_after_date.geoid. 

9 <i>600 V-3</i>  #comment 
10 Verify that for each science granule that was marked for deletion before the 

current day minus the lag time, all inventory entries for that granule are 
removed from the AIM db, the XML file for the granule is removed from the 
XML archive, all data files for the granule are removed from the science file 
archive, including all data files for multi-file granules, all data files and 
metadata files are removed from the Data Pool, and for directories that 
became empty as a result of the granule deletions were removed. 

After the deletion completed 
successfully, verify that for each 
science granule that was marked for 
deletion in 
SC_PHY_before_date.geoid (whose 
deleteEffectiveDate is less than today-
lag-1) were physically deleted.<br 
/><br />Note: Queries below are 
expected to return 0 row(s). 
GranuleIds and 2 multifile GranuleIds 
are all taken from 
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# Action Expected Result Notes 
SC_PHY_before_date.geoid.<br /><br 
/>Verify that inventory entries are 
removed from the AIM DB 
(DsMdStagingTable,DsMdUndeleted
Granules,DsMdDeletedGranules,DsSt
PendingDelete,DsMdPendingDeleteX
MLFile)k using queries:<br /><br 
/>1)<br />    SELECT count(*)<br />    
FROM DsMdStagingTable a, 
AmGranule b<br />    WHERE 
a.GranuleId = b.GranuleId<br />    
AND b.GranuleId IN 
(SC_PHY_before_date.geoid)<br 
/><br />2)<br />    SELECT 
count(*)<br />    FROM 
DsMdUndeletedGranules<br />    
WHERE GranuleID IN 
(SC_PHY_before_date.geoid)<br 
/><br />3)<br />    SELECT 
count(*)<br />    FROM 
DsMdDeletedGranules<br />    
WHERE GranuleID IN 
(SC_PHY_before_date.geoid)<br 
/>4)<br />    SELECT count(*)<br />    
FROM 
DsMdPendingDeleteXMLFile<br />    
WHERE GranuleID IN 
(SC_PHY_before_date.geoid)<br 
/><br />Verify that XML database 
entries have been cleaned up using 
query:<br /><br />SELECT 
count(*)<br />FROM 
AmMetadataFile<br />WHERE 
GranuleId IN 
(SC_PHY_before_date.geoid)<br 
/><br />Verifiy the SC database 
entries has been cleaned up as 
well:<br /><br />SELECT 
count(*)<br />FROM AmDataFile<br 
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# Action Expected Result Notes 
/>WHERE GranuleId IN 
(&lt;GranuleId1&gt;, 
&lt;GranuleId2&gt;, 
...,&lt;GranuleIdn&gt;)<br /><br 
/>Verify that all science data files are 
removed from the science file 
archive:<br />    -- Open log file 
Cleanup.log<br />    -- Check the 
filesand paths deleted<br />    -- Use 
unix command ls and try to list the 
files<br />    -- Expect a &quot;No 
such file or directory&quot; error 

11 <i>600 V-4</i>  #comment 
12 Verify, for each Browse, PH, or QA granule marked for deletion before the 

current day minus the lag time, that all inventory entries for that granule are 
removed from the AIM db, all data files for the granule are removed from the 
science file archive, and that all data files and metadata files are removed 
from the Data Pool. 

Identiy the Associated Browse, PH or 
QA granules marked for deletion 
before the current day minus the lag 
time in step 4, 5, and 6 in S1.<br /><br 
/>Query below are expected to return 
0 row(s).<br /><br />Verify that 
inventory entries are removed from 
the AIM db 
(DsMdStagingTable,DsMdUndeleted
Granules,DsMdDeletedGranules,DsSt
PendingDelete,DsMdPendingDeleteX
MLFile) using queries:<br /><br 
/>1)<br />    SELECT count(*)<br />    
FROM DsMdStagingTable a,<br />    
AmGranule b<br />    WHERE 
a.GranuleId = b.GranuleId<br />    
AND b.GranuleId IN (step 4, 5, and 6 
in S1)<br />2)<br />    SELECT 
count(*)<br />    FROM 
DsMdUndeletedGranules<br />    
WHERE GranuleID IN (step 4, 5, and 
6 in S1)<br />3)<br />    SELECT 
count(*)<br />    FROM 
DsMdDeletedGranules<br />    
WHERE GranuleID IN (step 4, 5, and 
6 in S1)<br />4)<br />    SELECT 
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# Action Expected Result Notes 
count(*)<br />    FROM 
DsMdPendingDeleteXMLFile<br />    
WHERE GranuleID IN 
(&lt;GranuleId1&gt;, 
&lt;GranuleId2&gt;, 
...,&lt;GranuleIdn&gt;)<br /><br 
/>Verify that XML database entries 
have been cleaned up using query:<br 
/><br />SELECT count(*)<br 
/>FROM AmMetadataFile<br 
/>WHERE GranuleId IN 
(&lt;GranuleId1&gt;, 
&lt;GranuleId2&gt;, 
...,&lt;GranuleIdn&gt;)<br /><br 
/>Verifiy the database file entries has 
been cleaned up as well:<br /><br 
/>SELECT count(*)<br />FROM 
AmDataFile<br />WHERE GranuleId 
IN (&lt;GranuleId1&gt;, 
&lt;GranuleId2&gt;, 
...,&lt;GranuleIdn&gt;)<br /><br 
/>SELECT count(*)<br />FROM 
AmBrowseDataFile<br />WHERE 
GranuleId IN (&lt;GranuleId1&gt;, 
&lt;GranuleId2&gt;, 
...,&lt;GranuleIdn&gt;)<br /><br 
/>SELECT count(*)<br />FROM 
AmDataFile<br />WHERE GranuleId 
IN (&lt;GranuleId1&gt;, 
&lt;GranuleId2&gt;, 
...,&lt;GranuleIdn&gt;)<br /><br 
/>SELECT count(*)<br />FROM 
AmDataFile<br />WHERE GranuleId 
IN (&lt;GranuleId1&gt;, 
&lt;GranuleId2&gt;, 
...,&lt;GranuleIdn&gt;)<br /><br 
/>Verify that all data files are removed 
from the science file archive:<br />    -
- Open log file Cleanup.log<br />    -- 
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# Action Expected Result Notes 
Check the filesand paths deleted<br />   
-- Use unix command ls and try to list 
the files<br />    -- Expect a &quot;No 
such file or directory&quot; error<br 
/><br />Go to the Archive and 
DataPool directories.<br />Make sure 
all files are removed. 

13 <i>600 V-5</i>  #comment 
14 Verify that for each science granule that was marked as DFA before the 

current day minus the lag time, all data files for the granule are removed from 
the science file archive, including all data files for multifile granules, all data 
files and metadata files are removed from the Data Pool, but the inventory 
entries for the granule in the AIM database and the XML file for the granule 
are not removed. 

After the deletion completes 
successfully, verify that granules in 
SC_DFA_before_date.geoid were 
deleted from archive ONLY.<br /><br 
/>Note 0: Queries below must return 
non-zero count that is greater or equal 
to the number of granules in 
SC_DFA_before_date.geoid<br /><br 
/>Note1: GranuleIds are all taken from 
file<br /><br 
/>SC_DFA_before_date.geoid<br 
/><br />Note2: At least 2 multifile 
geoids are in 
SC_DFA_before_date.geoid<br /><br 
/>Verify that inventory entries are 
NOT removed from the AIM db:<br 
/><br />1)<br />    SELECT 
count(*)<br />    FROM 
AmGranule<br />    WHERE 
GranuleId IN (&lt;GranuleId1&gt;, 
&lt;GranuleId2&gt;, 
...,&lt;Grami;ed&gt;)<br /><br 
/>Verify that XML database entries 
have NOT been cleaned up using 
query:<br /><br />SELECT 
count(*)<br />FROM 
DsMdXMLFile<br />WHERE 
GranuleId IN (&lt;GranuleId1&gt;, 
&lt;GranuleId2&gt;, 
...,&lt;GranuleIdn&gt;)<br /><br 
/>Verifiy the science data files entries 
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# Action Expected Result Notes 
have been cleaned:<br /><br 
/>SELECT count(*)<br />FROM 
AmDataFile<br />WHERE GranuleId 
IN (&lt;GranuleId1&gt;, 
&lt;GranuleId2&gt;, 
...,&lt;GranuleIdn&gt;)<br /><br 
/>Verify that all science data files are 
removed from the science file 
archive:<br />    -- Open log file 
Cleanup.log<br />    -- Check the 
filesand paths deleted<br />    -- Use 
unix command ls and try to list the 
files<br />    -- Expect a &quot;No 
such file or directory&quot; error 

15 <i>600 V-6</i>  #comment 
16 Verify, for each Browse, PH, or QA granule associated with a science granule 

that was marked as DFA before the current day minus the lag time, that the 
data files for the granule are not removed from the science file archive, and 
the inventory entries for that granule are not removed from the AIM db. 

Get the GranuleIds in step 4 for each 
Browse, PH, or QA granule associated 
with a science that was marked as 
DFA are not removed from 
database.<br /><br />select 
g.ShortName, g.VersionId, 
convert(varchar(10), g.GranuleId) 
granuleId, g.IsOrderOnly,<br 
/>convert(varchar(10), b.BrowseId) 
BrowseId<br />from AmGranule g, 
AmBrowseDataFile b, 
AmBrowseGranuleXref x<br />where 
g.GranuleId = x.GranuleId<br />and 
x.BrowseId = b.BrowseId<br />and 
b.BrowseId = &lt;browseId&gt;<br 
/><br />QA<br /><br />select 
g.ShortName, g.VersionId, 
convert(varchar(10), g.GranuleId) 
granuleId, g.IsOrderOnly 
'g.IsOrderOnly',<br 
/>convert(varchar(10), f.GranuleId) 
'f.GranuleId', convert(varchar(30), 
f.DirectoryPath) DirectoryPath,<br 
/>f.OnlineFileName<br />from 
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# Action Expected Result Notes 
AmGranule g, AmQaGranuleXref x, 
AmDataFile f<br />where g.GranuleId 
= x.ScienceId<br />and x.QaId = 
f.GranuleId<br />and f.GranuleId = 
&lt;granuleid&gt;<br /><br />PH<br 
/><br />select g.ShortName, 
g.VersionId, convert(varchar(10), 
g.GranuleId) granuleId, g.IsOrderOnly 
'g.IsOrderOnly',<br 
/>convert(varchar(10), f.GranuleId) 
'f.GranuleId', convert(varchar(30), 
f.DirectoryPath) DirectoryPath,<br 
/>f.OnlineFileName<br />from 
AmGranule g, AmPhGranuleXref x, 
AmDataFile f<br />where g.GranuleId 
= x.ScienceId<br />and x.PhId = 
f.GranuleId<br />and f.GranuleId = 
&lt;granuleid&gt;<br /><br />Then 
use the Unix ls command to verify that 
the data files are not removed from the 
file system. 

17 <i>600 V-7</i>  #comment 
18 Verify that the utility uses the appropriate volume group history set when 

removing files from the science file archive. 
Go to the log directory and open the 
EcDsDeletionCleanup.log to verify 
that all files removed are taken from a 
correct VolumeGroupPath by 
comparing the volume group path use 
in the DPL GUI/VolumeGroup 

 

19 <i>600 V-8</i>  #comment 
20 Verify that the utility prompts the operator to specify a log file name. Verify EcDsDeleteionCleanup.pl 

utilitiy prompted the operator to 
specify a log file.<br />Enter Log File 
name [Enter for default]: 
/home/hdinh/AIM/EcDsDeletionClean
up.log 

 

21 <i>600 V-9</i>  #comment 
22 Verify that the utility logs, in the specified log file, all information required in 

requirement S-DSS-03670 for all science granules that are physically deleted. 
Verify the start time and end time for 
the process have been logged.<br 
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# Action Expected Result Notes 
/>Verify UNIX ID for the process has 
been logged<br />For each deleted 
granule, verify if its granule ID, 
ShortName and VersionId have been 
logged 

23 <i>600 V-10</i>  #comment 
24 Verify that the utility logs, in the specified log file, all information required in 

requirement S-DSS-03680 for all non-science granules that are physically 
deleted. 

Verify the start time and end time for 
the process have been logged.<br 
/><br />Verify UNIX ID for the 
process has been logged.<br /><br 
/>For each non-granule, verify if its 
granule ID, (Browse, QA, PH) have 
been logged.<br /><br />Index 
VersionedDataType VolumeGroupId 
VolumeGroupPath filecount<br />0: 
Browse.001 1051 
/stornext/snfs1/DEV01/Browse/ 1<br 
/>1: MOD29P1D.005 1191 
/stornext/snfs1/DEV01/MODIS/ 1 

 

 
 
TEST DATA: 
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Cri
t id 

Cri
t 
ccr 
no 

Test Data 
Descriptio
n 

Data Type 
Requirements 

Metadata 
Requirement
s 

Volume 
Requirement
s 

Size 
Requirement
s 

Data Location 
Readines
s Status 

600     GLA04.031   2 granules   /sotestdata/DROP_801/DP_81_01/Criteria/600/600_1   

600     MOD14.005   2 granules   /sotestdata/DROP_801/DP_81_01/Criteria/600/600_2   

600     GLA04.031   2 granules   /sotestdata/DROP_801/DP_81_01/Criteria/600/600_3   

600     

AE_Land.002 
 
Browse.001 
 
PH.001 
 
QA.001 

  

2 granules 
 
2 Browse 
 
2 PH 
 
2 QA 

  /sotestdata/DROP_801/DP_81_01/Criteria/600/600_4   

600     
MOD14.005 
 
Browse.001 

  
2 granules 
 
2 Browse 

  /sotestdata/DROP_801/DP_81_01/Criteria/600/600_5    

600     

AE_Land.002 
 
PH.001 
 
QA.001 

  

2 granules 
 
1 PH 
 
1 QA  

  /sotestdata/DROP_801/DP_81_01/Criteria/600/600_6    

600     
ACR3L2SC.001
  

  2 granules    /sotestdata/DROP_801/DP_81_01/Criteria/600/600_7    

600     MYD14.005   2 granules   /sotestdata/DROP_801/DP_81_01/Criteria/600/600_8   

600     

AE_Land.002 
 
Browse.001 
 
PH.001 
 
QA.001  

  

2 granules 
 
2 Browse 
 
2 PH 
 
2 QA 

  /sotestdata/DROP_801/DP_81_01/Criteria/600/600_9    

600     MOD14.005   2 granules   
/sotestdata/DROP_801/DP_81_01/Criteria/600/600_1
0 
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EXPECTED RESULTS: 
 

272 GRANULE DELETION / DPL MOVE COLLECTION DEPENDENCIES (ECS-ECSTC-2683) 

DESCRIPTION: 
 
PRECONDITIONS: 
System is transitioned to 8.1 
 
STEPS:   
# Action Expected Result Notes 
1 <i>610 S-1</i>  #comment 
2 [Granule Deletion / DPL Move Collection dependencies] Run the AIM 

GranuleDeletion utility to mark at least 1 granule as deleted. 
The EcDlMoveCollection.pl should be 
in f4dpl01 box and the 
EcDsBulkDelete is f4oml01 box 

 

3 <i>610 S-2</i>  #comment 
4 Make sure the DPL Move Collection utility and the AIM Granule Deletion 

Utility are deployed to different hosts. 
Delete 1 granule logical delete.  

5 <i>610 S-3</i>  #comment 
6 Lock a table used by the DPL Move Collection utility, Start the DPL Move 

Collection utility and verify that the utility is running, attempt to run the 
Granule Deletion Utility used for physically deleting granules 
(EcDsDeletionCleanup). 

Run<br /><br 
/>EcDlMoveCollection.pl 
&lt;MODE&gt; -shortname 
[shortname] -versionid [version] -
sourcefs FSold -targetfs FSnew -
verbose<br /><br />(FSold is the 
fileSystemLabel in AmCollection.)<br 
/><br />Run the 
EcDsDeletionCleanup.pl script. 

 

7 <i>610 V-1</i>  #comment 
8 Verify the DPL Move Collection utility is still running ps -ef | grep EcDlMoveCollection  
9 <i>610 V-2</i>  #comment 
10 Verify that the GranuleDeletion (EcDsDeletionCleanup) utility failed with an 

appropriate message 
Verify the GranuleDeletion 
(EcDsDeletionCleanup) utility failed 
with an appropriate message. Or open 
the EcDsDeletionCleanup.log to see 
the error messege. 
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TEST DATA: 
 
 
 

Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

    Tester’s Choice             

 
EXPECTED RESULTS: 
 

273 GRANULE DELETION SKIPPING PUBLIC / ON ORDER GRANULES (ECS-ECSTC-2684) 

DESCRIPTION: 
 
PRECONDITIONS: 
System is transitioned to 8.1 
 
STEPS:   
# Action Expected Result Notes 
1 <i>620 S-1</i>  #comment 
2 <i>Document Reference: S1</i>  #comment 
3 [Granule Deletion skipping public / on order granules].<br /><br />Ensure 

the following granule cases are present in the Inventory Catalog:<br />    a. 
Logically delete at least 2 granules that are members of the public Data 
Pool.<br />    b. Logically delete at least 2 granules that are included in a 
OMS &quot;pull&quot; order in which the expiration time has not expired 
and that are members of the hidden Data Pool.<br />    c. Logically delete at 
least 1 granule that is included in an active OMS request and that is a member 
of the hidden Data Pool (it may be necessary to pause this request so that it 
doesn't complete prior to the end of the test).<br />    d. Logically delete at 
least 2 granules that are not part of a current OMS order, not part of a non-
expired pull order, and not in the public Data Pool.<br /><br />Make sure the 
DPL un-publish utility is not running so the public granules remain public. 

Ingest all PDRs in the test requirement 
above.<br />Run EcDsBulkDelete 
script in S1.<br />    a. Use BulkDelete 
logically delete 2 granules in step 
a.<br />    b. Logically delete 2 
granules in step b and submit one Pull 
order.<br /><br />SELECT *<br 
/>FROM 
DlGranuleExpirationPriority<br 
/>WHERE granuleId IN 
(&lt;granuleId in b&gt;)<br /><br 
/>To make sure granules in hidden and 
granules in hidden.<br /><br />    c. 
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# Action Expected Result Notes 
Run unpublish utility 1 granule in step 
c and submit one ftppush request. 
Using the OMS GUI to suspend this 
request.<br />    d. Run unpublish 
utility granules in step d. Logically 
delete 2 granules in step d.<br /><br 
/>Run unpublish utility 2 granules<br 
/>EcDlUnpublishStart.pl -mode 
&lt;MODE&gt; -file 
&lt;inputfile&gt;<br /><br />SELECT 
*<br />FROM 
DlGranuleExpirationPriority<br 
/>WHERE granuleId IN 
(&lt;granuleId in d&gt;)<br /><br />| 
S1 | granuleId | delEff | DFA | Public | 
Order |<br />| a  |           | Y      | N   | Y   
| N     |<br />| a  |           | Y      | N   | Y    
| N     |<br />| b  |           | Y      | N   | N    
| Y     |<br />| b  |           | Y      | N   | N    
| Y     |<br />| c  |           | Y      | N   | N    
| Y     |<br />| c  |           | Y      | N   | N    
| Y     |<br />| d  |           | Y      |     | N      
| N     |<br />| d  |           | Y      |     | N      
| N     |<br /><br 
/>EcDlUnpublishStop.pl -mode 
&lt;MODE&gt; 

4 <i>620 S-2</i>  #comment 
5 Run the Granule Deletion utility to physically delete granules (using a lag 

time that will cause the utility to try to delete all the granules that were 
logically deleted in step 1). 

Run EcDsDeletionClean.pl  

6 <i>620 V-1</i>  #comment 
7 Verify that the granules in cases a, b, and c were not deleted and that granules 

in case d are deleted. 
Verify that the granules in case a, b, 
and c were not deleted and that 
granules in case d are deleted.<br 
/><br />SELECT ShortName, 
VersionId, convert(varchar(10), 
GranuleId) GranuleId, IsOrderOnly, 
PublishTime<br />FROM 
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# Action Expected Result Notes 
AmGranule<br />WHERE GranuleId 
IN (GranuleId in case a, b, and c)<br 
/><br />Make sure there are rows 
return but not for the granule in case d. 

8 <i>620 V-2</i>  #comment 
9 Verify the Granule Deletion utility logged an appropriate message for each 

granule skipped. 
Make sure the Granule Deletion utility 
logged appropriate message message 
for each granule skipped a, b, and c. 

 

 
 
TEST DATA: 
 
 
 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

620 
S-
1.a 

  MOD14.005   2 granules   /sotestdata/DROP_801/DP_81_01/Criteria/620/620_A   

620 
S-
1.b 

  MOD14.005   2 granules   /sotestdata/DROP_801/DP_81_01/Criteria/620/620_B   

620 
S-
1.c 

  MOD14.005   1 granule   /sotestdata/DROP_801/DP_81_01/Criteria/620/620_C   

620 
S-
1.d 

  MOD14.005   2 granules   /sotestdata/DROP_801/DP_81_01/Criteria/620/620_D   

 
EXPECTED RESULTS: 
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274 GRANULE DELETION SUBSEQUENT PROCESSING OF SKIPPED PUBLIC / ON ORDER 
GRANULES (ECS-ECSTC-2685) 

DESCRIPTION: 
 
PRECONDITIONS: 
System is transitioned to 8.1 
 
STEPS:   
# Action Expected Result Notes 
1 <i>630 S-1</i>  #comment 
2 [Granule Deletion subsequent processing of skipped public / on order 

granules].<br /><br />Using the granules set up in criterion 620, run the DPL 
un-publish utility to un-publish the granules in condition a, assure that OMS 
has finished with the granules in conditions b and c and has cleaned up all 
files, links, and directories associated with the orders. 

ssh to f4dpl01<br /><br />cd to 
/usr/ecs/&lt;mode&gt;/CUSTOM/utilit
ies<br /><br />Use the DPL un-
publish utility to un-publish granules 
in criterion 620 S-1a condition a.<br 
/><br />EcDlUnpublishStart.pl -mode 
&lt;MODE&gt; -m inputfile<br /><br 
/>Use the OMS GUI to make sure the 
request is shipped in condition b and c. 

 

3 <i>630 S-2</i>  #comment 
4 Run the Granule Deletion utility to physically delete the granules (using a lag 

time that will cause the utility to try to delete all the granules that were 
logically deleted) 

Run EcDsDeletionClean.pl script to 
physical delete the granules (using a 
lag time that will cause the utility to 
try to delete all the granules that were 
logically deleted) 

 

5 <i>630 V-1</i>  #comment 
6 Verify the granules in conditions a, c, and c are physically deleted and that all 

files are removed from the archive and Data Pool as per criterion 600. 
SELECT ShortName, VersionId, 
GranuleId, IsOrderOnly<br />FROM 
AmGranules<br />WHERE GranuleId 
IN &lt;granuleId&gt;<br /><br />Go 
to Archive directory<br />    cd 
/stornext/snfs1/&lt;MODE&gt;/<br 
/>to make sure granules file are not 
exist there. 

 

 
 



 

842 
 

TEST DATA: 
 
 
 

Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

    
Reuse test data 
from 620 

            

 
EXPECTED RESULTS: 
 

275 PERFORMANCE TEST AIM GRANULE DELETION (ECS-ECSTC-2686) 

DESCRIPTION: 
 
PRECONDITIONS: 
System is transitioned to 8.1 
 
STEPS:   
# Action Expected Result Notes 
1 <i>640 S-1</i>  #comment 
2 [Performance test AIM Granule Deletion] In a PVC performance mode, 

logically delete at least 100,000 granules (while running a 24 hour or longer 
workload test). Record the time required to run the utility. 

Ingest PDRs ingest requirement 
above.<br />ssh into p4oml01 (this 
test should be run in the PVC)<br />cd 
into 
/usr/ecs/&lt;mode&gt;/CUSTOM/utilit
es/<br />Using the EcDsBulkDelete.pl 
script to logically delete 100,000 
granules<br />Perform the verification 
1-V below (Step 4) 

 

3 <i>640 S-2</i>  #comment 
4 After the logically deleting the granules run the DPL un-publish utility to 

make sure all the granules that were logically deleted are removed from the 
public Data Pool. 

EcDlUnpublishStart.pl -mode 
&lt;MODE&gt; -ecsid-file 
&lt;inputfile&gt; -aim -
offset&lt;hours&gt;<br />Select 
ShortName, VersionId, IsOrderOnly, 
DeleteEffectiveDate from 
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# Action Expected Result Notes 
AmGranule<br />Where GranuleId 
in(granuleIds in S1)<br />Make sure 
IsOrderOnly is &quot;H&quot; and go 
to the DPL public directory make sure 
files are in hidden directory 

5 <i>640 S-3</i>  #comment 
6 Run the AIM Granule Deletion utility to physically delete the 100,000 

granules. Record the time required to run the utility. 
Using EcDsDeletionCleanup.pl script 
to delete the 100,000 granules.<br 
/>Record the time required to run the 
utility. 

 

7 <i>640 V-1</i>  #comment 
8 Verify the 100,000 logical deletions completed without errors and that the 

time required was within 2 hours. 
Open the BulkDelete.log to make sure 
the logical deletions completed 
without errors and that time required 
was within 2 hours 

 

9 <i>640 V-2</i>  #comment 
10 Verify the 100,000 physical deletions completed without errors and that the 

time required was within 2 hours. 
Open the EcDsDeletionCleanup.log to 
make sure the physical deletions 
completed without errors and that time 
required was within 2 hours 

 

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

    Tester’s choice             

 
EXPECTED RESULTS: 
 



 

844 
 

276 DPL CLEANUP WITH INPUT FILE (ECS-ECSTC-2687) 

DESCRIPTION: 
 
PRECONDITIONS: 
System is transitioned to 8.1 
 
STEPS:   
# Action Expected Result Notes 
1 <i>670 S-1</i>  #comment 
2 [DPL Cleanup with input file ]<br /><br />Create 2 input files for the Data 

Pool Cleanup utility containing granules that correspond to the following 
conditions:<br />    a. At least 2 hidden ECS sciences granule in a directory 
which contains no other granules<br />    b. At least 2 public ECS science 
granules that are the last remaining granules in their directories<br />    c. At 
least 2 public ECS granules that are in directories containing other 
granules<br />    d. At least 2 public ECS granules containing browse links in 
the Data Pool<br />And one file containing:<br />    e. At least 2 non-ECS 
granules that are the last 2 granules within a directory<br />    a. At least 2 
non-ECS granules that are not the last 2 granules within a directory.<br 
/>One file should contain the ECS granule cases and the other should contain 
the non-ECS granule cases. Run a Data Pool cleanup utility to process each 
input file. 

Ingest the PDRs in the test 
requirement above.<br /><br />|             
| granuleId | public |<br />| 
a)MOD14.005    |           | N      |<br />|    
|           | N      |<br />| b)MOD14.005    
|           | Y      |<br />|                |           
| Y      |<br />| c) MOD14.005   |           
| Y      |<br />|                |           | Y      
|<br />| d)MOD14.005    |           | Y      
|<br />|                |           | Y      |<br />| 
Browse         |           | Y      |<br />|          
|           | Y      |<br />| 
e)IXBMIGEO.002 |           | Y      |<br 
/>|                |           | Y      |<br />| 
f)IXBMIGEO.002 |           | Y      |<br 
/>|                |           | Y      |<br /><br 
/>a) The science are stored its own 
directory corresponding to the 
RangeBeginningDate column in 
AmGranule table use the Unpublish 
utility to unpublish granules a.<br 
/><br />b) The science files of step b 
and c should be stored in same 
directory corresponding to the 
RangeBeginningDate column in 
AmGranule table.<br /><br />c) ingest 
granules.<br /><br />d) Ingest 
granules then use the sql<br /><br 
/>select g.ShortName, g.VersionId,<br 
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# Action Expected Result Notes 
/>convert(varchar(10), g.GranuleId) 
granuleId, g.IsOrderOnly,<br 
/>convert(varchar(10), b.BrowseId) 
BrowseId<br />from AmGranule g, 
AmBrowseDataFile b,<br 
/>AmBrowseGranuleXref x<br 
/>where g.GranuleId = x.GranuleId<br 
/>and x.BrowseId = b.BrowseId<br 
/>and g.GranuleId in (granuleid in step 
d)<br /><br />e) Ingest granules and 
order those granules.<br /><br />Run 
a Data Pool cleanup utility to process 
each input file.<br /><br />Create an 
input file calls inputfile from 
GranuleId in table above.<br /><br 
/>EcDlCleanupGranules.pl 
&lt;MODE&gt; -file inputfile 

3 <i>670 V-1</i>  #comment 
4 Verify that all granule files and browse links, except those that were on order 

(S1-e), were removed from the Data Pool disks. 
Go to the public directory to make 
sure the granule files and browse links 
were removed except those that were 
on order (S1-e).<br /><br 
/>/datapool/&lt;MODE&gt;/user/FileS
ystemLabel/GroupId/SubTye/RangeB
eginingDate/<br 
/>/datapool/DEV02/user/FS2/MOLT/
MOD14.005/2011.01.01/ 

 

5 <i>670 V-2</i>  #comment 
6 Verify that the directories related to the removed ECS granules were not 

removed from the Data Pool 
Make sure that directories related to 
the removed ECS granules were not 
removed from the Data Pool. See V-1 
directory. 

 

7 <i>670 -3 DELETED</i>  #comment 
8 <i>670 V-4</i>  #comment 
9 Verify the AIM Inventory Catalog entries for all of the removed ECS 

granules now indicate the granules are in the &quot;hidden&quot; Data Pool 
and that the &quot;Warehouse metadata&quot; for the public granules was 
removed.<br />(Note: these ECS granules now become 

Select ShortName, VersionId, 
convert(varchar(10), GranuleId) 
granuleId, IsOrderOnly, PublishTime, 
IsOrderOnly<br />from 
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# Action Expected Result Notes 
&quot;phantoms&quot;)<br /> AmGranule<br />where GranuleId in 

(GranuleIds in step b,c, d, e, g, and 
h)<br /><br />Make sure IsOrderOnly 
is &quot;H&quot;.<br /><br />Go to 
the public directory to make sure there 
are no files, these files should be in 
hidden directories. 

10 <i>670 V-5 DELETED</i>  #comment 
11 <i>670 V-6 DELETED</i>  #comment 
12 <i>670 V-7</i>  #comment 
13 Verify that the files that were removed were logged and that the granules that 

were skipped because they are on order (S-1e) was logged. For granules that 
were skipped the total number of granules as well as their total size should be 
logged. 

Open the EcDlCleanupGranules.log to 
make sure that the files that were 
removed were logged and that the 
granules that were skipped because 
they are on order (S-1e) was logged. 

 

14 <i>670 V-8</i>  #comment 
15 Verify that the total number of files that were cleaned up is logged and is 

correct. 
Open the EcDlCleanupGranules.log to 
make sure that the total number of 
files that were cleaned up is logged 
and is correct 

 

16 <i>670 V-9</i>  #comment 
17 Verify that the total amount of disk space that was cleaned up is logged and is 

correct. 
Open the EcDlCleanupGranules.log to 
make sure that the total amount of disk 
space that was cleaned up is logged 
and is correct, For example,<br 
/>Deleted 5 files occupying 3222 
bytes. 

 

18 <i>670 V-107</i>  #comment 
19 Verify the 2 non-ECS granules (S1-f) were removed along with the directory 

(which would be empty). 
Verify the 2 non-ECS granules (S1-f) 
were removed along with the 
directory. 

 

20 <i>670 V-118</i>  #comment 
21 Verify the 2 non-ECS granules (S1-g) were removed but the directory is still 

present and contains the non-ECS granule(s) that were present prior to 
running the cleanup utility and were not part of the cleanup request. 

Verify the 2 step on-ECS granules 
(S1-g) were removed but the directory 
is still present and contains the non-
ECS granule(s) that were present prior 
to running the cleanup utility and were 
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# Action Expected Result Notes 
not part of the clean up request. 

 
 
TEST DATA: 
 
 
 
 
 
 
 
 
 
 
 
 

Crit id 

Cri
t 
ccr 
no 

Test Data 
Descriptio
n 

Data Type 
Requirements 

Metadata 
Requiremen
ts 

Volume 
Requiremen
ts 

Size 
Requiremen
ts 

Data Location 
Readine
ss Status 

670     MOD14.005   2 granules   
/sotestdata/DROP_801/DP_81_01/Criteria/670/6
70_A 

  

670     MOD14.005   2 granules   
/sotestdata/DROP_801/DP_81_01/Criteria/670/6
70_B 

  

670     MOD14.005   2 granules   
/sotestdata/DROP_801/DP_81_01/Criteria/670/6
70_C 

  

670     MOD14.005   2 granules   
/sotestdata/DROP_801/DP_81_01/Criteria/670/6
70_D 

  

Old__EOld_670
_F 

                

Old_670_G                 

670_E                 

670     MOD14.005   2 granules   /sotestdata/DROP_801/DP_81_01/Criteria/670/6   
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Crit id 

Cri
t 
ccr 
no 

Test Data 
Descriptio
n 

Data Type 
Requirements 

Metadata 
Requiremen
ts 

Volume 
Requiremen
ts 

Size 
Requiremen
ts 

Data Location 
Readine
ss Status 

70_E 

670     
CARMIAAE.0
02 

  2 granules   
/sotestdata/DROP_801/DP_81_01/Criteria/670/6
70_F 

  

670     
CARMIAAE.0
02 

  3 granules   
/sotestdata/DROP_801/DP_81_01/Criteria/670/6
70_G 

  

 
EXPECTED RESULTS: 
 

277 DPL CLEANUP ON NON-ECS GRANULES (ECS-ECSTC-2688) 

DESCRIPTION: 
 
PRECONDITIONS: 
System is transitioned to 8.1 
 
STEPS:   
# Action Expected Result Notes 
1 <i>675 S-1</i>  #comment 
2 [DPL Cleanup on non-ECS granules] Ensure that the Data Pool contains the 

following granule conditions:<br />    a. At least 2 non-ECS granules whose 
expiration time is prior to 8 hours ago from the previous day<br />    b. At 
least 2 non-ECS granules whose expiration dates are in the future.<br />    c. 
At least 2 non-ECS granules whose expiration time is between midnight of 
the previous day minus 8 hours and midnight of the previous day.<br />Run a 
Data Pool cleanup utility with options to remove expired granules with an 
offset of 8 hours. 

Ingest the PDRs in the test 
requirement above.<br /><br 
/>EcDlPublishUtilityStart.pl 
&lt;MODE&gt; -nonecs -file 
filename<br /><br />Note: 
expirationDate is Apr 6 2011 
1:15:44:683PM<br /><br />a) 
SELECT * from 
DlGranuleExpirationPriority<br 
/>WHERE granuleId IN 
(&lt;granuleId in a&gt;)<br /><br 
/>EcDlUpdateGranule.pl 
&lt;MODE&gt; -grnid GranuleId -exp 
&quot;2011/05/16&quot; -ret 225<br 
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# Action Expected Result Notes 
/><br />Or use sql command to 
update<br /><br />UPDATE 
DlGranuleExpirationPriority<br 
/>SET expirationDate = &quot;Apr 5 
2011 3:00:44:683PM&quot;<br /><br 
/>b) UPDATE 
DlGranuleExpirationPriority<br 
/>SET expirationDate = &quot;Apr 6 
2011 20:00:44:683PM&quot;<br 
/>SELECT * from 
DlGranuleExpirationPriority<br 
/>WHERE granuleId IN 
(&lt;granuleId in b&gt;)<br /><br 
/>Make sure the expiration dates are in 
the future.<br /><br />c) UPDATE 
DlGranuleExpirationPriority<br 
/>SET expirationDate = &quot;Apr 5 
2011 20:00:44:683PM&quot;<br 
/><br />EcDlCleanupGranules.pl 
&lt;mode &gt; -offset 8 

3 <i>675 V-1</i>  #comment 
4 Verify that all expired non-ECS granules that qualify to be removed (S1-a) 

were deleted from the Data Pool disks and that the DataPool metadata 
(including the WebAccess Warehouse table entries) and AIM Inventory 
Catalog entries were removed. 

SELECT *<br />FROM 
AmGranule<br />WHERE GranuleId 
= &lt;GranuleId in S1-a&gt;<br /><br 
/>Make sure zero rows are 
returned.<br /><br />SELECT 
g.ShortName, g.VersionId, 
g.granuleId<br />FROM AmGranule 
g, DlFactDayNight fn, 
DlFactGroupESDT fa<br />WHERE 
g.granuleId = fn.granuleId<br />AND 
g.granuleId = fa.granuleId<br />AND 
g.granuleId = &lt; GranuleId in S1-a 
&gt;<br />GROUP BY g.ShortName, 
g.VersionId, g.granuleId<br /><br 
/>Make sure zero rows are returned. 

 

5 <i>675 V-2</i>  #comment 
6 Verify that the non-ECS granules that did not qualify for deletion (S1-a, S1-c) SELECT *<br />FROM  
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# Action Expected Result Notes 
where not removed from the Data Pool disks or AIM Inventory Catalog. AmGranule<br />WHERE GranuleId 

= &lt;GranuleId in S1-a&gt;<br /><br 
/>Make sure zero rows are 
returned.<br /><br />SELECT 
g.ShortName, g.VersionId, 
g.granuleId<br />FROM AmGranule 
g, DlFactDayNight fn, 
DlFactGroupESDT fa<br />WHERE 
g.GranuleId = fn.granuleId<br />AND 
g.GranuleId = fa.granuleId<br />AND 
g.GranuleId = &lt; GranuleId in S1-a 
&gt;<br />GROUP BY g.ShortName, 
g.VersionId, g.granuleId<br /><br 
/>Make there are rows returned. 

7 <i>675 V-3</i>  #comment 
8 Verify that the files that were removed were logged. Open the EcDlCleanupGranule.log to 

verify that the files that were removed 
were logged. 

 

9 <i>675 V-4</i>  #comment 
10 Verify that the total number of files that were cleaned up is logged and is 

correct. 
Open the EcDlCleanupGranule.log to 
verify that the total number of files 
that were cleaned up is logged and is 
correct in S1-a. 

 

11 <i>675 V-5</i>  #comment 
12 Verify that the total amount of disk space that was cleaned up is logged and is 

correct. 
Open the EcDlCleanupGranule.log to 
verify that the total amount of disk 
space that was cleaned up is logged 
and is correct. E.g<br />Deleted 6 file 
occupying 12820346 bytes. 

 

 
 
TEST DATA: 
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Cri
t id 

Cri
t 
ccr 
no 

Test Data 
Descriptio
n 

Data Type 
Requirements 

Metadata 
Requirement
s 

Volume 
Requirement
s 

Size 
Requirement
s 

Data Location 
Readines
s Status 

675     
IXBMIGE002O
. 

  2 granules   
/sotestdata/DROP_801/DP_81_01/Criteria/675/675_
A 

  

675     
IXBMIGEO.00
2 

  2 granules   
/sotestdata/DROP_801/DP_81_01/Criteria/675/675_
B 

  

675     
IXBMIGEO.00
2 

  2 granules   
/sotestdata/DROP_801/DP_81_01/Criteria/675/675_
C 

  

 
EXPECTED RESULTS: 
 

278 REMOVING GRANULES FROM A THEME (ECS-ECSTC-2689) 

DESCRIPTION: 
 
PRECONDITIONS: 
System is transitioned to 8.1 
 
STEPS:   
# Action Expected Result Notes 
1 <i>677 S-1</i>  #comment 
2 [Removing granules from a theme] Ensure the Data Pool contains a theme 

that is associated with the following granule conditions:<br />    a. At least 2 
public ECS science granules<br />    b. At least 2 non-ECS granules<br 
/>Run the Data Pool Cleanup utility and specify the above theme. 

Ingest granules with them by using the 
Publish utility<br /><br 
/>EcDlPublishUtilityStart 
&lt;MODE&gt; -ecs -file ecsid -theme 
myThem<br /><br />select 
g.ShortName, g.VersionId,<br 
/>convert(varchar(12),g.granuleId) 
'g.granuleId', t.name<br />from 
AmGranule g, DlThemes t, 
DlGranuleThemeXref x<br />where 
g.granuleId = &lt;granuleId&gt;<br 
/>and g.granuleId = x.granuleId<br 
/>and x.themeId = t.themeId<br /><br 
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# Action Expected Result Notes 
/>Make sure there are some rows 
returned.<br /><br />Use the Batch 
insert utitility to insert granules in step 
b with theme.<br /><br 
/>EcDlPublishUtilityStart.pl 
&lt;MODE&gt; -nonecs -file filename 
-theme &lt;themename&gt;<br 
/>EcDlCleanupGranules.pl 
&lt;MODE&gt; -themexref myTheme 

3 <i>677 V-1</i>  #comment 
4 Verify that the theme no longer has associations to any granules. Re-run the query above in V-1 to 

make sure there is no row return. 
 

 
 
TEST DATA: 
 
 
 
 

Cri
t id 

Cri
t 
ccr 
no 

Test Data 
Descriptio
n 

Data Type 
Requirements 

Metadata 
Requirement
s 

Volume 
Requirement
s 

Size 
Requirement
s 

Data Location 
Readines
s Status 

677     MOD14.005   2 granules   
/sotestdata/DROP_801/DP_81_01/Criteria/677/677_
A 

  

677     
IXBMIGEO.00
2 

  2 granules   
/sotestdata/DROP_801/DP_81_01/Criteria/677/677_
B 

  

 
EXPECTED RESULTS: 
 

279 REMOVING EXPIRED GRANULES FROM A THEME (ECS-ECSTC-2690) 

DESCRIPTION: 
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PRECONDITIONS: 
System is transitioned to 8.1 
 
STEPS:   
# Action Expected Result Notes 
1 <i>678 S-1</i>  #comment 
2 [Removing expired granules from a theme] Ensure the Data Pool contains a 

theme that is associated with the following granule conditions:<br />    a. At 
least 2 non-ECS science granules that are expired<br />    b. At least 2 non-
ECS granules that are not expired<br />    c. As least 2 non-ECS granules that 
are expired but that are not associated with the given theme.<br />Run the 
Data Pool Cleanup utility and specify the above theme and the -expired 
option. 

EcDlBatchInsert.pl &lt;MODE&gt; -
nonecs -file &lt;in step a&gt; -theme 
&lt;themname&gt;<br /><br 
/>SELECT *<br />FROM 
DlGranuleExpirationPriority<br 
/>WHERE granuleId IN 
(&lt;granuleId in a&gt;)<br /><br 
/>EcDlBatchInsert.pl &lt;MODE&gt; 
-nonecs -file &lt;in step b&gt; -theme 
&lt;themname&gt;<br 
/>EcDlBatchInsert.pl &lt;MODE&gt; 
-nonecs -file &lt;in step c&gt; -theme 
&lt;themname&gt;<br /><br 
/>UPDATE 
DlGranuleExpirationPriority<br 
/>SET expirationDate = &lt;current 
date&gt;<br />WHERE granuleId IN 
&lt;granuleIds in S-1a and S-
1c&gt;<br /><br />Or use the DPL 
update utility:<br /><br 
/>EcDlUpdateGranule.pl 
&lt;MODE&gt; -exp &lt;date&gt; 

 

3 <i>678 V-1</i>  #comment 
4 Verify that the files, Data Pool metadata for supporting Web Access, and the 

AIM Inventory Catalog entries for expired non-ECS granules associated with 
the theme (S-1a) are removed and that the files, Data Pool metadata for 
supporting Web Access, and the AIM Inventory Catalog entries for the other 
granules (S-1b, S-1c) were not removed. 

EcDlCleanupGranules.pl 
&lt;MODE&gt; -themexref myThem -
expired<br /><br />SELECT 
g.ShortName, g.VersionId, 
convert(varchar(12),g.granuleId) 
'g.granuleId', t.name<br />FROM 
AmGranule g, DlThemes t, 
DlGranuleThemeXref x<br />WHERE 
g.granuleId = &lt;granuleIds&gt;<br 
/>AND g.granuleId = x.granuleId<br 
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# Action Expected Result Notes 
/>AND x.themeId = t.themeId<br 
/><br />Make sure granules in S-1a 
are removed and S-1b, S-1c were not 
removed. 

 
 
TEST DATA: 
 
 
 
 
 

Cri
t id 

Cri
t 
ccr 
no 

Test Data 
Descriptio
n 

Data Type 
Requirements 

Metadata 
Requirement
s 

Volume 
Requirement
s 

Size 
Requirement
s 

Data Location 
Readines
s Status 

678     
IXBMIGEO.00
2 

  2 granules   
/sotestdata/DROP_801/DP_81_01/Criteria/678/678_
A 

  

678     
IXBMIGEO.00
2 

  2 granules   
/sotestdata/DROP_801/DP_81_01/Criteria/678/678_
B 

  

678     
IXBMIGEO.00
2 

  2 granules   
/sotestdata/DROP_801/DP_81_01/Criteria/678/678_
C 

  

 
EXPECTED RESULTS: 
 

280 DATAPOOL TEMPORARY FILE CLEANUP (ECS-ECSTC-2691) 

DESCRIPTION: 
 
PRECONDITIONS: 
System is transitioned to 8.1 
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STEPS:   
# Action Expected Result Notes 
1 <i>679 S-1</i>  #comment 
2 [DataPool temporary file cleanup] Note the contents of the temp directory for 

each DataPool file system. Ideally this directory will have files left over from 
Ingest and HEG processing. If needed create files in the directory with time 
stamps that are before and after the &quot;maximum orphan age&quot; that 
will be used with EcDlCleanupFilesOnDisk.<br />Run the 
EcDlCleanupFilesOnDisk utility. 

Create two files in 
/datapool/MODE/user/FS2/temp/inges
t.<br />See example below.<br /><br 
/>/datapool/DEV01/user/FS2/temp/ing
est/210404/40000000364009/AST_L1
B_00310082007190642_2008050608
1617_6232.hdf<br /><br />touch -d 
&quot;May 1 2011 12:09&quot; 
AST_L1B_00310082007190642_200
80506081617_6232.hdf<br /><br 
/>Note: date is 8 days from today's 
date.<br /><br />Touch -d &quot;May 
12 2011 12:09&quot; 
MOD29P1D.A2007333.h13v28.005.2
007334135931.hdf<br /><br />Note: 
date is today's date.<br /><br 
/>/datapool/DEV01/user/FS2/temp/ing
est/210405/40000000364011/MOD29
P1D.A2007333.h13v28.005.20073341
35931.hdf 

 

3 <i>679 V-1</i>  #comment 
4 Verify all files with a timestamp older than the &quot;maximum orphan 

age&quot; are removed and those newer than the &quot;maxium orphan 
age&quot; are not removed. 

Open the 
EcDlCleanupFilesOnDisk.log<br 
/><br />2011/05/11 12:44:14.532 
Removed file 
/datapool/DEV01/user/FS2/temp/inges
t/210404/40000000364009/AST_L1B
_00310082007190642_200805060816
17_6232.hdf occupying 124512783 
bytes<br /><br />ls -lrt 
/datapool/DEV01/user/FS2/temp/inges
t/210405/40000000364011/MOD29P1
D.A2007333.h13v28.005.2007334135
931.hdf<br /><br />Make sure this file 
is not removed. 
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TEST DATA: 
 
 
 

Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

    No data needed             

 
EXPECTED RESULTS: 
 

281 QA UPDATE (ECS-ECSTC-2692) 

DESCRIPTION: 
 
PRECONDITIONS: 
System is transitioned to 8.1 
 
STEPS:   
# Action Expected Result Notes 
1 <i>700 S-1</i>  #comment 
2 <i>Document Reference: QAUU 609</i>  #comment 
3 [QA Update ]This criterion was derived from Criterion 2040 in Ticket 

DS_7E_01<br />Perform QA update on granules belonging to a collection 
not configured to have its granules published during ingest. Ensure that the 
QA update involves granules that are public and granules that are hidden. 
Some of the hidden granules must be eligible to be public as per S-DPL-
08050, and some of the hidden granules shall be flagged as hidden in the 
AIM inventory (i.e., DeleteFromArchive set to 'H'). 

a. In the QAUU properties file, ensure 
EDF_EMAIL_FROM_ADDRESSES 
and 
EDF_EMAIL_REPLY_ADDRESS 
contain a valid, reachable address.<br 
/><br />b. In the QAUU properties 
file, ensure that 
EDF_NOTIFICATION_ON_SUCCE
SS=Y.<br /><br />c. From DPL Ingest 
GUI, Configuration, Data Types, 
ensure MOD13A1.005 is set to be not 
&quot;Public In Data Pool&quot;.<br 
/><br />d. Ingest 30 test granules.<br 
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# Action Expected Result Notes 
/><br />e. Divide the granules into 
groups A, B, and C of 10 granules 
each.<br /><br />f. Use 
EcDlPublishUtilityStart to publish 
group A into the public datapool.<br 
/><br />g. In the AIM database, set 
AmGranule.DeleteFromArchive to 'H' 
for group B.<br /><br />h. For all test 
granules, make backup copies of XML 
files from the small file archive and 
the data pool.<br /><br />i. Prepare a 
QAUU request to update by temporal 
range and ESDT the Science flags for 
two parameters, using<br /><br 
/>ShortName = MOD13A1<br 
/>VersionID = 5<br />BeginDate = 
'2008-04-06 00:00:00'<br />EndDate 
= '2008-04-06 23:59:59'<br /><br 
/>Set one flag to 'Suspect' and the 
other to 'Hold'.<br /><br />j. Copy the 
QAUU request into the 
QAUURequest directory.<br /><br 
/>k. Call 'date' to get the beginning of 
the runtime range.<br /><br />l. Run 
EcDsAmQAUUStart &lt;MODE&gt; 
-file &lt;requestFilename&gt;<br 
/><br />m. Call 'date' to get the end of 
the runtime range. 

4 <i>700 V-1</i>  #comment 
5 Verify that the metadata files of all granules whose QA flags were updated 

reflect the QA update. 
a. Verify success is reported.<br /><br 
/>b. Verify the small file archive XML 
files for granules in groups A and C in 
/stornext/smallfiles/&lt;MODE&gt;/m
etadata/&lt;ShortName&gt;.&lt;Versi
onID&gt; have QA flags and 
explanations updated correctly for the 
affected measured parameters, and the 
affected ScienceFlagExplanation 
fields have an appended time tag 
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# Action Expected Result Notes 
accurate to the minute and within the 
runtime range.<br /><br />c. Verify 
the data pool XML files for granules 
in groups A and C in the data pool are 
the same as the ones in the small file 
archive, using diff. 

6 <i>700 V-2</i>  #comment 
7 Verify that the Data Pool database reflects the QA changes for all public 

granules whose QA flags were updated. 
a. Verify in the DataPool database 
DlMeasuredParameter all group A 
public granules have the correct 
parameters and explanations updated 
and that the explanations have a 
timestamp appended, accurate to the 
minute and within the runtime 
range.<br /><br />b. Verify in the 
DataPool database AmGranule, the 
LastUpdate has been updated for 
granules whose parameters were 
updated in DlMeasured parameter. 

 

8 <i>700 V-3</i>  #comment 
9 Verify that the QA update utility created a History File and that it contains 

the granule ID and measured parameter values (both original and updated) for 
each granule that was updated. 

Verify the existence of the associated 
QA granule in the AmGranule table. 

 

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

      MOD13A1.005 
At least 2 
measured 
parameters 

30 granules n/a /sotestdata/DROP_722/DP_7F_01/Criteria/2040   
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EXPECTED RESULTS: 
 

282 OBE: TEST VARIOUS RACE CONDITIONS BETWEEN THE QA UPDATE UTILITY AND OTHER 
UTILITIES (ECS-ECSTC-2693) 

DESCRIPTION: 
 
PRECONDITIONS: 
QA Update Utility is installed 
 
Cleanup Utility is installed 
 
Order Manager is installed 
 
STEPS:   
# Action Expected Result Notes 
1 <i>This test is OBE since DsMdGrParamUpdHistory was removed in 

Release 8.2.</i> 
 #comment 

2 <i>705 S-1</i>  #comment 
3 [QA Update Race condition with publishing] This criterion is based upon 

Criterion 3250 in Ticket DS_7E_01<br /><br />Prepare a QA update request 
file to update at least 50 granules that are in the AIM Inventory and in the 
Data Pool.<br />The granule list is set up such that there are 10 granules in 
the hidden area of the Data Pool.   The new values for the QA parameters 
should not match the existing granule QA parameter values (important if the 
test is run multiple times). 

1. Use DPL Ingest GUI to control 
whether the granules for an ESDT go 
to the data pool and whether they go to 
the public or hidden Data Pool area. 
From DPL Ingest GUI, Configuration, 
Data Types, configure this ESDT to be 
inserted into Data Pool and whether 
it’s public or not.<br /><br />2. 
Configure the ESDT as specified in 
the Test Data Requirement to be 
inserted into Data Pool public area, 
and ingest 40 granules. Then configure 
the ESDT to be inserted into Data 
Pool but not public area, and ingest 
another 10 granules.<br /><br />3. 
Prepare a QA Update Request file to 
update the science quality flags of 
ALL measured parameters of the 
ESDTs by granuleUR.<br /><br />4. 
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# Action Expected Result Notes 
See attached “Sample QA Update 
Request files” for the format of 
Request with GranuleUR. The 
measured parameters should be 
specified in the request file for this 
test. 

4 <i>705 S-2</i>  #comment 
5 Set the batch size in the QA update configuration file such that it is larger 

than the total number of granules to be updated. 
Set UPDATE_BATCH_SIZE = 100 in 
the properties file. 

 

6 <i>705 S-3</i>  #comment 
7 Lock the AIM database table DsMdGrParamUpdHistory to cause QA Update 

Utility to stall before it gets to updating Data Pool. 
Perform the following SQL 
statements:<br /><br />begin 
transaction &lt;your name&gt; + 
&quot;DsMdGrParamUpdHistory&qu
ot;<br />go<br />lock table 
DsMdGrParamUpdHistory in 
exclusive mode<br />go 

 

8 <i>705 S-4</i>  #comment 
9 Run QA Update Utility using default interactive prompt mode providing the 

request file via command line. 
Run EcAmQAUUStart 
&lt;MODE&gt; -file &lt;QAUpdate 
Request File&gt; 

 

10 <i>705 S-6</i>  #comment 
11 When QA Update Utility is stalled because of the database table lock placed 

in S-3250-3, publish 5 of the hidden Data Pool granules in the input list so 
they are now qualified for QA update. 

Publish 10 of the hidden Data Pool 
granules in the input list so they are 
now qualified for QA update 

 

12 <i>705 S-7</i>  #comment 
13 Unlock the AIM database table DsMdGrParamUpdHistory to cause the QA 

Update Utility to proceed to updating Data Pool. 
Perform the following SQL 
statements:<br /><br />rollback 
transaction &lt;your name&gt; + 
&quot;DsMdGrParamUpdHistory&qu
ot;<br />go 

 

14 <i>705 V-1</i>  #comment 
15 Verify that the QA updates are successfully completed in the AIM inventory 

database as well as in the XML archive file system. 
1. Check QAUU log to verify the QA 
updates are successfully completed in 
AIM inventory database and XML 
small file archive.<br /><br />2. 
Query Inventory database 
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# Action Expected Result Notes 
SearchWithDbID.ksh &lt;dbID&gt; 
for each granule in request file, and 
verify that the QA flags are 
updated.<br /><br />3. Locate the 
XML files for the affected granules in 
/stornext/smallfiles/&lt;MODE&gt;/m
etadata/&lt;ShortName.VersionID&gt;
, compare with the original XML files 
using diff, and verify that the QA flags 
are updated correctly for the affected 
measured parameters. 

16 <i>705 V-2</i>  #comment 
17 Verify that the QA Update Utility successfully completed updating the Data 

Pool database and the corresponding XML files in the public Data Pool, for 
those granules that were made public in S-3250-6. 

1. Query the Data Pool database 
GetDplMeasuredParameter.ksh 
&lt;GranuleId&gt; to verify that 
QAUU successfully updated the 
granules whose XML metadata files 
are not altered.<br /><br />2. Locate 
the XML files for these granules in 
public data pool 
datapool/&lt;MODE&gt;/user/&lt;FIL
E_SYSTEM&gt;/, and verify that the 
XML files are updated. 

 

18 <i>705 V-3</i>  #comment 
19 Perform a drill down query using WebAccess based upon the new QA 

parameters and verify the granules that were published duing the update are 
returned as part of the result set. 

  

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 
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Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

705   

SIPS data with 
operational 
quality flags in 
measured 
parameters. 
 
In public Data 
Pool. 

20 granules of 
MOD14.005 
 
(1 parameter) 
 
  
 
2 granules of 
MOD14A1.005 
 
(1 parameter) 

      /sotestdata/DROP_721/DS_7E_01/Criteria/3250   

 
EXPECTED RESULTS: 
 

283 QA UPDATE FAILURE TO UPDATE XML (ECS-ECSTC-2694) 

DESCRIPTION: 
 
PRECONDITIONS: 
System is transitioned to 8.1 
 
STEPS:   
# Action Expected Result Notes 
1 <i>710 S-1</i>  #comment 
2 [QA Update failure to update XML] This criterion is based on Criterion 3095 

in Ticket DS_7E_01<br />Select an ESDT that has at least 10 granules in the 
AIM Inventory database and in the public Data Pool. 

1. Use DPL Ingest GUI to control 
whether the granules for an ESDT go 
to the data pool and whether they go to 
the public or hidden Data Pool area. 
From DPL Ingest GUI, Configuration, 
Data Types, configure this ESDT to be 
inserted into Data Pool and whether 
it's public or not.<br /><br />2. 
Configure the ESDT as specified in 
the Test Data Requirement to be 

 



 

863 
 

# Action Expected Result Notes 
inserted into Data Pool, and ingest 10 
granules 

3 <i>710 S-2</i>  #comment 
4 Prepare a QA update request file to update the granules selected in the above 

step. 
1. Prepare a QA Update Request file 
to update the science quality flags of 
ALL measured parameters of the 
ESDT by Granule UR.<br /><br />2. 
See attached &quot;Sample QA 
Update Request files&quot; for the 
format of Request with Granule 
UR.<br /><br />3. Name the QA 
Update Request file name with the 
following format:<br /><br />4. 
&lt;MODE&gt;_&lt;SITE&gt;_QAU
PDATE.&lt;timestamp&gt; (example 
OPS_LDOPE_QAUPDATE.2001022
8122030)<br /><br />5. Copy the 
request file to QA_REQUEST_DIR 
directory.<br /><br />6. Run the query 
below for each entry in the request 
file. Save the query results.<br /><br 
/>use $EcInDb_&lt;MODE&gt;<br 
/>go<br />select g.GranuleId, 
g.LastUpdate<br />from AmGranule 
g<br />where g.GranuleId = 
$Granule<br />and g.ShortName = 
$shortname<br />and g.VersionID = 
$versionid<br />go<br /><br />select 
am.GranuleId,<br />    
am.ShortName,<br />    
am.VersionID,<br />    
dl.ParameterName,<br />    
dl.OperationalQualityFlag,<br />    
dl.OperationalQualityFlagExplan,<br 
/>    dl.ScienceQualityFlag,<br />    
dl.ScienceQualityFlagExplan<br 
/>from 
DataPool_&lt;MODE&gt;..DlAimDpl
GranuleXref xref<br />inner join 
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# Action Expected Result Notes 
DataPool_&lt;MODE&gt;..DlMeasure
dParameter dl<br />on 
xref.DplId=dl.granuleId<br />inner 
join 
EcInDb_&lt;MODE&gt;..AmGranule 
am<br />on 
xref.AimId=am.GranuleId<br />where 
am.GranuleId IN (GranuleId1, 
GranuleId3, GranuleId4..... 
GranuleIdn)<br /><br />7. Locate the 
granule XML files for the affected 
granules in the small file archive under 
/stornext/smallfiles/&lt;MODE&gt;/m
etadata/&lt;ShortName.VersionID&gt;
, and copy the XML files to a 
temporary location for later 
comparison. 

5 <i>710 S-3</i>  #comment 
6 Temporarily make some (at least 3) of the affected XML metadata files in the 

public Data Pool file system read-only, to cause the XML metadata file 
updates to fail. 

Change the permission on XML 
metadata files of some affected 
granules in the public data pool file 
system to read-only.<br /><br 
/>chmod 444 

 

7 <i>710 S-4</i>  #comment 
8 Run QA Update Utility using 'noexitonerr' option, providing the input request 

file on command line. 
Run EcAmQAUUStart 
&lt;MODE&gt; -file &lt;QAUpdate 
Request File&gt; -noExitOnError 

 

9 <i>710 V-1</i>  #comment 
10 Verify that the QA updates are successfully completed in the AIM XML 

archive file system. 
1. Check QAUU log to verify the QA 
updates are successfully completed in 
AIM inventory database and XML 
small file archive.<br /><br />2. 
Query Inventory database with<br 
/><br />select am.GranuleId,<br />    
am.ShortName,<br />    
am.VersionID,<br />    
dl.ParameterName,<br />    
dl.OperationalQualityFlag,<br />    
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dl.OperationalQualityFlagExplan,<br 
/>    dl.ScienceQualityFlag,<br />    
dl.ScienceQualityFlagExplan<br 
/>from 
DataPool_&lt;MODE&gt;..DlAimDpl
GranuleXref xref<br />inner join 
DataPool_&lt;MODE&gt;..DlMeasure
dParameter dl<br />on 
xref.DplId=dl.granuleId<br />inner 
join 
EcInDb_&lt;MODE&gt;..AmGranule 
am<br />on 
xref.AimId=am.GranuleId<br />where 
am.GranuleId IN (GranuleId1, 
GranuleId3, GranuleId4..... 
GranuleIdn)<br /><br />for each 
granule in request file, and verify that 
the QA flags are updated.<br /><br 
/>3. Locate the XML files for the 
affected granules in 
/stornext/smallfiles/&lt;MODE&gt;/m
etadata/&lt;ShortName.VersionID&gt;
, compare with the original XML files 
using diff, and verify that the QA flags 
are updated correctly for the affected 
measured parameters. 

11 <i>710 V-2</i>  #comment 
12 Verify that the QA Update Utility failed to update those granules in the Data 

Pool database, and the corresponding XML metadata files that have been 
made read-only. 

Query the Data Pool database<br 
/><br />select am.GranuleId,<br />    
am.ShortName,<br />    
am.VersionID,<br />    
dl.ParameterName,<br />    
dl.OperationalQualityFlag,<br />    
dl.OperationalQualityFlagExplan,<br 
/>    dl.ScienceQualityFlag,<br />    
dl.ScienceQualityFlagExplan<br 
/>from 
DataPool_&lt;MODE&gt;..DlAimDpl
GranuleXref xref<br />inner join 
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DataPool_&lt;MODE&gt;..DlMeasure
dParameter dl<br />on 
xref.DplId=dl.granuleId<br />inner 
join 
EcInDb_&lt;MODE&gt;..AmGranule 
am<br />on 
xref.AimId=am.GranuleId<br />where 
am.GranuleId IN (GranuleId1, 
GranuleId3, GranuleId4..... 
GranuleIdn)<br /><br />to verify that 
QAUU failed to update the granules 
whose xml metadata files are read-
only. 

13 <i>710 V-3</i>  #comment 
14 Verify that the QA Update Utility successfully completed updating the Data 

Pool Warehouse metadata and the corresponding XML files in the public 
Data Pool, for other granules whose metadata file access was not altered. 

1. Query the Data Pool database<br 
/>The query in the step above is 
adequate for this step.<br /><br />2. 
Locate the XML files for these 
granules in public data pool 
datapool/&lt;MODE&gt;/user/&lt;FIL
E_SYSTEM&gt;/, and verify that the 
XML files are updated. 

 

15 <i>710 V-4</i>  #comment 
16 Verify that the QA update utility logs the time, DPL granule ID, and DPL file 

name for each granule that it failed to update in the Data Pool. 
Check QAUU log for the error 
messages for the granules which failed 
to update in data pool 

 

17 <i>710 V-5</i>  #comment 
18 Verify that the QA update utility displays an appropriate message indicating 

failure. 
Verify QAUU display the error 
messages for the granules which failed 
to update in data pool. 

 

19 <i>710 V-6</i>  #comment 
20 Verify that the input request file is moved into the failed request directory. Verify the QA Update Request file is 

moved from directory 
QA_REQUEST_DIR to 
QA_ERROR_REQUEST_DIR. 

 

21 <i>710 V-7</i>  #comment 
22 Verify that an email notification is sent to the configured e-mail address for 

the site as well as to the configured internal DAAC email address, indicating 
1. Verify the email notification is sent 
to email addresses specified in 
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# Action Expected Result Notes 
error in updating Data Pool. DAAC_EMAIL_ADDRESSES and 

LDOPE_EMAIL_REPLY_ADDRESS
ES.<br /><br />2. Verify the email 
contains the correct information. 

23 <i>710 V-8</i>  #comment 
24 Change the access permission of the XML files that were altered in Setup 

step 3, back to their original access level 
Change the access permission of the 
XML files in setup step 3 back to 
original access level. 

 

25 <i>710 V-9</i>  #comment 
26 Repeat the QA Update run with default options to initiate recovery from 

previous QA update failure. 
1. Prepare a QA Update Request file 
with only the failed granules, and 
place the QA update request file to 
QA_REQUEST_DIR directory.<br 
/><br />2. RunEcAmQAUUStart 
&lt;MODE&gt; -file &lt;QAUpdate 
Request File&gt; -noExitOnError 

 

27 <i>710 V-10</i>  #comment 
28 Verify that, this time, the QA Update Utility completed all QA updates for 

the granules that previously failed. 
1. Verify QAUU displays completion 
message.<br /><br />2. Perform 
verification steps 4 through 14 in 
Criterion 3000. 

 

29 <i>Each data statement takes the following form:<br /><br 
/>&lt;ShortName&gt;TAB&lt;VersionID&gt;TAB&lt;granule search 
criteria&gt;TAB&lt;measured parameter name&gt; | ALL TAB&lt;QA flag 
value&gt;TAB&lt;QA flag explanation value&gt;<br /><br />Note that the 
columns for the data statement must be delimited by tabs not spaces, since 
some of the columns can themselves contain spaces.<br /><br />&lt;granule 
search criteria&gt; takes one of the following forms, depending on the 
LGID/GranuleUR/ESDT column in the begin statement.<br /><br />For 
LGID, &lt;granule search criteria&gt; = the LGID of a specific granule to be 
updated.<br /><br />For GranuleUR, &lt;granule search criteria&gt; = the 
GranuleUR of a specific granule to be updated.<br /><br />For ESDT, 
&lt;granule search criteria&gt; = the temporal range of the granules to be 
updated.<br /><br />&lt;measured parameter name&gt; can be an actual 
parameter name for the granule or the string &quot;ALL&quot;, which 
indicates that the QA flag change will be applied for all the granule’s 
parameters</i> 

 #comment 

30 <i>Examples:<br />(&lt;TAB&gt; indicates a required tab character in these  #comment 
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# Action Expected Result Notes 
examples.)</i> 

31 <i>Request to update science QA flags based on LGID for specific 
parameters:</i> 

 #comment 

32 <i>begin QAMetadataUpdate Science LGID<br 
/>GLA06&lt;TAB&gt;28&lt;TAB&gt;GLA06_428_2119_002_0221_4_01_
0001.DAT&lt;TAB&gt;Surface Elevation&lt;TAB&gt;<br 
/>Passed&lt;TAB&gt;Comment about something<br 
/>GLA06&lt;TAB&gt;28&lt;TAB&gt;GLA06_420_2119_002_0221_4_02_
0001.DAT&lt;TAB&gt;Surface Elevation&lt;TAB&gt;<br 
/>Failed&lt;TAB&gt;Another comment<br />...repeat for each LGID</i> 

 #comment 

33 <i>Request to update operational QA flags based on GranuleUR for a 
specific parameter:</i> 

 #comment 

34 <i>begin QAMetadataUpdate Operational GranuleUR<br 
/>AE_Land&lt;TAB&gt;86&lt;TAB&gt;UR:10:DsShESDTUR:UR:15:DsSh
SciServerUR:10:[:DSSDSRV]:17:SC:AE_Land.086:74735&lt;TAB&gt;Surf
<br />ace Soil Moisture&lt;TAB&gt;Passed&lt;TAB&gt;Comment<br 
/>...repeat for each GranuleUR</i> 

 #comment 

35 <i>1.1 Sample QA Update Request files:</i>  #comment 
36 <i>1.1.1 Request with Temporal Range</i>  #comment 
37 <i>From LaRC<br />begin QAMetadataUpdate Operational ESDT<br 

/>MOD13A1 1 Jul 18 2000 Jul 27 2000 ALL Being 
Investigated ESDT Update for Perf Test SunConsolidation<br 
/>MOD13A1 1 Jun 9 2000 Jul 11 2000 ALL Being 
Investigated ESDT Update for Perf Test SunConsolidation<br 
/>MOD13A1 1 Oct 2 2000 Oct 15 2000 ALL Being 
Investigated ESDT Update for Perf Test SunConsolidation<br />end 
QAMetadataUpdate</i> 

 #comment 

38 <i>1.1.2 Request with LGID</i>  #comment 
39 <i>From LaRC<br />begin QAMetadataUpdate Science LGID<br 

/>AIRHASCI 77
 AIRHASCI.A2001181.2359.077.2003129185118.hdf
 RadianceCounts Passed LGID EDC Syn IV<br />AIRHASCI
 77 AIRHASCI.A2001181.2359.077.2003133150736.hdf
 RadianceCounts Passed LGID EDC Syn IV<br />AIRHASCI
 77 AIRHASCI.A2001181.2359.077.2003134164830.hdf
 RadianceCounts Passed LGID EDC Syn IV<br />AIRHASCI
 77 AIRHASCI.A2001181.2359.077.2003141142634.hdf
 RadianceCounts Passed LGID EDC Syn IV<br />AIRHASCI

 #comment 
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 77 AIRHASCI.A2001181.2359.077.2003147145008.hdf
 RadianceCounts Passed LGID EDC Syn IV<br />AIRHASCI
 77 AIRHASCI.A2001181.2359.077.2003148174646.hdf
 RadianceCounts Passed LGID EDC Syn IV<br />AIRHASCI
 77 AIRHASCI.A2001181.2359.077.2003149211207.hdf
 RadianceCounts Passed LGID EDC Syn IV<br />AIRHASCI
 77 AIRHASCI.A2001181.2359.077.2003150132315.hdf
 RadianceCounts Passed LGID EDC Syn IV<br />end 
QAMetadataUpdate</i> 

40 <i>1.1.3 Request with GranuleUR</i>  #comment 
41 <i>From LaRC<br />begin QAMetadataUpdate Science GranuleUR<br 

/>AST_L1B 1
 UR:10:DsShESDTUR:UR:15:DsShSciServerUR:13:[PVC:DSSDSR
V]:24:SC:AST_L1B.001:2007640312 ALL Failed SynergyIV
 QA 2 Update</i> 

 #comment 

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit 
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no 

Test Data 
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Data Type 
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Volume 
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Size 
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Data Location 
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07-
0454 

SIPS data with 
operational 
quality flags in 
measured 
parameters. 
 
In public Data 
Pool. 

10 granules of 
MOD14.005 

      /sotestdata/DROP_721/DS_7E_01/Criteria/3095   
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284 PERFORMANCE TEST. (ECS-ECSTC-2695) 

DESCRIPTION: 
 
PRECONDITIONS: 
System is transitioned to 8.1 
 
STEPS:   
# Action Expected Result Notes 
1 <i>359 S-1</i>  #comment 
2 [Performance Test.] Populate the ingest database historic tables with at least 4 

million ingest requests containing at least 10 million granules and 10,000 
interventions. 

Login into the Ingest Database and 
verify that there exist 4 million entries 
in the InHistoricRequest Table, 10 
million entries in the 
InHistoricGranule Table, and 10,000 
entries(related to interventions) in the 
InRequestNoteSummary table. 

 

3 <i>359 S-2</i>  #comment 
4 Configure at least 3 providers and their polling locations. With DPL ingest 

down, populate the polling locations with at least 25,000 PDR containing at 
least 50,000 granules, with at least 10,000 of these PDR associated with a 
single polling location. The PDR shall represent ingest requests that have not 
yet been polled. The granules may contain either simulated or real ECS data, 
but the granule file sizes must be real, i.e., must be the same size as files for 
real granules from the same data collection. Checksumming should be 
configured such that either checksum validation or checksum calculation will 
be performed for all 50,000 granules. Approximately 50% of these granules 
should be transferred via FTP and approximately 50% of these granules 
should be transferred via local copy. About 50% of these granules shall be 
published in the Data Pool during ingest. Archive locations may be on either 
disk or tape for this test. At least ten (10) of the granules shall be real 
granules that belong to HEGable collections and have valid band information. 

1. Configure DPL Ingest with the 
configuration specified in Appendix 
A.<br /><br />2. Allow Ingest to work 
off any backlog not related to this test 
and Stop DPL Ingest(Polling, 
Processing, and Notification)<br /><br 
/>3. Configure 5 Providers and polling 
locations, as described in the 
&quot;Provider/Polling 
Configuration.&quot;<br /><br />4. 
Ensure all providers do not have 
checksumming mandatory, but are 
configured to have 100% 
checksumming.<br /><br />5. 
Configure all Version 86 data types 
for Datapool publication of SSS 
subscriptions as described in 
Appendix B. (Note: Use the DPL 
Ingest / DPM GUI and SSS GUI to 
ensure that all data types are 
configured correctly)<br /><br />6. 
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# Action Expected Result Notes 
Trickle in the backlog PDRs according 
to the Trickle Scheme specified in 
Appendix C. Be sure that the Polling 
Service is alive during backlog 
creation.<br />Note: Priority of 
MODAPS_HEGABLE will be set to 
VHIGH and the rest will be at 
NORMAL priority level. This is 
required to ensure HEGable granules 
are processed during the test and also 
to verify order of processing in 
verification step 2. 

5 <i>359 S-3</i>  #comment 
6 Once ingest has been started (see S-11), start feeding PDRs into the polling 

directories at a rate representing approximately 25 granules per minute such 
that approximately 50% of the granules will be transferred via FTP and 
approximately 50% of the granules will be transferred via local copy. 

Skip this step until you get to Step S-
11.<br />1. Turn on performance 
logging for DPL Ingest Processing 
service by doing the following:<br 
/><br />    a. Create the following file: 
/usr/ecs/OPS/CUSTOM/data/COM/ 
EcDlInProcessingService.perf .<br />     
Performance logs will be needed for 
the first 15 minutes of the first and 
third hour.<br />       To turn off 
performance logging:<br />            
Remove the following file: 
/usr/ecs/OPS/CUSTOM/data/COM/ 
EcDlInProcessingService.perf .<br 
/><br />    b. From the command line, 
type &quot;ps -ef | grep OPS&quot; 
and get the pid for 
EcDlInProcessingService.<br /><br />   
c. From the command line, type 
&quot;kill -WINCH 
&lt;pid&gt;&quot; to turn on 
performance logging.<br />       To 
turn on performance logging, follow 
the three steps listed above, but create 
the perf file instead of removing it in 
step (a).<br /><br />2. Capture 
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PostgreSQL stats thru' sysmon scripts. 
Further turn on Byron Peter's resource 
monitoring scripts. This is for 
verification step 12.<br /><br />3. 
From the DPL Ingest GUI verify that 
all backlog requests are past the 
'NEW' state. Do not continue until this 
is completed.<br /><br />4. Restart 
DPL Ingest(Polling, Processing, and 
Notification). Note the time DPL 
Ingest was restarted(Start Time 
T1).<br /><br />Feed 7 requests / min 
to each of the identified polling 
locations except for LocalHEG 
location, as specified in Appendix C. 
PDRs will not be trickled into the 
LocalHEG location during the test. It 
is expected during the test that DPL 
Ingest will process PDRs in the 
following order:<br />    1. LocalHEG 
PDR backlog<br />    2. Remaining 
PDR backlog<br />    3. New 
PDRs<br /><br />LocalHEG is 
processed first due to its higher 
priority.<br /><br />Continue to step 
Verification Step 1. 

7 <i>359 S-4</i>  #comment 
8 Set the time interval for removing completed requests and closed 

interventions to 10 minutes. 
Open up the DPL Ingest GUI on a 
firefox browser. Login as VISTA 
(Ingest Operator) and navigate to the 
Configuration - Global Tuning 
page.<br />Set the parameter 
MINS_TO_KEEP_COMPLETED_RE
QS to 10. 

 

9 <i>359 S-5</i>  #comment 
10 Configure 1 Data Pool Ingest GUI to monitor active requests at a refresh rate 

of 20 seconds. 
Open a new Firefox browser and open 
3 tabs all pointing to the DPL Ingest 
GUI. Login as V0000 (View only).<br 

 



 

873 
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/>On the first tab(Active Request tab), 
navigate to the Monitoring -Request 
Status page on the DPL Ingest GUI. 
Set the auto refresh to 20s[econds]. 

11 <i>359 S-6</i>  #comment 
12 Configure 1 Data Pool Ingest GUI to monitor requests for operator 

intervention with a refresh rate of 20 seconds. 
On the second tab(Interventions tab), 
navigate to the Interventions &amp; 
Alerts - Interventions page.<br />Set 
the auto refresh to 20s[econds] 

 

13 <i>359 S-7</i>  #comment 
14 Configure 1 Data Pool Ingest GUI to monitor requests for operator alerts with 

a refresh rate of 20 seconds. 
On the third tab(Alerts tab), navigate 
to the Interventions &amp; Alerts - 
Alerts page.<br />Set the auto refresh 
to 20s[econds] 

 

15 <i>359 S-8</i>  #comment 
16 Configure 1 Data Pool Ingest GUI to monitor the current status of Data Pool 

file systems with a refresh rate of 1 minute. 
Open another firefox browser with 2 
tabs both pointing to the DPL Ingest 
GUI. Login as V0000 (View only).<br 
/>On the first tab(File Systems tab), 
navigate to the Monitoring- File 
System Status page. Set the auto 
refresh to 1m[in]. 

 

17 <i>359 S-9</i>  #comment 
18 Configure 1 Data Pool Ingest GUI to monitor the current status of the 

archives with a refresh rate of 1 minute. 
The archives are monitored on the 
same page as the Data Pool File 
systems from S8. 

 

19 <i>359 S-10</i>  #comment 
20 Configure 1 Data Pool Ingest GUI to monitor the current status of ECS 

services with a refresh rate of 1 minute. 
On the second tab(Services tab), 
navigate to the Monitoring- ECS 
Service Status page. Set the auto 
refresh to 1m[in]. 

 

21 <i>359 S-11</i>  #comment 
22 Restart the ingest service and begin working off the backlog of queued 

requests at a rate of at least 50 granules per minute. Cleanup PDR that have 
been ingested every few (e.g., 10) minutes. Run the test for at least 3 hours. It 
does not have to run to completion. 

Go to step Setup Step 3.  

23 <i>359 -</i>  #comment 
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24 Perform all of setup steps of crit 900 (test 54b) if needed.   
25 <i>359 V-1</i>  #comment 
26 Verify that the ingest service begins to process granules within 15 minutes of 

the restart time. 
  

27 <i>359 V-2</i>  #comment 
28 Verify that the ingest service works off the backlog for each provider before 

processing newly polled PDRs, i.e., the granules from each provider are 
processed by priority and within the same priority on a first-in first-out order 
based on the PDR creation time. 

Create a second batch of 10 PDRs in 
the LocalHEG location. Verify from 
the DPL Ingest GUI that these 
Requests are moved to the 
&quot;active&quot; state within 5 
minutes of PDR validation. 

 

29 <i>359 V-3</i>  #comment 
30 Verify that the sustained ingest and archiving rate is at least 50 granules per 

minute for the duration of the test. 
After approximately 180 minutes, on 
your first Firefox browser from Setup 
Step 4, navigate to the Reports - 
Granule Summary page. Enter the start 
time T1 as the DPL Ingest start time 
and the end time as T1 + 180 minutes. 
Choose your Providers, All Granule 
Types, and Successful requests in the 
filter on this page. Verify the 
following equation holds true:<br 
/>(Ingest Rate = (total number of 
successfully ingested granules) / 180 
minutes) &gt;= 50 granules per 
minute.<br />Also get the following 
counts:<br />Select count(*) from 
AmGranule where insertTime between 
&quot;Date/ T1&quot; and 
&quot;Date/T1+180&quot;. Verify 
count &gt; 9000 granules.<br />Select 
count(*) from AmGranule where 
insertTime between &quot;Date/ 
T1&quot; and 
&quot;Date/T1+180&quot;. Verify 
count &gt; 4500 granules (50% 
publication). If crit 900 is executed 
along with this then Verify count &gt; 
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7200 granules. 

31 <i>359 V-4</i>  #comment 
32 Using a filter that selects and sorts about 15,000 requests containing about 

30,000 granules from the historic tables, verify that the initial page of request 
information is displayed in the Data Pool Ingest GUI within 30 seconds and 
that subsequent pages (if any) are displayed within 10 seconds. Verify that all 
returned information is consistent with the filter and sort order. 

WHILE INGEST IS IN PROGRESS 
(I.E., DURING THE FIRST 3 
HOURS OF THE TEST):<br /><br 
/>Read entire step before executing. 
On the first firefox browser, navigate 
to Monitoring - Historical Requests 
page. Click on show filter. Use a filter 
which returns about 15000 requests 
and about 30,000 granules. To find a 
date range to use, Execute the 
following sql statement: &quot;select 
count(*) from InRequest where 
ProcessingEndDate between D1 and 
D2&quot;<br /><br />Make sure the 
D1 and D2 you choose returns about 
15000 requests.<br /><br />Enter the 
dates D1 and D2 in the filter on the 
firefox browser.<br /><br />Do not 
press the &quot;apply filter&quot; 
yet.<br /><br />Open an xterm 
window and run 'date'.<br /><br 
/>Click on Apply Filter NOW!!.<br 
/><br />When page refreshes, run 
'date' again.<br /><br />Make sure the 
time difference is less than 30 seconds 
and that there are about 15000 
requests.<br /><br />From the DPL 
Ingest GUI &gt; Historical Request 
Status page, select the 'Next' page and 
verify that the results are shown within 
10 seconds. 

 

33 <i>359 V-5</i>  #comment 
34 Using a filter that selects and sorts about 40 active requests, set the automatic 

refresh rate to 20 seconds and verify that the list is refreshed every 20 
seconds. Verify that all returned information is consistent with the filter and 
sort order. 

WHILE INGEST IS IN PROGRESS 
(I.E., DURING THE FIRST 3 
HOURS OF THE TEST):<br /><br 
/>Open the Firefox tab from Setup 
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Step 5.<br /><br />From the Request 
Status page, apply a filter shows 
requests in the active state.<br /><br 
/>You may also filter by provider if 
there are approximately 40 active 
requests for any given provider.<br 
/><br />Verify that the configured 20 
second automatic refresh is able to 
display the approximate 40 requests. 

35 <i>359 V-6</i>  #comment 
36 Verify that completed requests and closed interventions are removed from the 

active ingest tables and added to the historic ingest tables between 10 and 20 
minutes after they are closed or completed 

WHILE INGEST IS IN PROGRESS 
(I.E., DURING THE FIRST 3 
HOURS OF THE TEST):<br /><br 
/>Note: Be sure to perform the steps 
of this verification quickly, as the 
Processing Service is activating 
requests at an approximate rate of 50 
/min.<br /><br />From the DPL Ingest 
GUI &gt; Request Status page, apply a 
filter to view all 'Validated' 
requests.<br /><br />Sort this page by 
the 'When Queued' column 
(descending).<br /><br />Choose a 
request (Q1) that will likely be 
activated soon, i.e. its Queued Date is 
on the first page of requests.<br /><br 
/>Choose a second request from this 
page (Q2).<br /><br />Select Q1 to 
view the Ingest Request Detail 
page.<br /><br />Press the 
'Show/Hide' button in the 'File Detail' 
column for a granule that is still in the 
'New' state.<br /><br />In an xterm 
window, navigate to the SCIENCE 
file's location and rename the file. (Be 
sure to remember the original file 
name)<br /><br />Monitor the 
EcDlInProcessingService.ALOG for 
the following string:<br /><br 
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/>'Created operator intervention'<br 
/><br />Verify that within two 
refreshes of the Interventions page on 
the DPL Ingest GUI, the new Operator 
Intervention is created and appears for 
Q1. (For Setup Step 6)<br /><br />Fix 
the intervention by renaming the 
SCIENCE file to its original name.<br 
/><br />From the Interventions page, 
select the request and press the 
'Resume' button.<br /><br />From the 
Active Request Status page, determine 
the processing completion time for Q1 
and Q2.<br /><br />Verify that Q1 
and Q2 no longer appear on the Active 
Request Status page, but appear on the 
Historic Request Status page within 10 
- 20 minutes. 

37 <i>359 V-7</i>  #comment 
38 Introduce an operator intervention and verify that it appears in the Data Pool 

Ingest GUI within 20 seconds. 
This is verified in the previous step.  

39 <i>359 V-8</i>  #comment 
40 Introduce an operator alert and verify that it appears in the Data Pool Ingest 

GUI within 20 seconds. 
Introduce an operator alert by 
changing ftp write login for a provider 
(Notification).<br /><br />Verify that 
the alert appears on the Alerts tab in 
setup step 7 within 20 seconds.<br 
/><br />Detect 'RaiseAlert' condition 
in EcDlInNotificationDebug.log.<br 
/><br />Within 20 secs of detection 
the alert should appear on the GUI 
alert page. 

 

41 <i>359 V-9</i>  #comment 
42 Verify that the current status of Data Pool file systems, displayed in the Data 

Pool Ingest GUI, is refreshed each minute. 
Navigate to the File Systems tab. 
Verify that this page is refreshed each 
minute. 

 

43 <i>359 V-10</i>  #comment 
44 Verify that the current status of the archives, displayed in the Data Pool This is verified in the previous step.  
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# Action Expected Result Notes 
Ingest GUI, is refreshed each minute. 

45 <i>359 V-11</i>  #comment 
46 Verify that the current status of ECS services, displayed in the Data Pool 

Ingest GUI, is refreshed each minute. 
Navigate to the Services tab. Verify 
that this page is refreshed each minute. 

 

47 <i>359 V-11.1</i>  #comment 
48 Verify that there were at least ten successful band extractions and that none of 

the band extractions (successful or unsuccessful) took more than five (5) 
seconds. 

Track the requests which have the 
HEGable data.<br /><br />Make sure 
that at least 10 band extractions were 
successful.<br /><br />Verify that all 
band extractions took less than 5 
seconds.<br /><br />Compute the time 
based on the occurrences of 
&quot;Band Extraction Script' 
invocation in 
EcDlInProcessingService.ALOG.<br 
/><br />To do this, search for the 
following strings:<br /><br 
/>&quot;Starting band 
extraction&quot;<br 
/>&quot;Successfully completed band 
extraction&quot;<br /><br />Each log 
entry will have the associated DPL 
Request ID and timestamp.<br /><br 
/>Note: The performance log analysis 
may also be used to show the 
maximum time for band extraction. 

 

49 <i>359 V-12</i>  #comment 
50 Turn on performance logging for 15 minutes each during the first and third 

hour of the test, overlapping this with the collection of PostgreSQL statistics 
and provide the outputs to the Chief System Engineer. 

Get the performance logs from Setup 
step 3 and the collection of 
PostgreSQL statistics.<br /><br 
/>Send them to the Chief System 
Engineer 
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TEST DATA: 
 
 
 

Crit 
id 

Crit ccr 
no 

Test Data Description 
Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

359   

Historic Data: 4 million 
Requests 
 
10 million granules 
 
10,000 Interventions 
 
Active Data: 25,000 
Requests 
 
(10,000 in one poll loc) 
 
50,000 Granules 
 
100% Checksummed 
 
50% via Local 
 
50% via FTP 
 
50% Published 

  None   Real     

 
EXPECTED RESULTS: 
 

285 FIREWALL (ECS-ECSTC-2696) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 
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STEPS:   
# Action Expected Result Notes 
1 <i>560 S-1</i>  #comment 
2 [Firewall] Set up the DPL Ingest GUI in the test lab (e.g. PVC) and configure 

the lab firewall such that the firewall will prevent access to the URL for the 
DPL Ingest GUI from outside the lab firewall. (Make sure that this is part of 
the setup procedure for the DPL Ingest GUI.) 

Configure the firewall rules so that the 
firewall will prevent external access to 
the URL of the DPL Ingest GUI in the 
PVC/VATC. 

 

3 <i>560 S-2</i>  #comment 
4 <i>Document Reference: DPL Ingest GUI 609: Home and Login Page</i>  #comment 
5 From a desktop outside the firewall, launch a browser and attempt to access 

the DPL Ingest GUI by typing in the URL. 
From a computer that has internet 
access, but is located outside of the 
firewall, bring up a web browser and 
type in the URL to the DPL Ingest 
GUI e.g. 
xxdpl##:22500/Ingest_[mode]/faces/fr
ameIndex.jsp 

 

6 <i>560 V-1</i>  #comment 
7 Verify that the external user access to the DPL Ingest GUI is denied by the 

firewall. 
Contact a firewall system 
administrator and have them search 
the syslog and hptp.access.log for the 
box name and port number to verify a 
message was logged showing access 
to the DPL Ingest GUI was denied. 

 

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

560   NONE             

 
EXPECTED RESULTS: 
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286 CREATE OPERATORS (ECS-ECSTC-2697) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 
 
STEPS:   
# Action Expected Result Notes 
1 <i>10 S-1</i>  #comment 
2 [Create operators] Open a Unix window and tail the Data Pool Ingest GUI 

log. 
From a unix xterm window, login as 
any user, log in to the host running the 
DPL Ingest GUI (xnDPL##)<br />cd 
into the 'logs' directory<br />Tail the 
log by typing &quot;tail -f 
EcDlInGui.debug.log&quot; 

 

3 <i>10 S-2</i>  #comment 
4 <i>Deleted</i>  #comment 
5 <i>10 S-3</i>  #comment 
6 Deleted Deleted  
7 <i>10 S-4</i>  #comment 
8 <i>Document Reference: DPL Ingest GUI 609: Home and Login Page</i>  #comment 
9 In a third browser window, bring up the Data Pool Ingest GUI. From any Windows, Unix or Linux 

host, open a (Netscape or Firefox) 
browser window and enter the url for 
the Data Pool INGEST GUI, e.g.<br 
/>XXdpl##.hitc.com:22500/Ingest_[m
ode]/faces/EcDlInGuiLogin.jsp<br 
/>The system is distributed with a 
'Security Admin' operator pre-
configured. Use this login and 
password (supplied in distribution 
documentation) to login. 

 

10 <i>10 S-5</i>  #comment 
11 <i>Document Reference: DPL Ingest GUI 609: Operator Configuration</i>  #comment 
12 Use the Data Pool Ingest GUI to create a 'security admin' operator. From DPL Ingest GUI, 

Configuration/Operators, define a new 
operator with only the ingest security 
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# Action Expected Result Notes 
box selected and click &quot;Add an 
operator.&quot; 

13 <i>10 S-6</i>  #comment 
14 <i>Document Reference: DPL Ingest GUI 609: Operator Configuration</i>  #comment 
15 As the 'security admin' operator, use the Data Pool Ingest GUI to create a 

'view only' operator, an 'ingest admin' operator, an 'ingest tuning' operator, 
and an 'ingest control' operator. 

a. Log out the 'distributed' Security 
Admin operator and log in as the 
newly created Security Admin 
operator.<br />    b. From DPL Ingest 
GUI, Configuration/Operators, create 
all 16 of the users identified in the 
following table:<br />    opNumber    
ing control    ing admin   ing tuning   
ing security<br />        1               X        
X<br />        2               X                        
X<br />        3               X                        
X<br />        4                                     
X                 X<br />        5                      
X                                  X<br />        6     
X               X<br />        7               X      
X                 X<br />        8               X    
X                                  X<br />        9     
X                                       X               
X<br />        10                                   
X                 X               X<br />        
11              X                   X                 
X               X<br />        12 (View)   O    
O                 O              O<br />        13   
X<br />        14                                  
X<br />        15                                        
X<br />        16                                        
X<br /> 

 

16 As the 'security admin' operator, use the Data Pool Ingest GUI to create a 
'view only' operator, an 'ingest admin' operator, an 'ingest tuning' operator, 
and an 'ingest control' operator. 

a. Log out the 'distributed' Security 
Admin operator and log in as the 
newly created Security Admin 
operator.<br />    b. From DPL Ingest 
GUI, Configuration/Operators, create 
all 16 of the users identified in the 
following table:<br />    opNumber      
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# Action Expected Result Notes 
ing control    ing admin   ing tuning   
ing security<br />        1               X        
X<br />        2               X                       
X<br />        3               X                        
X<br />        4                            X          
X<br />        5                            X           
X<br />        6                                       
X               X<br />        7               X      
X          X<br />        8               X           
X                          X<br />        9             
X                       X               X<br />        
10                           X          X               
X<br />        11              X            X        
X               X<br />        12 (View)       
O            O          O               O<br />      
13              X<br />        14                      
X<br />        15                                      
X<br />        16                                        
X<br /> 

17 <i>10 V-1</i>  #comment 
18 <i>Document Reference: DPL Ingest GUI 609: Operator Configuration</i>  #comment 
19 Verify that it is possible to define all 5 types of operators, and that the logins 

and authorizations have been created correctly. 
a. From DPL Ingest GUI, 
Configuration/Operators, make sure 
all operators created appear on the 
page.<br />    b. Verify that you can 
log in as each of these operators. 

 

20 <i>10 V-2</i>  #comment 
21 <i>Document Reference: DPL Ingest GUI 609: Operator Configuration</i>  #comment 
22 Verify that passwords associated with the logins are not stored in the clear. a. From DPL Ingest GUI, 

Configuration/Operators, make sure 
that the passwords for the operator are 
not displayed in the clear.<br />    b. 
Login to the Data Pool Ingest 
Database and check the 
InOperatorConfig table. Verify the 
passwords are not stored in the clear. 

 

23 <i>10 V-3</i>  #comment 
24 Verify that passwords associated with the logins are not present in the Data Check the tailed log and make sure  
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# Action Expected Result Notes 
Pool Ingest GUI log. passwords are not present. (Search the 

log for the un-encrypted password. It 
should not be found.) 

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

10   NONE             

 
EXPECTED RESULTS: 
 

287 INGEST TUNING OPERATOR CONFIGURES TUNING, CHECKSUM, AND ECS SERVICES 
PORTS PARAMETERS (ECS-ECSTC-2698) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 
 
STEPS:   
# Action Expected Result Notes 
1 <i>60 S-1</i>  #comment 
2 <i>Document Reference: DPL Ingest GUI 609: Home and Login Page, FTP 

Host Configuration; DP_S6_01 ticket;<br />TestConfigData.XLS</i> 
 #comment 

3 [Configure default FTP tuning parameters]<br /><br />As the 'ingest tuning' 
operator, use the Data Pool Ingest GUI to define or edit default values for all 
FTP tuning parameters in S-DPL-16261. (Default values to be used for 
testing TBS as part of ITP. If default values are initialized in the DPL 
database, ITP should provide instructions for editing new values and possibly 
editing back to initialized values.) 

In the DPL Ingest GUI, login as an 
'ingest tuning' operator. 
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# Action Expected Result Notes 
4 <i>60 V-1</i>  #comment 
5 <i>Document Reference: DPL Ingest GUI 609: The Navigation Panel, FTP 

Host Configuration</i> 
 #comment 

6 Verify that the ingest tuning operator has the authorization to define or edit 
the default ftp tuning parameters (i.e., has access to the default ftp tuning 
parameters pages on the Data Pool Ingest GUI, and that information entered 
by this operator is stored in the database.) 

a. On DPL Ingest GUI, 
Configuration/Transfer Hosts, go to 
&quot;View/Edit Host 
Defaults.&quot;<br /><br />b. Click 
on the Edit button, enter or modify the 
parameters:<br /><br />    Max. 
Operations: 4<br />    Timeout: 
check<br />    Expected Throughput: 
3.000<br />    Pad Time: 300<br />    
Auto Retry: check<br />    Retry 
Interval: 300<br /><br />c. Note and 
then modify all parameters listed in S-
DPL-16261, click &quot;Apply 
Changes&quot; and verify that the 
changes are accepted.<br /><br />d. In 
database (Ingest_&lt;MODE&gt;), 
table InRemoteHost, HostLabel = 
'DEFAULT', verify that the values 
changed above have been updated e.g., 
MaxConcurrentOps, DoTimeOut, 
ExpectedThroughput, PadWaitTime, 
RetryMode, and RetryInterval.<br 
/><br />e. select MaxConcurrentOps, 
DoTimeOuts, ExpectedThroughput, 
PadWaitTime, RetryMode, 
RetryInterval<br />from 
InRemoteHost<br />where HostLabel 
= &quot;DEFAULT&quot;<br /><br 
/>f. Restore the parameters to their 
original values. 

 

7 <i>100 S-1</i>  #comment 
8 <i>Document Reference: DPL Ingest GUI 609: Home and Login Page</i>  #comment 
9 [Configure ftp tuning parameters by host]<br /><br />As the 'ingest tuning' 

operator, use the Data Pool Ingest GUI to edit, for each ftp host, the host's ftp 
tuning parameters (per S-DPL-16261). For one ftp host that is not configured 

a. On the DPL Ingest GUI, login as an 
'ingest admin' operator.<br /><br />b. 
From DPL Ingest GUI, 

 



 

886 
 

# Action Expected Result Notes 
for the INGST subsystem, accept the default ftp tuning parameters. (Table of 
ftp hosts and related S-DPL-16261 information TBS as part of ITP). 

Configuration/Transfer Hosts, add a 
new host. For Criterion 100, V-3, 
verify that all fields are initially 
populated with the appropriate default 
values (See TestConfigData.XLS:FTP 
Hosts).<br /><br />c. Logout and log 
back in again as an 'ingest tuning' 
operator. 

10 <i>100 V-1</i>  #comment 
11 <i>Document Reference: DPL Ingest GUI 609: FTP Host Configuration</i>  #comment 
12 Verify that the Data Pool Ingest GUI allows the 'ingest tuning' operator to 

edit ftp tuning parameter information. 
On DPL Ingest GUI, 
Configuration/Transfer Hosts, go to 
the details for each FTP Host and 
verify that the ingest tuning 
parameters are not grayed out and can 
be changed by the operator. 

 

13 <i>100 V-2</i>  #comment 
14 <i>Document Reference: DPL Ingest GUI 609: FTP Host Configuration; 

DP_S6_01 ticket<br />TestConfigData.XLS</i> 
 #comment 

15 Verify that the Data Pool Ingest GUI allows all information in S-DPL-16261 
to be entered. 

On DPL Ingest GUI, 
Configuration/Transfer Hosts, go to 
the details for each FTP Host (exist 
host) and verify that all of the S-DPL-
16261 values may be entered and 
saved for each of the FTP hosts.<br 
/>Click on the Edit button, enter or 
modify the parameters:<br /><br />    
Max. Operations: 4<br />    Timeout : 
Y<br />    Expected Throughput: 
3.000<br />    Pad Time: 300<br />    
Auto Retry: checked<br />    Retry 
Interval: 300<br /><br />Note: FTP 
tuning parameters are defined in 
TestConfigData.XLS:FTP Hosts 

 

16 <i>100 V-3</i>  #comment 
17 <i>Document Reference: DPL Ingest GUI 609: FTP Host Configuration</i>  #comment 
18 Verify that the default ftp tuning parameters are applied to the ftp host where 

the default values were accepted. 
(See Criterion 100, S-1)  
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# Action Expected Result Notes 
19 <i>101 S-1</i>  #comment 
20 <i>Document Reference: DP_S6_01 ticket;<br />TestConfigData.XLS</i>  #comment 
21 [Configure default scp tuning parameters]<br /><br />As the 'ingest tuning' 

operator, use the Data Pool Ingest GUI to define or edit default values for all 
scp tuning parameters in S-DPL-16293. (Default values to be used for testing 
TBS as part of ITP. If default values are initialized in the DPL database, ITP 
should provide instructions for editing new values and possibly editing back 
to initialized values.) 

From DPL Ingest GUI, 
Configuration/Transfer Hosts, 

 

22 <i>101 V-1</i>  #comment 
23 Verify that the ingest tuning operator has the authorization to define or edit 

the default scp tuning parameters (i.e., has access to the default scp tuning 
parameters pages on the Data Pool Ingest GUI, and that information entered 
by this operator is stored in the database.) 

TBD SCP  

24 <i>106 S-1</i>  #comment 
25 <i>Document Reference: DP_S6_01 ticket;<br />TestConfigData.XLS</i>  #comment 
26 [Configure scp tuning parameters by host]<br /><br />As the 'ingest tuning' 

operator, use the Data Pool Ingest GUI to define or edit, for each scp host, the 
host's scp tuning parameters (per S-DPL-16293). For one scp host that is not 
configured for the INGST subsystem, accept the default scp tuning 
parameters. (Table of scp hosts and related S-DPL-16293 information TBS as 
part of ITP). 

TBD SCP  

27 <i>106 V-1</i>  #comment 
28 Verify that the Data Pool Ingest GUI allows the 'ingest tuning' operator to 

define and edit scp tuning parameter information. 
TBD SCP  

29 <i>106 V-2</i>  #comment 
30 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
31 Verify that the Data Pool Ingest GUI allows all information in S-DPL-16293 

to be entered. 
TBD SCP  

32 <i>106 V-3</i>  #comment 
33 Verify that the default scp tuning parameters are applied to the scp host where 

the default values were accepted. 
TBD SCP  

34 <i>150 S-1</i>  #comment 
35 <i>Document Reference: DPL Ingest GUI 609: Home and Login, The 

Navigation Panel, Global Tuning Configuration; DP_S6_01 ticket</i> 
 #comment 

36 [Configure general tuning parameters]<br /><br />As an 'ingest tuning' 
operator, use the Data Pool Ingest GUI to enter new values for the tuning 
configuration parameters defined in requirements S-DPL-16255 (local hosts), 

In the DPL Ingest GUI, login as an 
'ingest tuning' operator. 
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# Action Expected Result Notes 
S-DPL-16310 (maximum concurrent scp operations), S-DPL-16460 
(general), S-DPL-16482 (alerts), S-DPL-16490 (UR translation retry), S-
DPL-16500 (checksum verification retry), S-DPL-16542 (historic retention), 
S-DPL-16545 (free space), S-DPL-16546 (time interval for throughput 
statistics) and S-DPL-16547 (time interval for archive cache information). 
(Table of tuning parameters and recommended values for testing in the PVC, 
TBS as part of ITP). 

37 <i>150 V-1</i>  #comment 
38 <i>Document Reference: GUI</i>  #comment 
39 Verify that the ingest tuning operator has the authorization to define the 

tuning configuration parameters in S-DPL-16255 (i.e., has access to the 
appropriate pages on the Data Pool Ingest GUI, and that information entered 
by this operator is stored in the database), and that the GUI allows all 
information in S-DPL-16255 to be entered. 

a. From DPL Ingest GUI, 
Configuration/Transfer Hosts, click on 
&quot;Edit Local Host Settings&quot; 
and verify that it is possible to enter 
values for all of the S-DPL-16255 
attributes IAW TestConfigData.XLS: 
FTP Hosts.<br />Click on the Edit 
button, enter or modify the 
parameters:<br /><br />    Max. 
Operations: 4<br />    Timeout : Y<br 
/>    Expected Throughput: 3.000<br 
/>    Pad Time: 300<br />    Retry 
Interval: 300<br /><br />b. Verify 
values stored in database 
Ingest_[mode], table InRemoteHost. 
For reference only, relevant 
parameters may be identified as 
follows:<br /><br />| GUI                 | 
Database           |<br />| Max. 
Operations     | MaxConcurrentOps   
|<br />| Timeout             | DoTimeOuts   
|<br />| Expected Throughput | 
ExpectedThroughput |<br />| Pad 
TIme            | PadWaitTime        |<br 
/>| Retry Interval      | RetryInterval      
|<br /><br />select 
MaxConcurrentOps, DoTimeOuts, 
ExpectedThroughput, PadWaitTime, 
RetryInterval<br />from 
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# Action Expected Result Notes 
InRemoteHost<br />where HostLabel 
= &quot;LOCAL&quot; 

40 <i>150 V-2</i>  #comment 
41 <i>Document Reference: GUI</i>  #comment 
42 Verify that the ingest tuning operator has the authorization to define the 

tuning configuration parameters in S-DPL-16460 (i.e., has access to the 
appropriate pages on the Data Pool Ingest GUI, and that information entered 
by this operator is stored in the database), and that the GUI allows all 
information in S-DPL-16460 to be entered. 

a. From DPL Ingest GUI, 
Configuration/ECS Services, verify 
that it is possible to enter values for all 
of the S-DPL-16460 attributes IAW 
TestConfigData.XLS:ECS 
Services<br />Enter values for 
parameters below:<br /><br />    Max 
CPU Operations: 4<br />    Expected 
throughput: 5.00<br />    Checksum 
Timeout Pad Time: 30<br />    Max. 
Concurrent File archive operations: 
4<br />    Expected Throughput: 2<br 
/>    Archive TimeOut Pad Time: 
30<br /><br />b. Verify values stored 
in database Ingest_[mode], table 
InECSServiceHost. For reference 
only, relevant parameters may be 
identified as follows:<br /><br />| 
GUI                                   | Database      
|<br />| Max CPU Operations                  
| MaxOps                 |<br />| Expected 
throughput                   | 
ChecksumThroughput     |<br />| 
Checksum Timeout Pad Time             | 
ChecksumTimelimit      |<br />| Max. 
Concurrent File Transfers        | 
MaxConcurrentFileXfers |<br />| 
Maximum concurrent archive 
operations | MaxConcurrentWrites    
|<br />| Expected Throughput                  
| ArchivingThroughput    |<br />| 
Archive Timeout Pad Time              | 
ArchivingTimeLimit     |<br /><br 
/>select MaxOps, 
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# Action Expected Result Notes 
ChecksumThroughput, 
ChecksumTimeLimit, 
MaxConcurrentFileXfers, 
MaxConcurrentWrites, 
ArchivingThroughput, 
ArchivingTimeLimit<br />from 
InECSServiceHost<br /><br />c. 
From DPL Ingest GUI, 
Configuration/Global Tuning, verify 
that it is possible to enter values for all 
of the S-DPL-16460 attributes IAW 
TestConfigData.XLS: Tuning 
Parameters<br />Enter values for 
parameters below<br /><br />    
PROCESSING_MAX_VOLUME : 
37500<br />    
PROCESSING_MAX_GRANS: 
50<br />    
IGNORE_ARCHIVE_ALERT: 
unchecked<br /><br />d. Verify 
values stored in database 
Ingest_[mode], table 
InConfigParameter. For reference 
only, relevant parameters may be 
identified as follows:<br /><br />| 
Database              | Description                
|<br />| 
PROCESSING_MAX_GRANS  | Max 
Concurrent Active Granules                    
|<br />| 
PROCESSING_MAX_VOLUME | 
Max Concurrent Active Granule 
Volume                                                    
|<br />| IGNORE_ARCHIVE_ALERT  
| Whether to activate requests that 
require an archive that is suspended by 
operator or by a alert |<br /><br 
/>select ParameterName, 
ParameterDesc, IntValue, FloatValue, 
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# Action Expected Result Notes 
CharValue<br />from 
InConfigParameter<br />where 
ParameterName 
in(&quot;PROCESSING_MAX_GRA
NS&quot;, 
&quot;PROCESSING_MAX_VOLU
ME&quot;, 
&quot;IGNORE_ARCHIVE_ALERT
&quot;) 

43 <i>150 V-3 DELETED</i>  #comment 
44 <i>150 V-4 Document Reference: GUI/Database</i>  #comment 
45 Verify that the ingest tuning operator has the authorization to define the 

tuning configuration parameters in S-DPL-16482 (i.e., has access to the 
appropriate pages on the Data Pool Ingest GUI, and that information entered 
by this operator is stored in the database), and that the GUI allows all 
information in S-DPL-16482 to be entered. 

From DPL Ingest GUI, either 
Configuration/Global Tuning or 
Configuration/Archive FileSystems as 
indicated below, verify that it is 
possible to enter values for all of the 
S-DPL-16482 attributes IAW 
TestConfigData.XLS:Tuning 
Parameters. Enter values for 
parameters below<br /><br />    
MAX_CONSEC_XFER_ERRORS_P
DR: 5<br />    
MAX_CONSEC_XFER_ERRORS_P
AN_PDRD: 5<br />    
MAX_CONSEC_FS_ERRORS: 5<br 
/>    
MAX_CONSEC_SDSRV_ERRORS: 
5<br />    
MAX_GRANS_WITH_SERV_ERR: 
5<br />    
DEFAULT_RETRY_INTERVAL: 
5<br /><br />a. Verify values stored in 
database Ingest_[mode], table 
InConfigParameter. For reference 
only, relevant parameters may be 
identified as follows:<br /><br />| 
GUI/Database                    | 
Description                                              
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# Action Expected Result Notes 
|<br />| 
MAX_CONSEC_XFER_ERRORS_P
DR      | # consecutive errors that 
trigger an alert (PDR transfer                  
|<br />| 
MAX_CONSEC_XFER_ERRORS_P
AN_PDRD | #consecutive file transfer 
errors that trigger an 
alert(PAN/PDRD)                                   
|<br />| 
MAX_CONSEC_FS_ERRORS            
| # consecutive file system access 
errors that trigger an alert                        
|<br />| 
MAX_CONSEC_SDSRV_ERRORS     
| # identical errors returned by SDSRV 
metadata validation that will trigger an 
alert                                           |<br />| 
MAX_GRANS_WITH_SERV_ERR      
| # consecutive errors not attributed to 
other resources (such as ftp or scp 
hosts or polling locations) that trigger 
an alert. |<br />| 
DEFAULT_RETRY_INTERVAL          
| default retry interval for retriable 
errors                                                        
|<br /><br />select ParameterName, 
IntValue, FloatValue, CharValue<br 
/>from InConfigParameter<br 
/>where ParameterName in (<br />    
&quot;MAX_CONSEC_XFER_ERR
ORS_PDR&quot;,<br />    
&quot;MAX_CONSEC_XFER_ERR
ORS_PAN_PDRD&quot;,<br />    
&quot;MAX_CONSEC_FS_ERRORS
&quot;,<br />    
&quot;MAX_CONSEC_SDSRV_ER
RORS&quot;,<br />    
&quot;MAX_GRANS_WITH_SERV
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# Action Expected Result Notes 
_ERR&quot;,<br />    
&quot;DEFAULT_RETRY_INTERV
AL&quot;<br />)<br /><br />b. Verify 
values stored in database 
Ingest_[mode], table InArchive. For 
reference only, relevant parameters 
may be identified as follows:&gt;<br 
/><br />| Database              | 
Description                                            
|<br />| CacheSpacePrimaryMark | 
Cache warning threshold percentage to 
raise alert      |<br />| 
CacheSpaceSecondMark  | Cache full 
threshold percentage to raise alert         
|<br />| CSPercClearPrimary    | Clear 
alert threshold for cache warning 
percentage (i) |<br />| 
CSPercClearSecond     | Clear alert 
threshold for cache full percentage (j)    
|<br /><br />select 
CacheSpacePrimaryMark, 
CacheSpaceSecondMark, 
CSPercClearPrimary, 
CSPercClearSecond<br />from 
InArchive 

46 <i>150 V-5</i>  #comment 
47 <i>Document Reference: GUI/Database</i>  #comment 
48 Verify that the ingest tuning operator has the authorization to define the 

tuning configuration parameters in S-DPL-16490 (i.e., has access to the 
appropriate pages on the Data Pool Ingest GUI, and that information entered 
by this operator is stored in the database), and that the GUI allows all 
information in S-DPL-16490 to be entered. 

a. On DPL Ingest GUI, 
Configuration/Global Tuning, verify 
that it is possible to enter values for all 
of the S-DPL-16490 attributes IAW 
TestConfigData.XLS:Tuning 
Parameters. (Repeat as &quot;ingest 
admin&quot; in Criterion 160 V-1 
below)<br />Enter values for 
parameters below.<br /><br />    
NUM_RETRIES_UR_ERROR: 5<br 
/>    RETRY_SECS_UR_ERROR: 
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5<br /><br />b. Verify values stored in 
database Ingest_[mode], table 
InConfigParameter. For reference 
only, relevant parameters may be 
identified as follows:<br /><br />| 
GUI/Database         | GUI                        
|<br />| 
NUM_RETRIES_UR_ERROR | 
default # retries for UR translation 
errors      |<br />| 
RETRY_SECS_UR_ERROR  | default 
retry interval for UR translation errors 
|<br /><br />select ParameterName, 
ParameterDesc, IntValue, 
FloatValue<br />from 
InConfigParameter<br />where 
ParameterName in 
(&quot;NUM_RETRIES_UR_ERRO
R&quot;, 
&quot;RETRY_SECS_UR_ERROR&
quot;) 

49 <i>150 V-6</i>  #comment 
50 <i>Document Reference: GUI/Database</i>  #comment 
51 Verify that the ingest tuning operator has the authorization to define the 

tuning configuration parameters in S-DPL-16500 (i.e., has access to the 
appropriate pages on the Data Pool Ingest GUI, and that information entered 
by this operator is stored in the database), and that the GUI allows all 
information in S-DPL-16500 to be entered. 

a. On DPL Ingest GUI, 
Configuration/Global Tuning, verify 
that it is possible to enter values for all 
of the S-DPL-16500 attributes IAW 
TestConfigData.XLS:Tuning 
Parameters. (Repeat as &quot;ingest 
admin&quot; in Criterion 160 V-2 
below)<br />Enter a value for 
parameter below.<br /><br />    
MAX_RETRY_CHECKSUM_VERIF
Y: 5<br /><br />b. Verify values 
stored in database Ingest_[mode], 
table InConfigParameter. For 
reference only, the relevant parameter 
may be identified as follows:<br /><br 
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/>| GUI/Database              | 
Description                           |<br />| 
MAX_RETRY_CHECKSUM_VERIF
Y | default # retries for checksum 
errors |<br /><br />select 
ParameterName, ParameterDesc, 
IntValue, FloatValue<br />from 
InConfigParameter<br />where 
ParameterName in 
(&quot;MAX_RETRY_CHECKSUM
_VERIFY&quot;) 

52 <i>150 V-7</i>  #comment 
53 <i>Document Reference: GUI/Database</i>  #comment 
54 Verify that the ingest tuning operator has the authorization to define the 

tuning configuration parameters in S-DPL-16542 (i.e., has access to the 
appropriate pages on the Data Pool Ingest GUI, and that information entered 
by this operator is stored in the database), and that the GUI allows all 
information in S-DPL-16542 to be entered. 

a. On DPL Ingest GUI, 
Configuration/Global Tuning, verify 
that it is possible to enter values for all 
of the S-DPL-16542 attributes IAW 
TestConfigData.XLS:Tuning 
Parameters. (Repeat as &quot;ingest 
admin&quot; in Criterion 160 V-3 
below)<br />Enter a value for 
parameter below.<br /><br />    
MONTHS_TO_KEEP_HIST_STATS
_ALERTS: 3<br /><br />b. Verify 
values stored in database 
Ingest_[mode], table 
InConfigParameter. For reference 
only, the relevant parameter may be 
identified as follows:<br /><br />| 
GUI/Database                     | 
Description                             |<br />| 
MONTHS_TO_KEEP_HIST_STATS
_ALERTS | retention time for historic 
information |<br /><br />select 
ParameterName, ParameterDesc, 
IntValue, FloatValue<br />from 
InConfigParameter<br />where 
ParameterName in 
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(&quot;MONTHS_TO_KEEP_HIST_
STATS_ALERTS&quot;) 

55 <i>150 V-8</i>  #comment 
56 <i>Document Reference: GUI/Database</i>  #comment 
57 Verify that the ingest tuning operator has the authorization to define the 

tuning configuration parameters in S-DPL-16545 (i.e., has access to the 
appropriate pages on the Data Pool Ingest GUI, and that information entered 
by this operator is stored in the database), and that the GUI allows all 
information in S-DPL-16545 to be entered. 

a. On DPL Ingest GUI, 
Configuration/Global Tuning, verify 
that it is possible to enter values for all 
of the S-DPL-16545 attributes IAW 
TestConfigData.XLS:Tuning 
Parameters. (Repeat as &quot;ingest 
admin&quot; in Criterion 160 V-4 
below)<br />Enter values from 
TestConfigData.XLS:Tuning 
Parameters for parameters below.<br 
/><br />    
GET_DPL_SPACE_MINS<br />    
PERC_FULL_DPL_FS_WARN<br />   
PERC_FULL_DPL_FS_SUSP<br />    
PERC_FULL_DPL_FS_CLEAR_SUS
P<br />    
PERC_FULL_DPL_FS_CLEAR_WA
RN<br /><br />b. Verify values stored 
in database Ingest_[mode], table 
InConfigParameter. For reference 
only, relevant parameters may be 
identified as follows:<br /><br />| 
GUI/Database                | Description      
|<br />| GET_DPL_SPACE_MINS         
| time interval to obtain free space info   
|<br />| 
PERC_FULL_DPL_FS_WARN       | 
percent full condition to trigger 
warning alert                |<br />| 
PERC_FULL_DPL_FS_SUSP       | 
percent full condition to trigger alert       
|<br />| 
PERC_FULL_DPL_FS_CLEAR_SUS
P | percent full condition to clear an 
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file system suspended alert |<br />| 
PERC_FULL_DPL_FS_CLEAR_WA
RN | percent full condition to clear an 
file system warning alert   |<br /><br 
/>select ParameterName, 
ParameterDesc, IntValue, 
FloatValue<br />from 
InConfigParameter<br />where 
ParameterName in (<br />    
&quot;GET_DPL_SPACE_MINS&qu
ot;,<br />    
&quot;PERC_FULL_DPL_FS_WAR
N&quot;,<br />    
&quot;PERC_FULL_DPL_FS_SUSP
&quot;,<br />    
&quot;PERC_FULL_DPL_FS_CLEA
R_SUSP&quot;,<br />    
&quot;PERC_FULL_DPL_FS_CLEA
R_WARN&quot;<br />) 

58 <i>150 V-9 DELETED</i>  #comment 
59 <i>150 V-10 Document Reference: GUI/Database</i>  #comment 
60 Verify that the ingest tuning operator has the authorization to define the 

tuning configuration parameters in S-DPL-16546 (i.e., has access to the 
appropriate pages on the Data Pool Ingest GUI, and that information entered 
by this operator is stored in the database), and that the GUI allows the 
information in S-DPL-16546 to be entered. 

a. On DPL Ingest GUI, 
Configuration/Global Tuning, verify 
that it is possible to enter values for all 
of the S-DPL-16546 attributes IAW 
TestConfigData.XLS:Tuning 
Parameters.<br />Enter a value from 
TestConfigData.XLS:Tuning<br 
/>The Parameter for parameters 
below<br /><br />b. From the 
InConfigParameter table in the Ingest 
Database, verify the values have been 
stored. For reference only, the relevant 
parameter may be identified as 
follows:<br /><br />| GUI/Database       
| Description                                             
|<br />| 
THROUGHPUT_STATS_INTERVA
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L | time interval for aggregating and 
saving throughput stats |<br /><br 
/>select ParameterName, 
ParameterDesc, IntValue, 
FloatValue<br />from 
InConfigParameter<br />where 
ParameterName in 
(&quot;THROUGHPUT_STATS_IN
TERVAL&quot;) 

61 <i>150 V-11</i>  #comment 
62 <i>Document Reference: Database</i>  #comment 
63 Verify that the ingest tuning operator has the authorization to define the 

tuning configuration parameters in S-DPL-16547 (i.e., has access to the 
appropriate pages on the Data Pool Ingest GUI, and that information entered 
by this operator is stored in the database), and that the GUI allows the 
information in S-DPL-16547 to be entered. 

On DPL Ingest GUI, 
Configuration/Global Tuning, verify 
that it is possible to enter values for all 
of the S-DPL-16547 attributes IAW 
TestConfigData.XLS:Tuning 
Parameters. Enter a value from 
TestConfigData.XLS:Tuning the 
Parameter for parameters below<br 
/><br />    
ARCHIVE_CACHE_CHECK_INTE
RVAL: 10<br /><br />a. Verify values 
stored in database Ingest_[mode], 
table InConfigParameter. For 
reference only, the relevant parameter 
may be identified as follows:<br /><br 
/>| Database                     | GUI               
|<br />| 
ARCHIVE_CACHE_CHECK_INTE
RVAL | time interval for obtaining 
archive cache info |<br /><br />select 
ParameterName, ParameterDesc, 
IntValue, FloatValue<br />from 
InConfigParameter<br />where 
ParameterName in 
(&quot;ARCHIVE_CACHE_CHECK
_INTERVAL&quot;) 

 

64 <i>150 V-12</i>  #comment 
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65 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration; DP_S6_01 ticket;<br />TestConfigData.XLS</i> 
 #comment 

66 Verify that the ingest tuning operator has the authorization to define the 
tuning configuration parameters in S-DPL-16310 (i.e., has access to the 
appropriate pages on the Data Pool Ingest GUI, and that information entered 
by this operator is stored in the database), and that the GUI allows the 
information in S-DPL-16310 to be entered. 

a. On DPL Ingest GUI, 
Configuration/Global Tuning, verify 
that it is possible to enter values for all 
of the S-DPL-16310 attributes IAW 
TestConfigData.XLS:Tuning 
Parameters.<br />Verify values stored 
in database Ingest_[mode], table 
InConfigParameter.<br />Not 
Implementation yet 

 

67 <i>155 S-1</i>  #comment 
68 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
69 [Edit tuning parameters]<br /><br />As an 'ingest tuning' operator, use the 

Data Pool Ingest GUI to edit the tuning configuration parameters defined in 
requirements S-DPL-16480 (general retry), and S-DPL-16540 (archive age). 
(Table of tuning parameters and recommended values for testing in the PVC, 
TBS as part of ITP). 

On DPL Ingest GUI, login as an Ingest 
Tuning operator. 

 

70 <i>155 V-1</i>  #comment 
71 <i>Document Reference: DP_S6_01 ticket,<br />DPL Ingest GUI 609: 

Global Tuning Configuration.</i> 
 #comment 

72 Verify that the ingest tuning operator has the authorization to edit the tuning 
configuration parameters in S-DPL-16480 (i.e., has access to the appropriate 
pages on the Data Pool Ingest GUI, and that information entered by this 
operator is stored in the database), and that the GUI allows all information in 
S-DPL-16480 to be entered. 

a. Verify that the Ingest Tuning 
operator can edit the S-DPL-16480 
attributes in the DPL Ingest GUI in 
Configuration/Global Tuning.<br 
/><br />    
DEFAULT_NUM_RETRIES: 5<br />   
DEFAULT_RETRY_INTERVAL: 
5<br /><br />b. Verify values stored in 
database Ingest_[mode], table 
InConfigParameter, ParameterName = 
DEFAULT_NUM_RETRIES &amp; 
DEFAULT_RETRY_INTERVAL<br 
/><br />select ParameterName, 
ParameterDesc, IntValue, 
FloatValue<br />from 
InConfigParameter<br />where 
ParameterName in 
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(&quot;DEFAULT_NUM_RETRIES 
&quot;, 
&quot;DEFAULT_RETRY_INTERV
AL&quot;) 

73 <i>155 V-2</i>  #comment 
74 <i>Document Reference: DP_S6_01 ticket,<br />DPL Ingest GUI 609: 

Global Tuning Configuration.</i> 
 #comment 

75 Verify that the ingest tuning operator has the authorization to edit the tuning 
configuration parameter in S-DPL-16540 (i.e., has access to the appropriate 
pages on the Data Pool Ingest GUI, and that information entered by this 
operator is stored in the database), and that the GUI allows all information in 
S-DPL-16540 to be entered. 

a. Verify that the Ingest Tuning 
operator can edit the S-DPL-16540 
attributes in the DPL Ingest GUI 
Configuration/Global Tuning.<br 
/>Enter a value from for parameter 
below<br /><br />    
MINS_TO_KEEP_COMPLETED_RE
QS: 60<br /><br />b. Verify values 
stored in database Ingest_[mode], 
table InConfigParameter, 
ParameterName = 
MINS_TO_KEEP_COMPLETED_RE
QS.<br /><br />select 
ParameterName, ParameterDesc, 
IntValue,<br />FloatValue from 
InConfigParameter<br />where 
ParameterName in 
(&quot;MINS_TO_KEEP_COMPLE
TED_REQS&quot;) 

 

76 <i>210 S-1</i>  #comment 
77 <i>Document Reference: DPL Ingest GUI 609: Home and Login Page</i>  #comment 
78 [Configure checksum parameters]<br /><br />As an 'ingest tuning' operator, 

use the Data Pool Ingest GUI to define the checksum configuration 
parameters defined in requirement S-DPL-16570. (Table of checksum 
configuration parameters and recommended values for testing in the PVC, 
TBS as part of ITP). 

From DPL Ingest GUI, Login, login as 
an 'ingest tuning' operator. 

 

79 <i>210 V-1</i>  #comment 
80 <i>Document Reference: GUI</i>  #comment 
81 Verify that the ingest tuning operator has the authorization to define the 

checksum configuration parameters in S-DPL-16570 (i.e., has access to the 
appropriate pages on the Data Pool Ingest GUI, and that information entered 

From DPL Ingest GUI, 
Configuration/ECS Services, verify 
that it is possible to enter values for all 
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# Action Expected Result Notes 
by this operator is stored in the database), and that the GUI allows all 
information in S-DPL-16570 to be entered. 

of the S-DPL-16570 attributes IAW 
TestConfigData.XLS:Tuning 
Parameters. FileCksumType<br 
/>ChecksumAlgorithmPath<br /><br 
/>a. Verify values stored in database 
Ingest_[mode], table 
InValFileCksumType. For reference 
only, relevant parameters may be 
identified as follows:<br /><br />| 
GUI                      | Database              
|<br />| available checksum types | 
FileCksumType         |<br />| related 
algorithms       | 
ChecksumAlgorithmPath |<br /><br 
/>select * from InValFileCksumType 

82 <i>220 S-1</i>  #comment 
83 <i>Document Reference: DPL Ingest GUI 609: Home and Login Page</i>  #comment 
84 [Configure ports for ECS services]<br /><br />As an 'ingest tuning' operator, 

use the Data Pool Ingest GUI to configure the ports for ECS services, as 
defined in requirement S-DPL-16580. (Table of ECS services by host, with 
port assignments, TBS as part of ITP). 

From DPL Ingest GUI, login as an 
&quot;ingest tuning&quot; operator. 

 

85 <i>220 V-1</i>  #comment 
86 <i>Document Reference: GUI</i>  #comment 
87 Verify that the ingest tuning operator has the authorization to configure the 

ports for ECS services as defined in S-DPL-16580 (i.e., has access to the 
appropriate pages on the Data Pool Ingest GUI, and that information entered 
by this operator is stored in the database), and that the GUI allows all 
information in S-DPL-16580 to be entered. 

a. From DPL Ingest GUI, 
Configuration/ECS Services, verify 
that it is possible to enter values for all 
of the S-DPL-16580 attributes IAW 
TestConfigData.XLS:Tuning 
Parameters.<br />Edit the ECS 
Services Host<br />Enter vaules from 
TestConfigData.XLS:Tuning for 
parameters below.<br /><br />    
Address:<br />    Port:<br /><br />b. 
Verify values stored in database 
Ingest_[mode], table 
InECSServiceHost. For reference 
only, relevant parameters may be 
identified as follows:<br /><br />| 
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GUI     | Database   |<br />| Address | 
IPAddress  |<br />| Port    | 
PortNumber |<br /><br />select 
HostLabel, IPAddress, PortNumber 
from InECSServiceHost 

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

60-
220 

  NONE             

 
EXPECTED RESULTS: 
 

288 INGEST ADMIN OPERATOR CONFIGURES INGEST, DATA POOL, AND GUI PARAMETERS 
(ECS-ECSTC-2699) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 
 
STEPS:   
# Action Expected Result Notes 
1 <i>20 S-1</i>  #comment 
2 <i>Document Reference: DPL Ingest GUI 609: Home and Login, The 

Navigation Panel, Provider Configuration List</i> 
 #comment 

3 [View Data Providers]<br /><br />As the 'ingest admin' operator, navigate to 
the Data Provider page on the Data Pool Ingest GUI. 

From DPL Ingest GUI, Login, login as 
a 'ingest admin' operator. In the 
Navigation panel, select 
Configuration/Providers. 

 



 

903 
 

# Action Expected Result Notes 
4 <i>20 V-1</i>  #comment 
5 <i>Document Reference: GUI</i>  #comment 
6 Verify that all provider information in the INGST CI database appears 

correctly on the Data Provider page. 
Login to the Ingest Database 
(Ingest_&lt;mode&gt;). Verify the 
following fields in the 
InExternalDataProviderInfo table 
match those on the Provider 
Configuration Detail page of each 
provider.<br /><br />| GUI                    
| Database                          |<br />| 
Name                   | 
ExternalDataProvider              |<br />| 
DPL Ingest Enabled     | 
DPLIngestEnabled                  |<br />| 
Checksum Mandatory     | 
ChecksumRequired                  |<br />| 
% Files To Checksum    | 
PercentChecksum                   |<br />| 
Default Priority       | IngestPriority         
|<br />| Notification Method    | 
NotifyType                        |<br />| 
Max Active Data Volume | 
VolumeThreshold                   |<br />| 
Max Active Granules    | MaxGranules   
|<br />| Transfer Type          | 
TransferFlag (1 = FTP, 0 = Local) |<br 
/><br />FTP Pull Info<br /><br />| 
Login ID         | FTPUsername            
|<br />| Login Password   | Does not 
need to match |<br />| Confirm 
Password | Does not need to match 
|<br /><br />E-Mail Info<br /><br />| 
E-Mail address | EmailAddress |<br 
/><br />FTP Info<br /><br />| Login 
User ID      | NotifyFTPUsername           
|<br />| Login Password     | Does not 
need to match                                           
|<br />| Confirm Password   | Does not 
need to match                                           
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|<br />| Path               | 
NotifyFTPDirectory                                
|<br />| Choose Host        | Does not 
need to match                                           
|<br />| Name               | NotifyHostID 
(to find the host name represented by 
this id: select HostLabel, HostID from 
InRemoteHost where HostID = 
[NotifyHostID]) |<br />| FTP Mode        
| Does not need to match                         
|<br />| Address            | Does not need 
to match                                                   
|<br />| Max FTP Operations | Does 
not need to match                                    
|<br />| Timeout            | Does not 
need to match                                           
|<br />| Auto Retry         | Does not 
need to match                                           
|<br /> 

7 <i>30 S-1</i>  #comment 
8 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration List; 

DP_S6_01 ticket;<br />TestConfigData.XLS</i> 
 #comment 

9 [Configure Data Providers]<br /><br />Edit existing provider information (if 
any) and define new providers such that all data providers that will be used 
for testing this ticket are defined. (Table of data providers and related S-DPL-
16110 information TBS as part of ITP). At least one data provider should 
have an FTP notification method, at least one data provider should have an 
scp notification method, at least one data provider should have an email 
notification method, at least one data provider should have a combination 
FTP/email notification method, and at least one data provider should have a 
combination scp/email notification method. 

This criteria can either be verified 
using one selected provider or while 
defining and configuring all providers 
listed in 
TestConfigData.XLS:Providers. 
Ensure by the completion of the 
criteria that all providers listed in the 
spreadsheet are defined. 

 

10 <i>30 V-1</i>  #comment 
11 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

List</i> 
 #comment 

12 Verify that the Data Pool Ingest GUI allows the 'ingest admin' operator to edit 
data provider information. 

On DPL Ingest GUI, 
Configuration/Providers, select the 
provider(s) identified in Criterion 30 
S-1, and verify all the parameters 
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# Action Expected Result Notes 
listed in S-DPL-16110 can be defined. 
Click &quot;Apply Changes,&quot; 
leave the page, and return to verify 
that the page shows the modified 
information. 

13 <i>30 V-2</i>  #comment 
14 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

List</i> 
 #comment 

15 Verify that the Data Pool Ingest GUI prompts the operator to confirm 
changes to existing data providers before saving this information. 

On DPL Ingest GUI, 
Configuration/Providers, verify that 
the Data Pool Ingest GUI prompts the 
operator to confirm changes to 
existing data providers before saving 
this information. 

 

16 <i>30 V-3</i>  #comment 
17 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration List; 

DP_S6_01</i> 
 #comment 

18 Verify that the ingest admin operator has the authorization to define new data 
providers (i.e., has access to the data provider pages on the Data Pool Ingest 
GUI, and that information entered by this operator is stored in the database.) 

On DPL Ingest GUI, 
Configuration/Providers, verify that 
the &quot;Add A Provider&quot; 
button is enabled. Click this button. 

 

19 <i>30 V-4</i>  #comment 
20 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration List; 

DP_S6_01 ticket</i> 
 #comment 

21 Verify that the Data Pool Ingest GUI allows all information in S-DPL-16110 
to be entered. 

On the &quot;Provider Configuration: 
Add Data Provider&quot; page, verify 
that the Data Pool Ingest GUI allows 
all information in S-DPL-16110 to be 
entered and saved. 

 

22 <i>30 V-5</i>  #comment 
23 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration List; 

DP_S6_01 ticket</i> 
 #comment 

24 Verify that all of the notification methods in S-DPL-16150 can be entered or 
selected on the Data Pool Ingest GUI. 

On DPL Ingest GUI, 
Configuration/Providers, verify that 
the notification methods listed in S-
DPL-16150 may be entered or 
selected. 
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25 <i>30 V-6</i>  #comment 
26 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration List, 

Provider Configuration Detail</i> 
 #comment 

27 For one provider with an FTP Notification method, verify that the Data Pool 
Ingest GUI allows the related FTP information to be entered (FTP host, 
destination directory, login id, password) 

Note: Ftp Hosts must be defined in 
Criterion 80 prior to being available 
for selection for providers.<br /><br 
/>a. On DPL Ingest GUI, 
Configuration/Providers, select a 
provider and on the Provider 
Configuration Detail, set the 
Notification method to FTP Only.<br 
/><br />b. Enter the destination 
directory, login id, and password and 
select the FTP host from the dropdown 
menu. Click &quot;Apply 
Changes&quot; and verify that the 
page reloads with the modified 
information. 

 

28 <i>30 V-7</i>  #comment 
29 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

Detail</i> 
 #comment 

30 Verify that the FTP password entered is not shown or stored in the clear. a. On the Provider Configuration 
Detail, verify that the FTP password is 
not displayed in the clear.<br /><br 
/>b. Check the Ingest database 
(Ingest_&lt;Mode&gt;), 
InExternalDataProviderInfo table to 
verify that the password is not stored 
as plaintext in the Database. 

 

31 <i>30 V-8</i>  #comment 
32 Verify that the FTP password entered is not shown in the Data Pool Ingest 

GUI log. 
Check 
EcDlInProcessingServices.ALOG and 
EcDlInGui.ops.log search for the 
unencrypted ftp password. It should 
NOT be found. 

 

33 <i>30 V-9</i>  #comment 
34 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration List, 

Provider Configuration Detail</i> 
 #comment 
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35 For one provider with an email notification method, verify that the Data Pool 

Ingest GUI allows the related email address to be entered. 
a. On DPL Ingest GUI, 
Configuration/Providers, select a 
provider and on the Provider 
Configuration Detail, set the 
Notification Method to &quot;Email 
Only.&quot;<br /><br />b. Verify that 
the GUI allows the related email 
address to be entered. 

 

36 <i>30 V-10</i>  #comment 
37 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

Detail</i> 
 #comment 

38 Verify that the Data Pool Ingest GUI prompts the operator to confirm 
definitions of new data providers before saving this information. 

On the Provider Configuration Detail, 
verify that the operator is prompted to 
confirm definitions of new data 
providers before saving this 
information. 

 

39 <i>30 V-11</i>  #comment 
40 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

List</i> 
 #comment 

41 For one provider with an scp notification method, verify that the Data Pool 
Ingest GUI allows the related scp information to be entered (scp host, 
destination directory, login id, password, scp type, and cipher). 

a. From DPL Ingest GUI, 
Configuration/Providers, go to the 
details of a provider, select &quot;scp 
Only&quot; as the &quot;Notification 
Method,&quot; and enter in the scp 
host, destination directory, login id, 
password, scp type, and cipher in the 
fields that appear.<br /><br />b. Click 
&quot;Apply Changes&quot; at the 
bottom and verify that the page is 
refreshed and contains the modified 
information. 

 

42 <i>30 V-12</i>  #comment 
43 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

Detail</i> 
 #comment 

44 Verify that the scp password entered is not shown or stored in the clear. a. On the Provider Configuration 
Detail, verify that the scp password is 
not shown in the clear.<br /><br />b. 
Check the Ingest database 
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# Action Expected Result Notes 
(Ingest_&lt;Mode&gt;), 
InExternalDataProviderInfo table to 
verify that the password is not stored 
as plaintext in the Database. 

45 <i>30 V-13</i>  #comment 
46 Verify that the scp password entered is not shown in the Data Pool Ingest 

GUI log. 
Check 
EcDlInProcessingServices.ALOG and 
EcDlInGui.ops.log search for the 
unencrypted scp password. It should 
NOT be found. 

 

47 <i>40 S-1</i>  #comment 
48 <i>Document Reference: DPL Ingest GUI 609: Home and Login Page, 

Provider Configuration List, Provider Configuration Detail; DP_S6_01 
ticket;<br />TestConfigData.XLS</i> 

 #comment 

49 [Configure Polling Locations]<br /><br />As the Ingest Admin operator, use 
the Data Pool Ingest GUI, to define all polling locations that will be used for 
testing this ticket. (Table of data provider to polling location mappings, and 
related S-DPL-16230 information for each polling location TBS as part of 
ITP). At least one polling location should have an FTP polling method, at 
least one polling location should have a local polling method, and at least one 
polling location should have an scp polling method. At least one polling 
location using FTP shall be for a provider using local transfers. 

Note: Polling Location information 
defined in 
TestConfigData.XLS:Polling 
Location<br /><br />a. From DPL 
Ingest GUI, Login, login as the Ingest 
Admin operator.<br /><br />b. Unless 
previously configured, from the 
Configuration/Providers, navigate to 
the Provider Configuration Detail page 
for each provider defined in 
TestConfigData and click on 
&quot;Add a new polling 
location&quot; and fill in all of the S-
DPL-16230 attributes for each polling 
location. Otherwise, perform this test 
with any selected provider. 

 

50 <i>40 V-1</i>  #comment 
51 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

Detail</i> 
 #comment 

52 Verify that the ingest admin operator has the authorization to define the 
polling locations (i.e., has access to the polling location pages on the Data 
Pool Ingest GUI, and that information entered by this operator is stored in the 
database.) 

On the Provider Configuration Detail, 
verify that the ingest admin operator 
has the authorization to define the 
polling locations (i.e., has access to 
the polling location pages on the Data 
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# Action Expected Result Notes 
Pool Ingest GUI, and that information 
entered by this operator is stored in the 
database table InPollingLocation.) 

53 <i>40 V-2</i>  #comment 
54 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

Detail; DP_S6_01 ticket</i> 
 #comment 

55 Verify that the Data Pool Ingest GUI allows all information in S-DPL-16230 
to be entered. 

On the Provider Configuration Detail, 
verify that the Data Pool Ingest GUI 
allows all information in S-DPL-
16230 to be entered. 

 

56 <i>40 V-3</i>  #comment 
57 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

Detail; DP_S6_01 ticket</i> 
 #comment 

58 Verify that all of the polling methods in S-DPL-16250 can be entered or 
selected on the Data Pool Ingest GUI. 

On the Provider Configuration Detail, 
verify that the polling methods listed 
in S-DPL-16250 are available. 

 

59 <i>40 V-4</i>  #comment 
60 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration List, 

Provider Configuration Detail</i> 
 #comment 

61 Verify that the Data Pool Ingest GUI prompts the operator to confirm 
definitions of new polling locations before saving this information. 

On DPL Ingest GUI, 
Configuration/Providers/Provider 
Configuration Detail, verify that the 
operator is prompted to confirm 
definitions of new polling locations 
before saving this information. 

 

62 <i>45 S-1</i>  #comment 
63 <i>Document Reference: DPL Ingest GUI 609: Home and Login Page, 

Provider Configuration List, Provider Configuration Detail</i> 
 #comment 

64 [Edit Polling Locations]<br /><br />For one polling location, as the 'ingest 
admin' operator, edit all of its existing configuration parameters. (NOTE: 
After this criterion is complete, values of these configuration parameters 
should be reset to appropriate values for processing all PDRs in criterion 
300). 

From DPL Ingest GUI, Login, login as 
the 'ingest admin' operator and from 
Configuration/Providers, select a 
provider to edit. On the Provider 
Configuration Detail, select one 
polling location to edit. 

 

65 <i>45 V-1</i>  #comment 
66 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

Detail</i> 
 #comment 



 

910 
 

# Action Expected Result Notes 
67 Verify that the Data Pool Ingest GUI allows the 'ingest admin' operator to edit 

polling location information. 
On the Provider Configuration Detail, 
record and then modify the name, 
source PDR directory, destination 
PDR directory, polling interval, and 
host selection. Click &quot;Apply 
Changes&quot; and verify that the 
refreshed page shows the modified 
information. Restore the configuration 
to its previous state. 

 

68 <i>45 V-2</i>  #comment 
69 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

Detail</i> 
 #comment 

70 Verify that the Data Pool Ingest GUI prompts the operator to confirm 
changes to existing polling locations before saving this information. 

On the Provider Configuration Detail, 
verify that the operator is prompted to 
confirm changes to existing polling 
locations before saving this 
information. 

 

71 <i>50 S-1</i>  #comment 
72 <i>Document Reference: DPL IGNest GUI 609: Provider Configuration List, 

Provider Configuration Detail</i> 
 #comment 

73 [Assign duplicate polling location]<br /><br />Attempt to assign the same 
polling location to more than one data provider. 

From DPL Ingest GUI, 
Configuration/Providers, select a 
provider to edit and on the Provider 
Configuration Detail page attempt to 
create a polling location that is the 
same as a polling location for another 
provider. 

 

74 <i>50 V-1</i>  #comment 
75 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

Detail</i> 
 #comment 

76 Verify that the Data Pool Ingest GUI does not allow this. On the Provider Configuration Detail, 
verify that this change is not allowed / 
rejected. 

 

77 <i>80 S-1</i>  #comment 
78 <i>Document Reference: DPL Ingest GUI 609: Home and Login Page, FTP 

Host Configuration, FTP Host Configuration Detail</i> 
 #comment 

79 [Configure FTP hosts]<br /><br />As the 'ingest admin' operator, navigate to From DPL Ingest GUI, Login, login as  
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# Action Expected Result Notes 
the FTP Host page on the Data Pool Ingest GUI. the 'ingest admin' operator. From 

Configuration/Transfer Hosts, select 
an FTP host to edit and navigate to the 
FTP Host Configuration Detail page 

80 <i>80 S-2</i>  #comment 
81 <i>Document Reference: DPL Ingest GUI 609: FTP Host Configuration 

Detail; DP_S6_01 ticket;<br />TestConfigData.XLS</i> 
 #comment 

82 Edit existing ftp host information (if any, from the INGST CI), per S-DPL-
16260, and define new ftp hosts such that all ftp hosts which will be used for 
testing this ticket are defined. . (Table of ftp hosts and related S-DPL-16260 
information TBS as part of ITP). At least one ftp host should use active 
mode, at least ftp host should use passive mode. At least two ftp hosts should 
be defined that are not configured for the INGST subsystem. 

Note: FTP Host information defined in 
TestConfigData.XLS:FTP Hosts<br 
/><br />a. On the FTP Host 
Configuration Detail, ensure all of the 
S-DPL-16260 information can be 
entered.<br /><br />b. Verify there is 
one active and one passive host.<br 
/><br />c. Verify there are two hosts 
that are NOT used by Ingest classic. 

 

83 <i>80 V-1</i>  #comment 
84 <i>Document Reference: DPL Ingest GUI 609: FTP Host Configuration 

Detail</i> 
 #comment 

85 Verify that the Data Pool Ingest GUI allows the 'ingest admin' operator to edit 
ftp host information. 

On the FTP Host Configuration Detail, 
verify that the GUI allows 'Ingest 
Admin' operator to edit all information 
defined in S-DPL-16260. 

 

86 <i>80 V-2</i>  #comment 
87 <i>Document Reference: DPL Ingest GUI 609: FTP Host Configuration 

Detail</i> 
 #comment 

88 Verify that the Data Pool Ingest GUI prompts the operator to confirm 
changes to existing ftp hosts and definitions of new ftp hosts before saving 
this information. 

On the FTP Host Configuration Detail, 
verify that the GUI prompts the user to 
confirm changes before saving the 
information. 

 

89 <i>80 V-3</i>  #comment 
90 <i>Document Reference: DPL Ingest GUI 609: FTP Host Configuration 

Detail</i> 
 #comment 

91 Verify that the ingest admin operator has the authorization to define the ftp 
hosts (i.e., has access to the ftp host pages on the Data Pool Ingest GUI, and 
that information entered by this operator is stored in the database.) 

a. From DPL Ingest GUI, 
Configuration/Transfer Hosts, add a 
new host and fill in the appropriate 
values from S-DPL-16260.<br /><br 
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# Action Expected Result Notes 
/>b. From the Ingest database, in the 
table InRemoteHost, verify that the 
new host has been added with the 
supplied configuration parameters. 

92 <i>80 V-4</i>  #comment 
93 <i>Document Reference: DPL Ingest GUI 609: FTP Host Configuration 

Detail; DP_S6_01 ticket</i> 
 #comment 

94 Verify that the Data Pool Ingest GUI allows all information in S-DPL-16260 
to be entered. 

See previous step.  

95 <i>90 S-1</i>  #comment 
96 <i>Document Reference: DPL Ingest GUI 609: FTP Host Configuration</i>  #comment 
97 [Configure duplicate ftp host]<br /><br />Attempt to configure a duplicate ftp 

host (same label or same host name or same ip address). 
From DPL Ingest GUI, 
Configuration/Transfer Hosts, attempt 
to add a new host or edit an existing 
host to the same name or IP address as 
another existing FTP host. 

 

98 <i>90 V-1</i>  #comment 
99 <i>Document Reference: DPL Ingest GUI 609: FTP Host Configuration 

Detail</i> 
 #comment 

100 Verify that the Data Pool Ingest GUI does not allow this. From the FTP Host Configuration 
Detail, verify that the GUI does not 
allow this. 

 

101 <i>102 S-1</i>  #comment 
102 [Configure hosts for scp access]<br /><br />As the 'ingest admin' operator, 

navigate to the host page on the Data Pool Ingest GUI. 
TBD - scp  

103 <i>102 S-2</i>  #comment 
104 Edit existing information for hosts accessed via scp (if any, from the INGST 

CI), per S-DPL-16290, and define new scp hosts such that all scp hosts which 
will be used for testing this ticket are defined. (Table of hosts accessed via 
scp, and related S-DPL-16290 information TBS as part of ITP. All scp types 
which exist at the DAACs should be represented). 

TBD - scp  

105 <i>102 V-1</i>  #comment 
106 Verify that the Data Pool Ingest GUI allows the 'ingest admin' operator to 

enter and edit the scp host information in S-DPL-16290. 
TBD - scp  

107 <i>102 V-2</i>  #comment 
108 Verify that the Data Pool Ingest GUI prompts the operator to confirm 

changes to existing scp host parameters and definitions of new scp host 
TBD - scp  
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# Action Expected Result Notes 
parameters before saving this information. 

109 <i>102 V-3</i>  #comment 
110 Verify that the ingest admin operator has the authorization to define the scp 

host parameters in S-DPL-16290 (i.e., has access to the host pages on the 
Data Pool Ingest GUI, and that information entered by this operator is stored 
in the database.) 

TBD - scp  

111 <i>104 S-1</i>  #comment 
112 [Configure duplicate scp host]<br /><br />Attempt to configure a duplicate 

scp host (same label or same host name or same ip address). 
TBD - scp  

113 <i>104 V-1</i>  #comment 
114 Verify that the Data Pool Ingest GUI does not allow this. TBD - scp  
115 <i>120 S-1</i>  #comment 
116 <i>Document Reference: DPL Ingest GUI 609: Home and Login Page, Data 

Type Configuration;<br />TestConfigData.XLS</i> 
 #comment 

117 [Configure Data Pool publication policy] <br /><br />As the 'ingest admin' 
operator, use the Data Pool Ingest GUI to define the Data Pool publication 
policy for some, but not all data types that are enabled for Data Pool insert in 
the mode. Define at least one ECS data type such that its granules should be 
published in the public Data Pool; define at least one ECS data type such that 
its granules should NOT be published in the public Data Pool. (Table of 
ESDTs with mappings to public/non-public, TBS as part of ITP. ESDTs that 
have unqualified Data Pool insert subscriptions at the DAACs should be set 
for public Data Pool inserts; all others should not.) 

From DPL Ingest GUI, Login, login as 
the Ingest Admin operator and go to 
Configuration/Data Types. Select 
several data types to edit, including 
one that is inserted in the Data Pool 
(e.g. MOD29P1D), and one that is not 
(e.g. MYDPTQKM). Note the 
collections' original configurations. On 
the Data Type Configuration, change 
the 'Publish in public DPL' field.<br 
/>Note: ESDT information defined in 
TestConfigData.XLS:ESDT 

 

118 <i>120 V-1</i>  #comment 
119 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
120 Verify that the ingest admin operator has the authorization to define the Data 

Pool publication policy for data types (i.e., has access to the appropriate 
pages on the Data Pool Ingest GUI) that all information in S-DPL-16450 may 
be entered, and that all information entered by the operator is stored in the 
database. 

a. On the Data Type Configuration, 
verify a default for minimum retention 
time can be specified (and saved).<br 
/><br />b. Verify the S-DPL-16450 
information may be defined for the 
data types modified in the previous 
step.<br /><br />c. Verify that all 
information entered is stored in the 
database Ingest_[mode], table 
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# Action Expected Result Notes 
InDataTypeTemplate. 

121 <i>125 S-1</i>  #comment 
122 <i>Document Reference: DPL Ingest GUI 609: Data Type Configuration</i>  #comment 
123 [Configure Data Pool publication policy for Browse]<br /><br />Attempt to 

define the Data Pool publication policy for Browse. 
From DPL Ingest GUI, 
Configuration/Data Types, click 
&quot;Add a Data Type&quot; and 
attempt to locate 
&quot;Browse&quot; on the list. 

 

124 <i>125 V-1</i>  #comment 
125 <i>Document Reference: DPL Ingest GUI 609: Data Type Configuration</i>  #comment 
126 Verify that the Data Pool Ingest GUI does not allow a Data Pool publication 

policy to be defined for Browse. 
On DPL Ingest GUI, 
Configuration/Data Types, verify that 
the Data Pool Ingest GUI does not 
allow a Data Pool publication policy 
to be defined for Browse. 

 

127 <i>126 S-1</i>  #comment 
128 <i>Document Reference: DPL Ingest GUI 609: Data Type Configuration</i>  #comment 
129 [Configure Data Pool publication policy for QA]<br /><br />Attempt to 

define the Data Pool publication policy for QA. 
On DPL Ingest GUI, 
Configuration/Data Types, click 
&quot;Add a Data Type&quot; and 
attempt to locate &quot;QA&quot; on 
the list. 

 

130 <i>126 V-1</i>  #comment 
131 <i>Document Reference: DPL Ingest GUI 609: Data Type Configuration</i>  #comment 
132 Verify that the Data Pool Ingest GUI does not allow a Data Pool publication 

policy to be defined for QA. 
On DPL Ingest GUI, 
Configuration/Data Types, verify that 
the Data Pool Ingest GUI does not 
allow a Data Pool publication policy 
to be defined for QA. 

 

133 <i>130 S-1</i>  #comment 
134 <i>Document Reference: DPL Ingest GUI 609: Home and Login page</i>  #comment 
135 [View collection configuration]<br /><br />As an 'ingest admin' operator, use 

the Data Pool Ingest GUI to list all data types for which configuration 
parameters were entered in criterion 120. 

From DPL Ingest GUI, Login, login as 
an 'ingest admin' operator. From the 
Configuration/Data Types, list all data 
types defined in criteria 120. 

 

136 <i>130 V-1</i>  #comment 
137 <i>Document Reference: DPL Ingest GUI 609: Data Type Configuration;  #comment 
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# Action Expected Result Notes 
DP_S6_01 ticket</i> 

138 Verify that all configured parameters (ref. S-DPL-16450) are displayed. On DPL Ingest GUI, 
Configuration/Data Types, verify the 
S-DPL-16450 information for each 
data type is displayed. 

 

139 <i>130 V-2</i>  #comment 
140 <i>Document Reference: DPL Ingest GUI 609: Data Type Configuration</i>  #comment 
141 Verify that the Data Pool Ingest GUI provides the operator a method to 

quickly select or scan for a subset of existing Data Pool collections without 
having to enter the full ESDT name and version. 

From DPL Ingest GUI, 
Configuration/Data Types, select 
&quot;Add a Data Type.&quot; In the 
list box that appears, verify that it is 
possible to type the beginning of the 
name of an ESDT in order to select it 
without having to enter the full ESDT 
name and version. 

 

142 <i>140 S-1</i>  #comment 
143 <i>Document Reference: DPL Ingest GUI 609: Home and Login Page</i>  #comment 
144 [Edit collection configuration]<br /><br />As an 'ingest admin' operator, use 

the Data Pool Ingest GUI to edit publication policy configuration parameters 
for a Data Pool collection. 

From DPL Ingest GUI, Login, login as 
an 'ingest admin' operator. From 
Configuration/Data Types, verify you 
can select a data type and change the 
Public checkbox and then press 
&quot;Apply Changes&quot;. 

 

145 <i>140 V-1</i>  #comment 
146 Verify that the edited configuration parameters are correctly updated in the 

database. 
Check the Ingest Database 
(lngest_&lt;Mode&gt;), 
InDataTypeTemplate to verify that the 
modified parameter values are correct. 

 

147 <i>160 S-1</i>  #comment 
148 <i>Document Reference: DPL Ingest GUI 609: Home and Login Page; 

DP_S6_01 ticket</i> 
 #comment 

149 [Edit general tuning parameters]<br /><br />As an 'ingest admin' operator, 
use the Data Pool Ingest GUI to update the tuning configuration parameters 
defined in requirements S-DPL-16490 (UR translation retry), S-DPL-16500 
(checksum verification retry), S-DPL-16542 (historic retention), S-DPL-
16545 (free space). (Table of tuning parameters and recommended 
UPDATED values for testing in the PVC, TBS as part of ITP). 

From DPL Ingest GUI, login as 'ingest 
admin' 
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# Action Expected Result Notes 
150 <i>160 V-1</i>  #comment 
151 <i>Document Reference: GUI/Database</i>  #comment 
152 Verify that the ingest admin operator has the authorization to update the 

tuning configuration parameters in step S-DPL-16490 (i.e., has access to the 
appropriate pages on the Data Pool Ingest GUI, and that information entered 
by this operator is stored in the database), and that the GUI allows all 
information in S-DPL-16490 to be entered. 

a. From DPL Ingest GUI, 
Configuration/Global Tuning, verify 
that it is possible to enter values for all 
of the S-DPL-16490 attributes IAW 
TestConfigData.XLS:Tuning 
Parameters.<br /><br />b. Verify 
values stored in database 
Ingest_[mode], table 
InConfigParameter. For reference 
only, relevant parameters may be 
identified as follows:<br /><br />| 
GUI/Database         | GUI                        
|<br />| 
NUM_RETRIES_UR_ERROR | 
default # retries for UR translation 
errors      |<br />| 
RETRY_SECS_UR_ERROR  | default 
retry interval for UR translation errors 
| 

 

153 <i>160 V-2</i>  #comment 
154 <i>Document Reference: GUI/Database</i>  #comment 
155 Verify that the ingest admin operator has the authorization to update the 

tuning configuration parameters in step S-DPL-16500 (i.e., has access to the 
appropriate pages on the Data Pool Ingest GUI, and that information entered 
by this operator is stored in the database), and that the GUI allows all 
information in S-DPL-16500 to be entered. 

a. On DPL Ingest GUI, 
Configuration/Global Tuning, verify 
that it is possible to enter values for all 
of the S-DPL-16500 attributes IAW 
TestConfigData.XLS:Tuning 
Parameters.<br /><br />b. Verify 
values stored in database 
Ingest_[mode], table 
InConfigParameter. For reference 
only, the relevant parameter may be 
identified as follows:<br /><br />| 
GUI/Database              | Description        
|<br />| 
MAX_RETRY_CHECKSUM_VERIF
Y | default # retries for checksum 
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# Action Expected Result Notes 
errors | 

156 <i>160 V-3</i>  #comment 
157 <i>Document Reference: GUI/Database</i>  #comment 
158 Verify that the ingest admin operator has the authorization to update the 

tuning configuration parameters in step S-DPL-16542 (i.e., has access to the 
appropriate pages on the Data Pool Ingest GUI, and that information entered 
by this operator is stored in the database), and that the GUI allows all 
information in S-DPL-16542 to be entered. 

a. On DPL Ingest GUI, 
Configuration/Global Tuning, verify 
that it is possible to enter values for all 
of the S-DPL-16542 attributes IAW 
TestConfigData.XLS:Tuning 
Parameters.<br /><br />b. Verify 
values stored in database 
Ingest_[mode], table 
InConfigParameter. For reference 
only, the relevant parameter may be 
identified as follows:<br /><br />| 
GUI/Database                     | 
Description                             |<br />| 
MONTHS_TO_KEEP_HIST_STATS
_ALERTS | retention time for historic 
information | 

 

159 <i>160 V-4</i>  #comment 
160 <i>Document Reference: Database</i>  #comment 
161 Verify that the ingest admin operator has the authorization to update the 

tuning configuration parameters in step S-DPL-16545 (i.e., has access to the 
appropriate pages on the Data Pool Ingest GUI, and that information entered 
by this operator is stored in the database), and that the GUI allows all 
information in S-DPL-16545 to be entered. 

a. On DPL Ingest GUI, 
Configuration/Global Tuning, verify 
that it is possible to enter values for all 
of the S-DPL-16545 attributes IAW 
TestConfigData.XLS:Tuning 
Parameters.<br /><br />b. Verify 
values stored in database 
Ingest_[mode], table 
InConfigParameter. For reference 
only, relevant parameters may be 
identified as follows:<br /><br />| 
Database                    | GUI                     
|<br />| GET_DPL_SPACE_MINS         
| time interval to obtain free space info   
|<br />| 
PERC_FULL_DPL_FS_WARN       | 
percent full condition to trigger 
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# Action Expected Result Notes 
warning alert                |<br />| 
PERC_FULL_DPL_FS_SUSP       | 
percent full condition to trigger alert       
|<br />| 
PERC_FULL_DPL_FS_CLEAR_SUS
P | percent full condition to clear an 
file system suspended alert |<br />| 
PERC_FULL_DPL_FS_CLEAR_WA
RN | percent full condition to clear an 
file system warning alert   | 

162 <i>230 S-1</i>  #comment 
163 <i>Document Reference: DPL Ingest GUI 609: Home and Login Page;<br 

/>TestConfigData.XLS</i> 
 #comment 

164 [Configure email address for intervention notification]<br /><br />As an 
'ingest admin' operator, use the Data Pool Ingest GUI to configure an email 
address for notification about operator interventions. (Email address for 
operator intervention notices during PVC testing, TBS as part of ITP). 

From DPL Ingest GUI, Login, login as 
an &quot;ingest admin&quot; 
operator.<br />Note: Email addresses 
defined in TestConfigData.XLS 

 

165 <i>230 V-1</i>  #comment 
166 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions List</i>  #comment 
167 Verify that the ingest admin operator has the authorization to configure the 

email address for notification of operator interventions (i.e., has access to the 
appropriate pages on the Data Pool Ingest GUI, and that information entered 
by this operator is stored in the database). 

From DPL Ingest GUI, 'Interventions 
&amp; Alerts', 'Ingest Interventions', 
verify that you can configure the email 
address for operator interventions. 

 

 
 
TEST DATA: 
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id 

Crit ccr 
no 

Test Data 
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20-
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  NONE             

 
EXPECTED RESULTS: 
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289 DPL INGEST GUI CONTROLS OPERATOR ACCESS TO GUI FEATURES (ECS-ECSTC-2700) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 
 
STEPS:   
# Action Expected Result Notes 
1 <i>240 S-1</i>  #comment 
2 <i>Document Reference: DPL Ingest GUI 609: Home and Login Page</i>  #comment 
3 [View only operator] As a 'view only' operator: From DPL Ingest GUI, Login, login as 

a 'view only' operator. 
 

4 <i>240 V-1</i>  #comment 
5 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

List</i> 
 #comment 

6 Verify that a 'view only' operator can list configured data providers and the 
associated information. 

From DPL Ingest GUI, 
Configuration/Providers, verify a list 
of providers is displayed. Select a 
provider and from the Provider 
Configuration Detail, verify 
configuration values are displayed. 

 

7 <i>240 V-2</i>  #comment 
8 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration List, 

Provider Configuration Detail</i> 
 #comment 

9 Verify that a 'view only' operator can list configured polling locations and the 
associated configuration information. 

On DPL Ingest GUI, 
Configuration/Providers, select a 
provider to 'view.' On the Provider 
Configuration Detail, perform clause 
text. 

 

10 <i>240 V-3</i>  #comment 
11 <i>Document Reference: DPL Ingest GUI 609: FTP Host Configuration, FTP 

Host Configuration Detail</i> 
 #comment 

12 Verify that a 'view only' operator can list configured ftp hosts and the 
associated configuration information. 

From DPL Ingest GUI, 
Configuration/Transfer Hosts, verify 
that a list of configured ftp hosts 
appears. 

 

13 <i>240 V-3.1</i>  #comment 
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# Action Expected Result Notes 
14 Verify that a 'view only' operator can list configured scp hosts and the 

associated configuration information. 
TBD - scp  

15 <i>240 V-4</i>  #comment 
16 <i>Document Reference: DPL Ingest GUI 609: Provider Status List</i>  #comment 
17 Verify that the Data Pool Ingest GUI displays a summary of Data Pool Ingest 

status, including polling locations, providers, and FTP or scp hosts, arranged 
by provider and host, and that for each provider/ host combination, the GUI 
displays whether polling, file transfers, and PAN/PDRD delivery are 
currently active or suspended. 

From DPL Ingest GUI, 
Montioring/Transfer Host Status, 
perform clause text.<br />Note: 
Polling/file transfer status are 
displayed as &quot;Read Status&quot; 
and PAN/PDRD status is equivalent to 
&quot;Write Status&quot; 

 

18 <i>240 V-5</i>  #comment 
19 <i>Document Reference: DPL Ingest GUI 609: ECS Service 

Configuration</i> 
 #comment 

20 Verify that a 'view only' operator can view all configured checksum types and 
related algorithms. 

From DPL Ingest GUI, 
Configuration/ECS Services, perform 
clause text. 

 

21 <i>240 V-6</i>  #comment 
22 <i>Document Reference: DPL Ingest GUI 609: ECS Service 

Configuration</i> 
 #comment 

23 Verify that a 'view only' operator can view all configured ports for ECS 
services, by host on which the service is available. 

On DPL Ingest GUI, 
Configuration/ECS Services, perform 
clause text. 

 

24 <i>240 V-7</i>  #comment 
25 <i>Document Reference: DPL Ingest GUI 609: Data Type Configuration</i>  #comment 
26 Verify that a 'view only' operator can view all configured information about 

ESDTs. 
From DPL Ingest GUI, 
Configuration/Data Types, perform 
clause text. 

 

27 <i>240 V-8</i>  #comment 
28 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 

29 Verify that a 'view only' operator can view all tuning configuration 
parameters defined in criteria 150 and 230. 

On DPL Ingest GUI, 
Configuration/Global Tuning, 
Configuration/Transfer Hosts, and 
Configuration/ECS Services, perform 
clause text. 

 

30 <i>1310 S-1</i>  #comment 
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# Action Expected Result Notes 
31 [GUI Security.] The following verifications can be performed during or after 

the test procedure for criteria 60 to 240. 
Perform the following verification 
during criteria 60 to 250 verification. 

 

32 <i>1310 S-2</i>  #comment 
33 <i>Document Reference: DPL Ingest GUI 609: Home and Login Page</i>  #comment 
34 Login as an operator that does not have configuration privileges. From DPL Ingest GUI, Login, login as 

a 'View Only' operator (V0000) or 
'Ingest Control' operator (VI000). 

 

35 <i>1310 V-1</i>  #comment 
36 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration List, 

Provider Configuration Detail</i> 
 #comment 

37 Using the Data Pool Ingest GUI, attempt to change the configuration for 
some data provider. Verify that the GUI does not permit this. 

From DPL Ingest GUI, 
Configuration/Providers, select a 
provider, and on the Provider 
Configuration Detail, verify the 
&quot;Checksum Mandatory&quot;, 
&quot;Max Active Granules&quot;, 
and &quot;Notification 
Method&quot;, fields have been 
disabled, as well as the &quot;Apply 
Changes&quot; button. 

 

38 <i>1310 V-2</i>  #comment 
39 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration List, 

Provider Configuration Detail</i> 
 #comment 

40 Using the Data Pool Ingest GUI, attempt to change the notification 
parameters for an existing provider. Verify that the GUI does not permit this. 

From DPL Ingest GUI, 
Configuration/Providers, select a 
provider to edit. On the Provider 
Configuration Detail, verify that all 
fields under the &quot;Notification 
Method&quot; section are disabled, as 
well as the &quot;Apply 
Changes&quot; button. 

 

41 <i>1310 V-3</i>  #comment 
42 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

List</i> 
 #comment 

43 Using the Data Pool Ingest GUI, attempt to remove a data provider. Verify 
that the GUI does not offer this. 

a. From DPL Ingest GUI, 
Configuration/Providers, click the 
checkbox for several data providers 
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and press the &quot;Remove Selected 
Providers&quot; button.<br />    b. 
Verify that the checkbox for the 
providers and the button are disabled. 

44 <i>1310 V-4</i>  #comment 
45 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

List</i> 
 #comment 

46 Using the Data Pool Ingest GUI, attempt to add a polling location to a 
provider. Verify that the GUI does not allow this. 

From DPL Ingest GUI, 
Configuration/Providers, select a 
provider to edit. The 'Add a Polling 
Location' button should be disabled. If 
not, pressing it should have no effect. 

 

47 <i>1310 V-5</i>  #comment 
48 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

List</i> 
 #comment 

49 Using the Data Pool Ingest GUI, attempt to remove a polling location. Verify 
that the GUI does not permit this. 

a. From DPL Ingest GUI, 
Configuration/Providers, select a 
provider to edit. Place a check in the 
checkbox next to a provider and press 
the 'Remove Selected Polling 
Locations' button.<br />    b. Verify 
that all the checkbox for the provider 
and the button is disabled. 

 

50 <i>1310 V-6</i>  #comment 
51 <i>Document Reference: DPL Ingest GUI 609: FTP Host Configuration, FTP 

Host Configuration Detail</i> 
 #comment 

52 Using the Data Pool Ingest GUI, attempt to edit the configuration parameters 
for a FTP Host. Verify that the GUI does not permit this. 

From DPL Ingest GUI, 
Configuration/Transfer Hosts, verify it 
is not possible to select a host to edit. 

 

53 <i>1310 V-7</i>  #comment 
54 <i>Document Reference: DPL Ingest GUI 609: Data Type Configuration</i>  #comment 
55 Using the Data Pool Ingest GUI, attempt to change the ingest parameters for 

some data type. Verify that the GUI does not permit this. 
a. From DPL Ingest GUI, 
Configuration/Data Types, select a 
data type to edit. Attempt to increase 
the &quot;DPL Retention Time&quot; 
and &quot;DPL Priority&quot; 
parameters by ten and press 'Apply 
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Changes'.<br />    b. Verify that all 
these fields and the button are 
disabled. 

56 <i>1311 S-1</i>  #comment 
57 [GUI Security.] The following verifications can be performed during the test 

procedure for criteria 60 to 250. 
Perform the following verification 
during criteria 60 to 250 verification. 

 

58 <i>1311 S-2</i>  #comment 
59 <i>Document Reference: DPL Ingest GUI 609: Home and Login Page</i>  #comment 
60 Login as an operator that does not have tuning or admin privileges. From DPL Ingest GUI, Login, login as 

View Only (V0000) Ingest Control 
(VI000) or Security Admin (V0S00). 

 

61 <i>1311 V-1</i>  #comment 
62 <i>Document Reference: DPL Ingest GUI 609: ECS Service 

Configuration</i> 
 #comment 

63 Using the Data Pool Ingest GUI, attempt to edit the tuning parameters for 
local transfers, e.g., the maximum number of concurrent file transfers 
involving local hosts. Verify that the GUI does not permit this. 

a. From DPL Ingest GUI, 
Configuration/Transfer Hosts, verify 
that the operator is not able to edit 
&quot;Local Host 
Configurations&quot; 

 

64 <i>1311 V-2</i>  #comment 
65 <i>Document Reference: DPL Ingest GUI 609: FTP Host Configuration</i>  #comment 
66 Using the Data Pool Ingest GUI, attempt to edit the tuning parameters for a 

FTP Host. Verify that the GUI does not permit this. 
a. From DPL Ingest GUI, 
Configuration/Transfer Hosts, select 
an ftp host to edit. Attempt to edit the 
tuning parameters, and press 'Apply 
Changes'.<br />    b. Verify that the 
tuning parameter fields are disabled. 

 

67 <i>1311 V-2.1</i>  #comment 
68 Using the Data Pool Ingest GUI, attempt to edit the tuning parameters for a 

scp Host. Verify that the GUI does not permit this. 
TBD - SCP  

69 <i>1311 V-3</i>  #comment 
70 <i>Document Reference: DPL Ingest GUI 609: FTP Host Configuration</i>  #comment 
71 Using the Data Pool Ingest GUI, attempt to edit the default values for tuning 

parameters for FTP Hosts. Verify that the GUI does not permit this. 
a. From DPL Ingest GUI, 
Configuration/Transfer Hosts, attempt 
to modify 'FTP Defaults'.<br />    b. 
Verify that this field is disabled. 

 

72 <i>1311 V-3.1</i>  #comment 
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73 Using the Data Pool Ingest GUI, attempt to edit the default values for tuning 

parameters for scp Hosts. Verify that the GUI does not permit this. 
TBD - SCP  

74 <i>1311 V-4</i>  #comment 
75 <i>Document Reference: DPL Ingest GUI 609: ECS Service 

Configuration</i> 
 #comment 

76 Using the Data Pool Ingest GUI, attempt to change the maximum number of 
concurrent CPU intensive operations for one of the ECS hosts configured to 
perform such operations and verify that the GUI does not permit this. 

a. From DPL Ingest GUI, 
Configuration/ECS Services, select a 
host to edit. Attempt to change 
&quot;Max CPU Operations&quot; 
and press 'Apply Changes'.<br />    b. 
Verify that this field is disabled. 

 

77 <i>1311 V-5</i>  #comment 
78 <i>Document Reference: DPL Ingest GUI 609: ECS Service 

Configuration</i> 
 #comment 

79 Using the Data Pool Ingest GUI, attempt to change the maximum number of 
concurrent archive write operations for one of the archives and verify that the 
GUI does not permit this. 

a. From DPL Ingest GUI, 
Configuration/ECS Services, select a 
host to edit. Attempt to change 'Max 
Concurrent Archive Operations' and 
press 'Apply Changes'.<br />    b. 
Verify that the field and button are 
disabled. 

 

80 <i>1311 V-6</i>  #comment 
81 Deleted   
82 <i>1311 V-7</i>  #comment 
83 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 

84 Using the Data Pool Ingest GUI, attempt to change the number of default 
retries and the default retry interval. Verify that the GUI does not permit this. 

a. From DPL Ingest GUI, 
Configuration/Global Tuning, attempt 
to change 
DEFAULT_NUM_RETRIES and 
DEFAULT_RETRY_INTERVAL.<br 
/>    b. Verify that this field is 
disabled. 

 

85 <i>1311 V-8</i>  #comment 
86 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration; DP_S6_01 ticket</i> 
 #comment 

87 Using the Data Pool Ingest GUI, attempt to configure some of the alert a. From DPL Ingest GUI,  
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parameters specified in S-DPL-16482. Verify that the GUI does not permit 
this. 

Configuration/Global Tuning, attempt 
to change the alert related parameters 
in specified in S-DPL-16482 (see 
Criterion 150 V-4).<br />    b. Verify 
that these fields are disabled. 

88 <i>1312 S-1</i>  #comment 
89 [GUI Security.] The following verifications can be performed during or after 

the test procedure for criteria 300 to 395. 
  

90 <i>1312 S-2</i>  #comment 
91 <i>Document Reference: DPL Ingest GUI 609: Home and Login Page</i>  #comment 
92 Login as a view-only operator. From DPL Ingest GUI, Login, login as 

View-Only operator (V0000). 
 

93 <i>1312 V-1</i>  #comment 
94 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 

95 Using the Data Pool Ingest GUI, attempt to change the default retry behavior 
for UR translation. Verify that the GUI does not permit this. 

a. From DPL Ingest GUI, 
Configuration/Global Tuning, attempt 
to change the 
NUM_RETRIES_UR_ERROR and 
RETRY_SECS_UR_ERROR 
parameters.<br />    b. Verify that this 
field is disabled. 

 

96 <i>1312 V-2</i>  #comment 
97 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 

98 Using the Data Pool Ingest GUI, attempt to change the default retry behavior 
for checksum verification. Verify that the GUI does not permit this. 

a. From DPL Ingest GUI, 
Configuration/Global Tuning, attempt 
to change the 
MAX_RETRY_CHECKSUM_VERIF
Y parameters.<br />    b. Verify that 
this field is disabled. 

 

99 <i>1312 V-3</i>  #comment 
100 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration; DP_S6_01 ticket</i> 
 #comment 

101 Using the Data Pool Ingest GUI, attempt to change the cleanup / retention 
parameters mentioned in S-DPL-16540 and S-DPL-16542. Verify that the 
GUI does not permit this. 

From DPL Ingest GUI, 
Configuration/Global Tuning, perform 
clause text. 
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102 <i>1312 V-4</i>  #comment 
103 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 

104 Using the Data Pool Ingest GUI, attempt to change the time interval at which 
Data Pool file system free space is monitored. Verify that the GUI does not 
permit this. 

a. From DPL Ingest GUI, 
Configuration/Global Tuning, attempt 
to change the 
'GET_DPL_SPACE_MINS' value.<br 
/>    b. Verify that this field is 
disabled. 

 

105 <i>1312 V-5</i>  #comment 
106 <i>Document Reference: DPL Ingest GUI 609: ECS Service 

Configuration</i> 
 #comment 

107 Using the Data Pool Ingest GUI, attempt to remove an existing checksum 
type and add a new checksum type. Verify that the GUI does not permit this. 

a. From DPL Ingest GUI, 
Configuration/ECS Services, select a 
checksum type and press the 'Remove' 
button and the 'Add' button.<br />    b. 
Verify that the field and button are 
disabled. 

 

108 <i>1312 V-6</i>  #comment 
109 <i>Document Reference: DPL Ingest GUI 609: ECS Service 

Configuration</i> 
 #comment 

110 Using the Data Pool Ingest GUI, attempt to change one of the ports for the 
ECS Services Hosts. Verify that the GUI does not permit this. 

a. From DPL Ingest GUI, 
Configuration/ECS Services, select a 
host to edit. Modify the port number 
and press 'Apply Changes'.<br />    b. 
Verify that the field and button are 
disabled that there is a message at the 
bottom of the page indicating that the 
operator does not have permission to 
modify the page. 

 

111 <i>1312 V-7</i>  #comment 
112 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

113 Using the Data Pool Ingest GUI, attempt to cancel, suspend, or resume a 
request or update its priority. Verify that the GUI does not permit this. 

a. From DPL Ingest GUI, 
Monitoring/Request Status, select an 
active request and attempt to cancel, 
suspend, resume, and change the 
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priority.<br />    b. Verify that these 
buttons are disabled. 

114 <i>1312 V-8</i>  #comment 
115 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

116 Using the Data Pool Ingest GUI attempt to cancel fail or resume a granule in 
an active request. Verify that the GUI does not permit this. 

a. From DPL Ingest GUI, 
Monitoring/Request Status, select an 
active request (between the 
&quot;Transferring&quot; and 
&quot;Inserted&quot; states) and 
press the Request ID to edit the 
request. Attempt to cancel, fail and 
resume one of the granules.<br />    b. 
Verify that these buttons are disabled. 

 

117 <i>1312 V-9</i>  #comment 
118 <i>Document Reference: DPL Ingest GUI 609: Provider Status List, Provider 

Status Detail</i> 
 #comment 

119 Using the Data Pool Ingest GUI attempt to suspend a polling location. Verify 
that the GUI does not permit this. 

a. From DPL Ingest GUI, 
Monitoring/Provider Status, select a 
provider to edit. Select the polling 
location and press 'suspend'.<br />    b. 
Verify that this button is disabled. 

 

120 <i>1312 V-10</i>  #comment 
121 <i>Document Reference: DPL Ingest GUI 609: FTP Host Status</i>  #comment 
122 Using the Data Pool Ingest GUI attempt to suspend a FTP Host. Verify that 

the GUI does not permit this. 
a. From DPL Ingest GUI, 
Monitoring/Transfer Host Status, 
select an FTP Host, and press the 
'suspend' button.<br />    b. Verify that 
this button is disabled. 

 

123 <i>1312 V-10.1</i>  #comment 
124 Using the Data Pool Ingest GUI attempt to suspend a scp Host. Verify that 

the GUI does not permit this. 
TBD - scp  

125 <i>1312 V-11</i>  #comment 
126 <i>Document Reference: DPL Ingest GUI 609: Provider Status List, Provider 

Status Detail</i> 
 #comment 

127 Using the Data Pool Ingest GUI attempt to suspend a provider. Verify that the 
GUI does not permit this. 

a. From DPL Ingest GUI, 
Monitoring/Provider Status, select a 
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provider and press 'suspend'.<br />    
b. Verify that this button is disabled. 

128 <i>1312 V-12</i>  #comment 
129 <i>Document Reference: DPL Ingest GUI 609: File System Status</i>  #comment 
130 Using the Data Pool Ingest GUI attempt to suspend a Data Pool file system. 

Verify that the GUI does not permit this. 
a. From DPL Ingest GUI, 
Monitoring/File System Status, select 
a file system, and press 'suspend'.<br 
/>    b. Verify that this button is 
disabled. 

 

131 <i>1312 V-13</i>  #comment 
132 <i>Document Reference: DPL Ingest GUI 609: ECS Services Status</i>  #comment 
133 Using the Data Pool Ingest GUI attempt to suspend an ECS Service. Verify 

that the GUI does not permit this. 
a. From DPL Ingest GUI, 
Monitoring/ECS Services Status, 
select a non-host service, i.e. SDSRV 
and press 'suspend'. Select an ECS 
Service host, and select Checksum, 
File Transfer or Archive and press 
'suspend'.<br />    b. Verify that this 
button is disabled. 

 

134 <i>1312 V-14</i>  #comment 
135 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
136 Using the Data Pool Ingest GUI attempt to suspend ingest processing. Verify 

that the GUI does not permit this. 
a. From DPL Ingest GUI, Home, next 
to &quot;General Ingest Status&quot;, 
press the 'Suspend' button.<br />    b. 
Verify that this button is disabled. 

 

137 <i>1312 V-15</i>  #comment 
138 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
139 Using the Data Pool Ingest GUI attempt to suspend e-mail notifications. 

Verify that the GUI does not permit this. 
a. From DPL Ingest GUI, Home, next 
to &quot;Email Service Status&quot;, 
press the 'Suspend' button.<br />    b. 
Verify that this button is disabled. 

 

140 <i>1312 V-16</i>  #comment 
141 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions List</i>  #comment 
142 Using the Data Pool Ingest GUI attempt to change the e-mail address to 

which notifications about interventions are sent. Verify that the GUI does not 
permit this. 

a. From DPL Ingest GUI, 
Interventions &amp;amp; 
Alerts/Interventions, enter an e-mail 
address in the 
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NOTIF_INTERV_EMAIL_ADDRES
S field and press the &quot;Apply 
Changes&quot; button.<br />    b. 
Verify that this button and the field are 
disabled. 

143 <i>1312 V-17</i>  #comment 
144 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions List, 

Intervention Detail Page</i> 
 #comment 

145 Using the Data Pool Ingest GUI attempt to fail suspended granules shown in 
an intervention details screen. Verify that the GUI does not permit this. 

a. From DPL Ingest GUI, 
'Interventions &amp;amp; 
Alerts'/'Ingest Interventions', press the 
Request ID for a request that has an 
intervention. From the Intervention 
Detail, select the failed granules (by 
checking the checkbox) and press the 
'fail selected granules' button.<br />    
b. Verify that this button is disabled. 

 

146 <i>1312 V-18</i>  #comment 
147 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions List, 

Intervention Detail Page</i> 
 #comment 

148 Using the Data Pool Ingest GUI attempt to resume suspended granules shown 
in an intervention details screen. Verify that the GUI does not permit this. 

a. From DPL Ingest GUI, 
'Interventions &amp;amp; 
Alerts'/'Ingest Interventions', press the 
Request ID for a request that has an 
intervention. From the Intervention 
Detail, select a suspended granule (by 
checking the checkbox) and press the 
'retry selected granules' button.<br />    
b. Verify that this button is disabled. 

 

149 <i>1312 V-19</i>  #comment 
150 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
151 Using the Data Pool Ingest GUI attempt to change the e-mail address to 

which notifications about alerts are sent. Verify that the GUI does not permit 
this. 

a. From DPL Ingest GUI, 
Interventions &amp;amp; 
Alerts/Alerts, enter an e-mail address 
in the ALERT_EMAIL_ADDRESS 
field and press the &quot;Apply 
Changes&quot; button.<br />    b. 
Verify that this button and field are 
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disabled. 

152 <i>1312 V-20</i>  #comment 
153 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
154 Using the Data Pool Ingest GUI attempt to close a pending alert. Verify that 

the GUI does not permit this. 
a. From DPL Ingest GUI, 
'Interventions &amp;amp; 
Alerts'/'System Alerts', select a 
pending alert and click &quot;close 
alerts.&quot;<br />    b. Verify that 
this button is disabled. 

 

155 <i>1313 S-1</i>  #comment 
156 [GUI Security/Editing Tuning Parameters.] The following verifications can 

be performed during or after the test procedure for criteria 60 to 250. 
Perform the following verification 
during criteria 60 to 250 verification. 

 

157 <i>1313 S-2</i>  #comment 
158 Disable the GUI authorization scheme. a. Open the configuration file for the 

DPL Ingest GUI 
(/usr/ecs/[MODE]/CUSTOM/cfg/EcDl
IngestGui.properties)<br />    b. 
Identify the current configuration of 
&quot;application.authentication.sche
me.enabled&quot; and then set it to 
&quot;false&quot;.<br />    c. Identify 
the current configuration of 
&quot;application.authentication.disab
led.operator.name&quot; and then set 
it to &quot;IngAdmin&quot;<br />    
d. Start the Tomcat Web Application 
Manager: 
http://[box].hitc.com:[port]/manager/ht
ml<br />    e. Verify there are no 
active Ingest GUI sessions<br />    f. 
'Stop' the Ingest GUI<br />    g. 'Start' 
the Ingest GUI 

 

159 <i>1313 S-3</i>  #comment 
160 <i>Document Reference: DPL Ingest GUI 609: Home and Login, 

Home/Ingest Status Page</i> 
 #comment 

161 Verify that the GUI does not require an operator login. a. Start the DPL Ingest GUI.<br />    
b. Verify that DPL Ingest GUI does 
NOT begin with the Login page. 
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162 <i>1313 V-1</i>  #comment 
163 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

Detail</i> 
 #comment 

164 Using the Data Pool Ingest GUI attempt to change the configuration for some 
data provider. Verify that the GUI does permit this. 

a. From DPL Ingest GUI, 
Configuration/Providers, select a 
provider to edit. On the Provider 
Configuration Detail page, change the 
&quot;Checksum Mandatory&quot;, 
increase the &quot;Max Active 
Granules&quot; by 10, and choose 
another &quot;Notification 
Method&quot;.<br />    b. Press 
'Apply Changes.' Leave this page, 
return, and verify that the page 
contains the modifications. Restore the 
parameters to their previous values. 

 

165 <i>1313 V-2</i>  #comment 
166 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration List, 

Provider Configuration Detail</i> 
 #comment 

167 Using the Data Pool Ingest GUI attempt to edit configuration parameters for a 
polling location to a provider. Verify that the GUI does permit this. 

a. From DPL Ingest GUI, 
Configuration/Providers, select a 
provider to edit. From the Provider 
Configuration Detail, select a Polling 
Location to edit. Change the 
&quot;Source Polling Path&quot;, 
field to &quot;test&quot; (note the 
previous configuration). Increase the 
&quot;Polling Frequency&quot; by 
10.<br />    b. Press 'Apply Changes' 
and verify the page is refreshed and 
contains these modifications. Restore 
the parameters to their previous 
values. 

 

168 <i>1313 V-3</i>  #comment 
169 <i>Document Reference: DPL Ingest GUI 609: FTP Host Configuration</i>  #comment 
170 Using the Data Pool Ingest GUI attempt to edit the tuning parameters for a 

FTP Host. Verify that the GUI does permit this. 
a. From DPL Ingest GUI, 
Configuration/Transfer Hosts, select a 
host to edit. Change the 
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&quot;Label&quot;, 
&quot;Address&quot; fields to 
&quot;test&quot;; change the FTP 
Mode, and increase the &quot;Max 
Operations&quot; by 20 (note the 
previous configuration)<br />    b. 
Press 'Apply Changes' and verify the 
page is refreshed and contains these 
modifications. Restore the parameters 
to their previous values. 

171 <i>1313 V-3.1</i>  #comment 
172 Using the Data Pool Ingest GUI attempt to edit the tuning parameters for a 

scp Host. Verify that the GUI does permit this. 
TBD - scp  

173 <i>1313 V-4</i>  #comment 
174 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration; DP_S6_01 ticket</i> 
 #comment 

175 Using the Data Pool Ingest GUI attempt to configure some of the alert 
parameters specified in S-DPL-16482. Verify that the GUI does permit this. 

a. From DPL Ingest GUI, 
Configuration/Global Tuning, attempt 
to change the alert related parameters 
specified S-DPL-16482 (see Criterion 
150 V-4).<br />    b. Press 'Apply 
Changes' and verify the page is 
refreshed and contains these 
modifications. 

 

176 <i>1313 V-5</i>  #comment 
177 <i>Document Reference: DPL Ingest GUI 609: Provider Status List, Provider 

Status Detail</i> 
 #comment 

178 Using the Data Pool Ingest GUI attempt to suspend and resume a polling 
location. Verify that the GUI does permit this. 

a. From DPL Ingest GUI, 
Monitoring/Provider Status, select a 
provider to edit. Select a Polling 
Location (by checking the checkbox), 
press the 'suspend' button, and verify 
the page is refreshed and shows the 
location is suspended.<br />    b. 
Select the Polling Location again, 
press the 'resume' button, and verify 
the page is refreshed and shows the 
location is suspended. 
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179 <i>1313 V-6</i>  #comment 
180 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

181 Using the Data Pool Ingest GUI attempt to resume a suspended granule in an 
active request. Verify that the GUI does permit this. 

From DPL Ingest GUI, 
Monitoring/Request Status, select an 
active Request (between the 
&quot;Transferring&quot; and 
&quot;Inserted&quot; states). Select a 
suspended granule (by checking the 
checkbox) and press the &quot;retry 
selected granules' button. Verify the 
page is refreshed and the granule is 
resuming instead of suspended. 

 

182 <i>1313 V-7</i>  #comment 
183 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions List</i>  #comment 
184 Using the Data Pool Ingest GUI attempt to resume suspended granules shown 

in an intervention details screen. Verify that the GUI does permit this. 
From DPL Ingest GUI, 'Interventions 
&amp;amp; Alerts'/Ingest 
Interventions, select a request (by 
pressing the Request ID field) and 
select a suspended granule (by 
checking the checkbox). Press the 
'retry selected granules' button. Verify 
the page is refreshed and the granule is 
active instead of suspended. 

 

 
 
TEST DATA: 
 
 
 
 
 
 
 

Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 
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Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

240   NONE             

1310   NONE             

1311   NONE             

1312   NONE             

1313   NONE             

 
EXPECTED RESULTS: 
 

290 DPL INGEST GUI: LOGGING, FILTERING, SORTING (ECS-ECSTC-2701) 

DESCRIPTION: 
 
PRECONDITIONS: 
Low flow is occurring (100-1000 PDRs being submitted in the background), such that the request lists on the GUI are not empty 
 
STEPS:   
# Action Expected Result Notes 
1 <i>310 S-1</i>  #comment 
2 [Logging and monitoring] Configure the application log size such that the 

configured size will be exceeded while processing the PDRs in criterion 300. 
a. Bring up the Registry GUI (ins box) 
or modify the following configuration 
files.<br /><br />b. Change the values 
for AppLogSize in the following 
files:<br /><br />    1 
EcDlInPollingService.CFG: 1000,<br 
/>    2 EcDlInProcessingService.CFG: 
5000,<br />    3 
EcDlInNotificationService.CFG: 500 

 

3 <i>310 S-2</i>  #comment 
4 Turn on performance logging for the Data Pool Ingest Service. In the Registry GUI, also change the 

value for PerfLogLevel to 3, for the 
same three files above. 

 

5 <i>310 S-3</i>  #comment 
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# Action Expected Result Notes 
6 Start the Data Pool Ingest Service. First, prepare a &quot;low flow&quot; 

by &quot;trickling in&quot; a subset 
of PDRs into the appropriate polling 
directories, via the 
&quot;trickle&quot; script (name 
TBD). This low flow will be used for 
all the criteria in this test 
procedure.<br />Next, on the host 
where the ingest service runs, 
execute:<br /><br />    a. 
EcDlInPollingServiceStart 
&lt;MODE&gt;<br />    b. 
EcDlInProcessingServiceStart 
&lt;MODE&gt;<br />    c. 
EcDlInNotificationServiceStart 
&lt;MODE&gt; 

 

7 <i>310 S-4</i>  #comment 
8 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

9 Monitor requests on the Request Page of the Data Pool Ingest GUI. Go to DPL Ingest GUI, 
Monitoring/Request Status page. 

 

10 <i>310 S-5</i>  #comment 
11 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status, The 

Navigation Panel.</i> 
 #comment 

12 Monitor Data Pool Ingest Status via the appropriate navigation links on the 
Data Pool Ingest GUI home page. 

From DPL Ingest GUI, Home, 
monitor Data Pool Ingest Status via 
the appropriate navigation links. 

 

13 <i>310 V-1</i>  #comment 
14 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status; 

DP_S6_01 ticket</i> 
 #comment 

15 Verify that all system status information in S-DPL-16900 is displayed. From DPL Ingest GUI, Home, verify 
that the information from S-DPL-
16900 is displayed 

 

16 <i>310 V-2</i>  #comment 
17 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status</i>  #comment 
18 Verify that the system status page includes whether any Data Pool file 

systems, archives, or other ECS services are suspended 
From DPL Ingest GUI, Home, verify 
that the following information is 
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# Action Expected Result Notes 
visible:<br /><br />    a. &quot;Num. 
Suspended File Systems&quot;<br />    
b. &quot;Num. Suspended Archive 
File Systems&quot;<br />    c. 
&quot;Num. Suspended ECS 
Services&quot; 

19 <i>310 V-3</i>  #comment 
20 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status, The 

Navigation Panel</i> 
 #comment 

21 Verify that the page displaying system status information can be manually 
refreshed. 

On DPL Ingest GUI, Home,<br /><br 
/>    a. Record the current time shown 
on the upper right of the page.<br />    
b. Refresh the page.<br />    c. Verify 
that the time has been updated. 

 

22 <i>310 V-4</i>  #comment 
23 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status, 

Automatic Screen Refresh</i> 
 #comment 

24 Set a non-default automatic refresh rate on the page displaying system status 
information. Verify that this page automatically refreshes at the selected rate. 

On DPL Ingest GUI, Home,<br /><br 
/>    a. Change the automatic refresh 
rate for the page to 1 minute.<br />    
b. Record the time shown on the upper 
right of the page.<br />    c. Verify that 
the page refreshes 1 minute after this 
time. 

 

25 <i>310 V-5</i>  #comment 
26 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
27 Verify that the GUI displays whether Data Pool Ingest is currently active or 

suspended. 
a. On DPL Ingest GUI, Home, verify 
that the status icons 
&quot;Polling&quot;, 
&quot;Processing&quot;, and 
&quot;Notification&quot; are active 
or suspended.<br /><br />b. From a 
terminal, log into the dpl box and run 
&quot;ps -ef&quot; to verify that the 
following DPL Ingest processes are 
running: EcDlPollingStart, 
EcDlInProcessingStart, and 
EcDlNotificationStart. 
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# Action Expected Result Notes 
28 <i>310 V-6</i>  #comment 
29 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
30 Verify that the GUI displays whether sending email to data providers is 

currently active or suspended. 
On DPL Ingest GUI, Home, verify 
that there is a status icon displaying 
whether sending email to data 
providers is currently active or 
suspended. 

 

31 <i>310 V-7</i>  #comment 
32 <i>Document Reference: DPL Ingest GUI 609: File System Status; 

DP_S6_01 ticket</i> 
 #comment 

33 Verify that the GUI displays all Data Pool file system status information in S-
DPL-16940. 

From DPL Ingest GUI, 
Monitoring/File System Status, 
perform clause text. 

 

34 <i>310 V-8</i>  #comment 
35 <i>Document Reference: DPL Ingest GUI 609: File System Status, The 

Navigation Panel</i> 
 #comment 

36 Verify that the page displaying file system status information can be 
manually refreshed. 

On DPL Ingest GUI, Monitoring/File 
System Status,<br /><br />    a. 
Record the time shown on the upper 
right of the page.<br />    b. Manually 
refresh the browser.<br />    c. Verify 
that the time is updated. (Note: Since 
the File System and archive statuses 
are displayed on the same page this 
also verifies 310.11) 

 

37 <i>310 V-9</i>  #comment 
38 <i>Document Reference: DPL Ingest GUI 609: File System Status, 

Automatic Screen Refresh</i> 
 #comment 

39 Set a non-default automatic refresh rate on the page displaying file system 
status information. Verify that this page automatically refreshes at the 
selected rate. 

On DPL Ingest GUI, Monitoring/File 
System Status,<br /><br />    a. 
Change the refresh rate to 1 
minute.<br />    b. Record the time 
shown on the upper right of the 
page.<br />    c. Verify that the page 
refreshes 1 minute later. (Note: Since 
the File System and archive statuses 
are displayed on the same page this 
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# Action Expected Result Notes 
also verifies 310.12) 

40 <i>310 V-10</i>  #comment 
41 <i>Document Reference: DPL Ingest GUI 609: File System Status; 

DP_S6_01 ticket</i> 
 #comment 

42 Verify that the GUI displays all archive status information in S-DPL-16950. On DPL Ingest GUI, Monitoring/File 
System Status, perform clause text.<br 
/>[NOTE: The term 'archive' refers to 
an archive cache file system.] 

 

43 <i>310 V-11</i>  #comment 
44 <i>Document Reference: DPL Ingest GUI 609: The Navigation Panel</i>  #comment 
45 Verify that the page displaying archive status information can be manually 

refreshed. 
See 310.8  

46 <i>310 V-12</i>  #comment 
47 <i>Document Reference: DPL Ingest GUI 609: Automatic Screen 

Refresh</i> 
 #comment 

48 Set a non-default automatic refresh rate on the page displaying archive status 
information. Verify that this page automatically refreshes at the selected rate. 

See 310.9  

49 <i>310 V-13</i>  #comment 
50 <i>Document Reference: DPL Ingest GUI 609: ECS Services Status</i>  #comment 
51 Verify that the GUI displays a list of other ECS services used by Data Pool 

Ingest, and their current active or suspended status information. 
From DPL Ingest GUI, 
Monitoring/'ECS Services Status', 
ensure that for each ECS Service host 
listed there are statuses for the 
applicable services on that host. The 
services are:<br /><br />    a. 
checksum<br />    b. compression<br 
/>    c. file transfer<br />    d. 
archive<br />    e. SDSRV<br />    f. 
DPL Insert 

 

52 <i>310 V-14</i>  #comment 
53 <i>Document Reference: DPL Ingest GUI 609: ECS Services Status, 

Automatic Screen Refresh</i> 
 #comment 

54 Set a non-default automatic refresh rate on the page displaying status 
information for ECS services. Verify that this page automatically refreshes at 
the selected rate. 

On DPL Ingest GUI, Monitoring/'ECS 
Services Status',<br /><br />    a. 
Change the refresh rate to 1 
minute.<br />    b. Record the time at 
the upper right of the screen.<br />    
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# Action Expected Result Notes 
c. Verify that this page is refreshed 
after 1 minute. 

55 <i>310 V-15</i>  #comment 
56 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

57 Verify that ingest requests in the active database tables are displayed. Verify 
that the GUI provides a mechanism (e.g., page chunking, TBS as part of ITP) 
to view all active ingest requests. 

a. Log into the Ingest database for the 
given mode. (Database name: 
Ingest_&lt;MODE&gt;)<br /><br />b. 
Execute the query &quot;SELECT 
count(1) from 
InDPLIngestPDR&quot; and record 
the result. (Stay logged into the 
database for later steps.)<br /><br />c. 
From the first terminal logged onto the 
Request Status page of the GUI, verify 
that the number of requests listed is 
the same as the number recorded from 
the database. (Note: Only a subset of 
the requests will be displayed, but the 
Back/Forward buttons allow access to 
other pages containing other active 
requests. Ensure that the last request 
number listed is the same as the 
number of requests in the database.) 

 

58 <i>310 V-16</i>  #comment 
59 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

60 Verify that ingest requests from each non-suspended polling location are 
displayed. 

From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
for each of the PDRs placed into non-
suspended polling directories as part 
of the Criterion 310 S-1, there is a 
request entry. 

 

61 <i>310 V-17</i>  #comment 
62 Verify that no PDR is represented more than once. In the Ingest database, ensure that a 

PDRFileName is not duplicated in 
table InDPLIngestPDR:<br /><br 
/>select PDRFileName, 
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# Action Expected Result Notes 
PollingLocationID, count(1)<br 
/>from InDPLIngestPDR<br />group 
by PDRFileName, 
PollingLocationID<br />having 
count(1) &gt; 1<br /><br />Verify 
there are 0 results. 

63 <i>310 V-18</i>  #comment 
64 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List; 

DP_S6_01 ticket</i> 
 #comment 

65 Verify that all information in S-DPL-16610 is displayed for each request. From DPL Ingest GUI, 
Monitoring/Request Status, perform 
clause text 

 

66 <i>310 V-19</i>  #comment 
67 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List; 

DP_S6_01 ticket</i> 
 #comment 

68 Verify that all request states shown on the request page are from the list of 
valid request states in S-DPL-18200. 

On DPL Ingest GUI, 
Monitoring/Request Status, perform 
clause text. 

 

69 <i>310 V-20</i>  #comment 
70 Verify that the priority for each request corresponds to the priority assigned 

for the data provider. 
In the Ingest database verify that each 
request in InDPLIngestPDR is given 
the priority assigned to the 
DataProvider:<br /><br />select 
PDR.RequestID ReqID, 
PDR.RequestPriority PdrPri, 
DP.IngestPriority ProvPri<br />from 
InDPLIngestPDR PDR, 
InExternalDataProviderInfo DP<br 
/>where PDR.DataProviderID = 
DP.DataProviderID<br />and 
PDR.RequestPriority &lt;&gt; 
DP.IngestPriority<br /><br />Verify 
there are 0 results. 

 

71 <i>310 V-21 DELETED</i>  #comment 
72 <i>310 V-22 DELETED</i>  #comment 
73 <i>315 S-1</i>  #comment 
74 [Logging] Configure the polling frequency of at least one polling location In the Ingest database, table  
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# Action Expected Result Notes 
used by the PDRs in this criterion such that the polling cycle for the PDRs in 
that polling location will take longer than the configured polling frequency. 
(TBS by ITP how this will be done.) 

InPollingLocation, modify the 
PollingFrequency for the 
MODAPS_AQUA_FPROC provider 
to 10 (seconds).<br />Copy a large file 
(at least 5MB) into the polling 
directory and rename it to have the 
.PDR extension. 

75 <i>315 S-2</i>  #comment 
76 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

77 Wait until all requests are in a stopped state (Suspended, Successful, Failed, 
Partial_Failure) on the Request Page of the Data Pool Ingest GUI. 

From DPL Ingest GUI, 
Monitoring/Request Status, filter all 
the requests so that the only visible 
ones are in the 'New', 'Active', 
'Canceling', 'Resuming', and 
'Partially_Suspended' states. Ensure 
that there are currently no requests 
displayed yet. 

 

78 <i>315 V-1</i>  #comment 
79 Verify that an application log is produced by the Data Pool Insert Service. a. From the Unix terminal change 

directories to the logs directory 
(/usr/ecs/&lt;MODE&gt;/CUSTOM/lo
gs).<br /><br />b. Perform an 'ls' and 
verify that the following three files are 
present:<br /><br />    1. 
EcDlInPollingService.ALOG<br />    
2. 
EcDlInProcessingService.ALOG<br 
/>    3. 
EcDlInNotificationService.ALOG 

 

80 <i>315 V-2</i>  #comment 
81 Verify that the application log file was automatically rolled over when it 

exceeded the configured size, and that all instances of the application log are 
still present in the logs directory. 

From the same directory as the 
previous step,<br />a. Perform an 'ls -
lrt EcDlIn*.ALOG.* '.<br /><br />b. 
Verify that there are log files with 
timestamps relevant to the current 
timeframe for each service:<br />    1 
EcDlInPollingService.ALOG.&lt;YY
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# Action Expected Result Notes 
YYMMDDHHmmSS&gt;<br />    2 
EcDlInProcessingService.ALOG.&lt;
YYYYMMDDHHmmSS&gt;<br />    
3 
EcDlInNotificationService.ALOG.&lt;
YYYYMMDDHHmmSS&gt;<br 
/><br />c. Verify that the sizes for all 
files are no more than 1K larger than 
the values configured in Criterion 310 
S-1 

82 <i>315 V-3</i>  #comment 
83 Verify that a performance log was generated, and that the log is compatible 

with the ECS performance log format. 
From the same directory as the 
previous step,<br />a. Perform an 
'ls'.<br /><br />b. Using the process 
IDs found in Criteria 310 V-5, verify 
that there are log files:<br />    1 
EcDlInPollingService.&lt;PID&gt;<br 
/>    2 
EcDlInProcessingService.&lt;PID&gt;
<br />    3 
EcDlInNotificationService.&lt;PID&g
t;<br /><br />Note: If these services 
have been restarted, repeat Criteria 
310 V-5 to ascertain the new process 
IDs.<br /><br />Note: Correctness of 
Perf Log format is verified by the 
success of the analysis script below. 

 

84 <i>315 V-4</i>  #comment 
85 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
86 Use the performance log analysis script (used in the PVC) to verify that the 

performance log contains the information necessary to calculate the 
frequency and duration of all events in S-DPL-18390. 

a. Locate the Performance Log 
Analysis Script and apply it to each of 
the three performance logs above, as 
follows: /home/cmshared/bin/perf.pl 
&lt;Log&gt;<br /><br />b. Verify that 
there are start times and stop times 
recorded for each of the events in S-
DPL-18390 

 

87 <i>315 V-5</i>  #comment 
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# Action Expected Result Notes 
88 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

Detail</i> 
 #comment 

89 For the polling location where the polling frequency was set in criterion S-
315-1 to be less than the expected polling cycle, use the performance log to 
verify that the second polling cycle for that polling location started 
immediately after completion of the first polling cycle. (TBS as part of ITP 
how this will be done.) 

a. From the directory listed in 
Criterion 315 S-1, open 
EcDlInProcessingServiceALOG<br 
/><br />b. Search for &quot;Polling 
finished for Polling Location Polling_ 
MODAPS_AQUA_FPROC<br /><br 
/>c. Search for &quot;Polling started 
for Polling Location Polling_ 
MODAPS_AQUA_FPROC&quot;. 
Verify that the second polling cycle 
starts immediately after the first 
polling cycle completes. 

 

90 <i>320 S-1</i>  #comment 
91 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List, 

Automatic Screen Refresh; DP_S6_01 ticket</i> 
 #comment 

92 [Sorting] Set a non-default automatic refresh rate on the request page. Sort 
the list of not yet archived insert requests by each of the sort criteria in S-
DPL-16620, one at a time. 

a. On Monitoring/Request Status, 
change the refresh rate to 20 
seconds.<br /><br />b. Sort the list of 
not yet archived insert requests by 
each of the criteria specified in S-
DPL-16620. 

 

93 <i>320 V-1</i>  #comment 
94 Verify that the sort results are correct. a. Login to database Ingest_[mode] ( 

all rows in table InDPLIngestPDR 
represent requests that are &quot;not 
yet archived&quot;).<br /><br />b. Do 
a 'select * from InDPLIngestPDR 
order by [each of the sort criteria in S-
DPL-16620] '.<br /><br />c. Verify 
the result set matches the DPL Ingest 
GUI display. 

 

95 <i>320 V-2</i>  #comment 
96 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List, 

The Navigation Panel</i> 
 #comment 

97 Verify that the request page can be manually refreshed, and that the sort 
criteria are maintained across the refresh. 

a. From DPL Ingest GUI, 
Monitoring/Request Status, record the 
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# Action Expected Result Notes 
time displayed on the upper right of 
the Request Status page and the 
currently selected sort criteria.<br 
/><br />b. Manually refresh the 
browser.<br /><br />c. Ensure that the 
time is updated, the sort criteria are the 
same as before refreshing and the sort 
results are consistent with the sort 
criteria. 

98 <i>320 V-3</i>  #comment 
99 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List, 

Automatic Screen Refresh</i> 
 #comment 

100 Verify that the request page automatically refreshes at the selected rate, and 
that the sort criteria are maintained across refreshes. 

a. On DPL Ingest GUI, 
Monitoring/Request Status, record the 
time displayed on the upper right of 
the Request Status page, the current 
refresh rate, and the currently selected 
sort criteria.<br /><br />b. Ensure that 
the page is then refreshed in 
accordance with the current refresh 
rate, and the sort criteria are the same 
as before. 

 

101 <i>330 S-1</i>  #comment 
102 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List; 

DP_S6_01 ticket</i> 
 #comment 

103 [Filtering] Filter the list of not yet archived insert requests for requests by 
each of the filters in S-DPL-16630, one at a time. 

On DPL Ingest GUI, 
Monitoring/Request Status, filter the 
list by each of the filters specified in 
S-DPL-16630. 

 

104 <i>330 V-1</i>  #comment 
105 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

106 Verify that the filter results are correct. a. Login to database Ingest_[mode] ( 
all rows in table InDPLIngestPDR 
represent requests that are &quot;not 
yet archived&quot;).<br /><br />b. Do 
a 'select * from InDPLIngestPDR 
where [each of the filter criteria in S-
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# Action Expected Result Notes 
DPL-16630] = [a value] Order By 
[filter criteria] DESC (if criteria is 
supposed to be descending).<br /><br 
/>c. Verify the result set matches the 
DPL Ingest GUI display. 

107 <i>330 V-2</i>  #comment 
108 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List, 

The Navigation Panel</i> 
 #comment 

109 Verify that the request page can be manually refreshed, and that the filter 
criteria are maintained across the refresh. 

a. On DPL Ingest GUI, 
Monitoring/Request Status, record the 
time displayed on the upper right of 
the Request Status page, and the 
currently selected filter criteria.<br 
/><br />b. Manually refresh the 
browser.<br /><br />c. Ensure that the 
time is updated, the filter criteria are 
the same as before refreshing and the 
results are consistent with the filter 
setting. 

 

110 <i>330 V-3</i>  #comment 
111 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List, 

Automatic Screen Refresh</i> 
 #comment 

112 Verify that the filter criteria are maintained across automatic refreshes. a. On DPL Ingest GUI, 
Monitoring/Request Status, record the 
currently selected filter criteria and 
automatic refresh rate.<br /><br />b. 
Wait for the page to automatically 
refresh.<br /><br />c. Verify that the 
filter criteria have not changed and the 
display is consistent with the filter 
settings. 

 

113 <i>335 S-1</i>  #comment 
114 <i>Document Reference: DPL Ingest GUI 609: Home and Login Page</i>  #comment 
115 [Filter persistence] End the Data Pool Ingest GUI session, and then begin 

another Data Pool Ingest GUI using the same operator login as in Criterion 
330. GUI security must be enabled. 

End the Data Pool Ingest GUI session, 
and then begin another Data Pool 
Ingest GUI session using the same 
operator login as in Criterion 330.<br 
/>Ensure that in the configuration file 
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# Action Expected Result Notes 
EcDlIngestGUI.properties, the 
parameter 
&quot;application.authentication.sche
me.enabled&quot; is set to 
&quot;true&quot;. 

116 <i>335 V-1</i>  #comment 
117 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

118 Verify that the last filter selected by the operator in Criterion 330 is 
automatically applied in the new GUI session. 

From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
the filter used last is applied to the 
current list of requests. 

 

119 <i>336 S-1</i>  #comment 
120 <i>Document Reference: DPL Ingest GUI 609: Home and Login Page</i>  #comment 
121 [Filter persistence] Turn off GUI security. Use the Data Pool Ingest GUI to 

save default GUI filter settings for each screen which allows filters. 
a. Open the Ingest GUI configuration 
file (EcDlIngestGui.properties)<br 
/><br /><br />b. Set parameter 
&quot;application.authentication.sche
me.enabled&quot; to 
&quot;false&quot;.<br /><br />c. 
From the Ingest database 
(Ingest_&lt;MODE&gt;), table 
InOperatorConfig, choose an operator. 
This operator should have all 
permissions (all 
&quot;XYEnabled&quot; table fields 
should be 'Y').<br /><br />d. Set 
parameter 
&quot;application.authentication.disab
led.operator.name&quot; to this 
operator name. Record the original 
value.<br /><br />e. Close the 
browser.<br /><br />f. Login to 
Tomcat and restart the GUI by 
pressing on the &quot;Stop&quot; link 
next to INGEST_MODE. Wait 2 
minutes and press the 
&quot;Start&quot; link<br /><br />g. 
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# Action Expected Result Notes 
Bring up the Data Pool Ingest GUI in 
another browser.<br /><br />h. Verify 
browser comes up on the 'Home' page, 
rather than the 'Login page' 

122 <i>336 V-1</i>  #comment 
123 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List, 

Historical Requests, Ingest Interventions List</i> 
 #comment 

124 Verify that the Data Pool Ingest GUI allows operators to save a single set of 
default GUI filter settings for each screen which allows filters. 

For each DPL Ingest GUI page listed 
below, record the filter settings. On 
each page, verify that it is possible to 
change filter settings, leave the page, 
return to the page and verify that the 
filter setting is retained and display 
results are consistent.<br /><br />    a. 
Monitoring/Request Status page<br />   
b. Monitoring/Historical Requests 
page<br />    c. Interventions 
&amp;amp; Alerts/Interventions 
page<br />    d. Interventions 
&amp;amp; Alerts/Alerts page 

 

125 <i>336 V-2</i>  #comment 
126 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List, 

Historical Requests, Ingest Interventions List</i> 
 #comment 

127 Start another GUI session. Verify that for each screen which allows filters, 
the default filter settings are in effect. 

Open a new DPL Ingest GUI session 
and navigate to each of the pages 
where filter settings were changed in 
the previous step. Verify that all of the 
filters are set to their original values. 

 

128 <i>336 V-3</i>  #comment 
129 <i>Document Reference: DPL Ingest GUI 609: Home and Login Page</i>  #comment 
130 At the conclusion of the test for this criterion, turn GUI security back on. a. Open the Ingest GUI configuration 

file (EcDlIngestGUI.cfg)<br /><br 
/>b. Set the parameter 
&quot;application.authentication.sche
me.enabled&quot; to 
&quot;true&quot;.<br /><br />c. Set 
the parameter 
&quot;application.authentication.disab
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# Action Expected Result Notes 
led.operator.name&quot; to its 
original value.<br /><br />d. Close the 
browser.<br /><br />e. Login to 
Tomcat and restart the GUI by 
pressing on the &quot;Stop&quot; link 
next to INGEST_MODE. Wait 2 
minutes and press the 
&quot;Start&quot; link<br /><br />f. 
Bring up the Data Pool Ingest GUI in 
another browser and verify the user is 
directed to the 'Login' page, rather 
than the GUI 'Home' page. 

 
 
TEST DATA: 
 
 
 
 
 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

310   Low flow None None 100-1000 PDRs All sizes 
Refer to 
“RepositoryLocationMapping.xls” 

  

315   Low flow None None 100-1000 PDRs All sizes 
Refer to 
“RepositoryLocationMapping.xls” 

  

320   Low flow None None 100-1000 PDRs All sizes 
Refer to 
“RepositoryLocationMapping.xls” 

  

330   Low flow None None 100-1000 PDRs All sizes 
Refer to 
“RepositoryLocationMapping.xls” 

  

335   Low flow None None 100-1000 PDRs All sizes Refer to   
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Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

“RepositoryLocationMapping.xls” 

336   Low flow None None 100-1000 PDRs All sizes 
Refer to 
“RepositoryLocationMapping.xls” 

  

 
EXPECTED RESULTS: 
 

291 PROCESS 1 DAY'S WORTH OF SIPS, S4P, AND CROSS-DAAC INGEST (ECS-ECSTC-2702) 

DESCRIPTION: 
 
PRECONDITIONS: 
16,000 PDRs ready to be used from a Repository 
 
The PDRs cover a full range of ESDTs, providers, and other parameters 
 
None of the PDRs contain linkages 
 
STEPS:   
# Action Expected Result Notes 
1 <i>300 S-1</i>  #comment 
2 <i>Document Reference: DPL Maintenance GUI 609: Collections Group 

Tab; SIPS ICD</i> 
 #comment 

3 [Submit all PDRs]<br /><br />With the Data Pool Ingest Service down, place 
all PDRs that will be used for testing the DP_S6_01 Ticket in their 
appropriate polling directories. Functional testing will require at least one day 
of operational data ingested from SIPS and S4P and at least one day of cross-
DAAC ingest data, as collected from the DAACs. (It is up to the tester to 
determine whether to perform testing with one subset of the full set of PDRs 
at a time, but all PDRs must ultimately be tested and be successfully 
processed.) PDRs with linkage files (e.g., Browse, QA, or PH in same PDR 
with associated science granule) should be identified for use in criteria 375 - 
395. PDRs with real granules from HEG-able collections should be identified 
for use in criterion 370. Ensure that at least one of the data providers uses 

Prepare a repository with all of the 
PDR files that will be used for testing 
the DP_S6_01 ticket. There are 16,092 
PDRs in total.<br /><br />Note the 
locations and names of cross-DAAC 
PDRs, which will not be tested in this 
procedure.<br /><br />Using the 'ls | 
wc' command, verify the total number 
of PDRs for this test, to be compared 
against later. It should be around 
15411.<br /><br />Prepare the Ingest 
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# Action Expected Result Notes 
FTP polling and local transfers. and Data Pool databases by 

performing cleanup on them (specifics 
TBD) prior to executing this full 
run.<br /><br />Submit all of these 
non-cross-DAAC PDRs by using a 
&quot;trickle&quot; script (name 
TBD) that will &quot;trickle&quot; 
them in to the polling directories at a 
specified frequency. 

4 <i>300 S-2</i>  #comment 
5 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status, The 

Navigation Panel, Active Ingest Request List, Ingest Interventions List</i> 
 #comment 

6 Bring up the Data Pool Ingest GUI on three separate work stations. On the 
first, view the ingest request page; on the second, view the interventions 
page; on the third, view the home page. 

Open the DPL Ingest GUI on three 
separate browsers, and navigate to the 
following three pages, 
respectively:<br /><br />    a. 
Monitoring/Request Status<br />    b. 
Interventions &amp; 
Alerts/Interventions<br />    c. Home 
page 

 

7 <i>300 V-1</i>  #comment 
8 Verify that the Data Pool Ingest GUI displays the proper page on each work 

station. 
Verify that the DPL Ingest GUI 
displays the proper page on each 
browser. 

 

9 <i>300 V-2</i>  #comment 
10 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status page</i>  #comment 
11 Verify that the current mode is displayed on all three pages. From the 3 browsers, verify that the 

title bar displays the current mode. 
 

12 <i>372 S-1</i>  #comment 
13 [Ingest Processing] Allow all PDRs in Criterion 300 to be processed to 

completion. As stated in criterion 300, it is up to the tester to determine 
whether to test the full set of PDRs all at once, or in batches, but all PDRs 
must ultimately be tested. 

Allow all of the PDRs submitted in 
Criterion 300 to complete. 

 

14 <i>372 V-1</i>  #comment 
15 Verify that all PDRs in Criterion 300 are eventually processed successfully. Using a database verification script 

(name TBD), verify that the total 
number of PDRs processed during this 
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# Action Expected Result Notes 
run matches the number of PDRs 
initially submitted and recorded in 
300-1-S. 

 
 
TEST DATA: 
 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data Description 
Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

300   

All PDRs that will be used 
for testing the DP_S6_01 
Ticket except cross-DAAC 
data, to be tested 
separately. There are 
16,092 PDRs total, (681 of 
them are cross-DAAC); 
hence, this test will involve 
15,411 PDRs. 

None None 
19,552 
granules 

All size 
categories 
included 

Refer to 
“RepositoryLocationMapping.xls” 

  

372   Same as above None None 
19,552 
granules 

All size 
categories 
included 

Refer to 
“RepositoryLocationMapping.xls” 

  

 
EXPECTED RESULTS: 
 

292 INGEST TO ARCHIVE, BUT NOT TO PUBLIC DATA POOL (ECS-ECSTC-2703) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 
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STEPS:   
# Action Expected Result Notes 
1 <i>340 S-1</i>  #comment 
2 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List, 

Data Type Configuration</i> 
 #comment 

3 [Ingest to archive, but not to public Data Pool]<br /><br />Filter the list of 
insert requests by request status SUCCESSFUL. Select one successful 
request from the filtered list where the collection in the request is configured 
not to be inserted into the public Data Pool. 

Ensure the following setup:<br /><br 
/>1. From DPL Ingest GUI, 
Configuration/Data Types, ensure the 
data type described in &quot;Test 
Data Requirements&quot; is not 
configured for Data Pool 
publication<br /><br />2. From DPL 
Ingest GUI, Monitoring/Historical 
Request Status, ensure there are 
requests for that data type that have 
completed successfully. If there are 
currently no such requests, submit 
PDRs for that data type that will be 
successfully ingested.<br /><br />3. 
Submit the PDR described in 
&quot;Test Data Requirements&quot; 
that has an expiration time (needed for 
verifying 340-1-V).<br /><br />    a. 
On DPL Ingest GUI, 
Monitoring/Request Status, change the 
filter to only list requests with a 
request status of SUCCESSFUL.<br 
/>    b. Select the first request (R1) 
submitted in this criterion<br />    c. 
This request will be used for 
subsequent steps. 

 

4 <i>340 V-1</i>  #comment 
5 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request Detail; 

DP_S6_01 ticket</i> 
 #comment 

6 Verify that the request details are displayed on the Data Pool Ingest GUI, and 
include all information in S-DPL-16670. 

On DPL Ingest GUI, 
Monitoring/Request Status, go to the 
details for R1 and perform clause text. 

 

7 <i>340 V-2</i>  #comment 
8 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request Detail;  #comment 
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# Action Expected Result Notes 
DP_S6_01 ticket</i> 

9 Verify that the request details include a list of all granules associated with the 
request, in the default order described in S-DPL-16690, and including all 
granule information listed in S-DPL-16690. 

On the Ingest Request Details page, 
perform clause text. 

 

10 <i>340 V-3</i>  #comment 
11 <i>Document Reference: DPL Ingest GUI 609:</i>  #comment 
12 Verify that all granules in the request are in a SUCCESSFUL state. On the Request Status Detail page, 

verify that the Granule Status column 
has a value of 
&quot;Successful&quot; for all the 
granules in the granule list. 

 

13 <i>340 V-4</i>  #comment 
14 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
15 Verify that the start and completion of PDR Validation, and the PDR 

Validation information in S-DPL-18345, are included in the application log 
for this request. 

a. Open 
EcDlInProcessingService.ALOG from 
the Logs directory.<br /><br />b. 
Verify the following lines are present 
in the log file:<br />    1. &quot;PDR 
Validation Started for request Id 
&lt;RequestID&gt;&quot;<br />    2. 
&quot;PDR Validation Completed for 
request Id 
&lt;RequestID&gt;&quot;<br /><br 
/>c. Ensure the information in S-DPL-
18345 is present following the line 
&quot;PDR Validation Started&quot; 

 

16 <i>340 V-5</i>  #comment 
17 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

18 Verify that the files for each granule in the request are transferred to a 
temporary directory on the file system configured for the collection. 

a. From the DPL Ingest database 
(Ingest_[MODE]), record the 
IngestGranID and StagingDir field in 
the InDPLIngestGranule table for your 
request..<br /><br />b. From the DPL 
Ingest database (Ingest_[MODE]), 
record the FileName for each 
IngestGranID recorded above.<br 
/><br />c. Go to then directory and 
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# Action Expected Result Notes 
verify the files exists.<br /><br />d. 
From the 
EcDlInProcessingService.ALOG, 
locate a log entry indicating that each 
of these files was at some point moved 
to the temporary directory. 

19 <i>340 V-6</i>  #comment 
20 Verify that the files for each granule in the request are transferred using the 

transfer method that was used to poll for the request. 
a. Perform this verification as part of 
Criterion 340 V-8<br /><br />b. From 
the EcDlInProcessingService.ALOG. 
determine the method that was used to 
perform the transfer (either local copy 
or ftp transfer)<br /><br />c. Open the 
log file 
EcDlInPollingService.ALOG.<br 
/><br />d. Find &quot;Transferring 
PDR &lt;PDRFilename&gt;&quot; for 
the PDR Filename associated with R1. 
The next line will say &quot;Transfer 
Method: &lt;METHOD&gt;&quot;. 
Verify that this method is the same as 
the one found in 
EcDlInProcessingService.ALOG 

 

21 <i>340 V-7</i>  #comment 
22 <i>Document Reference: DPL Ingest GUI 609: ECS Service 

Configuration</i> 
 #comment 

23 Verify that file transfers for all granules in the request were performed on one 
of the ECS platforms configured for that purpose. (Note that scp transfers 
should be performed only on platforms that are enabled specifically for scp). 

a. Perform this verification as part of 
Criterion 340.8(V).<br /><br />b. In 
EcDlInPollingService.ALOG, search 
for the RequestID of R1, or the PDR 
filename.<br /><br />c. Verify that the 
line &quot;ECS host: 
&lt;HOST&gt;&quot; is present in the 
log file for that request, and record this 
value.<br /><br />d. From DPL Ingest 
GUI, Configuration/ECS Services, 
verify that the specified host has the 
File Transfer box checked. 
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# Action Expected Result Notes 
24 <i>340 V-8</i>  #comment 
25 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
26 Verify that the start and completion of all file transfers, and the file transfer 

information in S-DPL-18350, are included in the application log for this 
request. 

a. Open 
EcDlInProcessingService.ALOG from 
the Logs directory.<br /><br />b. 
Verify the following lines are present 
in the log file:<br />    1. &quot;File 
transfer started for file 
&lt;FILE&gt;&quot;<br />    2. 
&quot;File transfer completed for file 
&lt;FILE&gt;&quot;<br /><br />c. 
Ensure that the information in S-DPL-
18350 is indicated following the line 
&quot;File transfer started&quot; 

 

27 <i>340 V-9</i>  #comment 
28 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
29 Verify that the start and completion of ingest operations for the request, and 

all request information in S-DPL-18385, are included in the application log 
for this request. 

a. Open 
EcDlInProcessingService.ALOG.<br 
/><br />b. Search for the requestID in 
this log file.<br /><br />c. Verify that 
all of the information from S-DPL-
18385 is present (it will be necessary 
to keep searching for the request ID to 
see all the elements) 

 

30 <i>340 V-10</i>  #comment 
31 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
32 Verify that the start and completion of ingest operations for each granule in 

the request, and all granule information in S-DPL-18380, are included in the 
application log for this request. 

a. Open 
EcDlInProcessingService.ALOG.<br 
/><br />b. Search for the first granule 
ID (G1) associated with R1<br /><br 
/>c. Verify that all of the information 
from S-DPL-18380 is present for G1 
(it will be necessary to keep searching 
for the granule ID to see all the 
elements) 

 

33 <i>340 V-11</i>  #comment 
34 Verify that the granules in the request were inserted into a non-public 

directory on the Data Pool, and that all Data Pool inventory database 
a. Ensure that the directory where the 
granules were placed as part of 
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# Action Expected Result Notes 
information for non-public granules has been populated, but that the 
warehouse tables have NOT been populated. 

Criterion 340 V-5 is only visible to 
cmshared (use the 'ls -lart' 
command).<br /><br />b. Use 
anonymous FTP to attempt to log into 
that directory. Verify that this attempt 
fails, since the directory is non-
public.<br /><br />c. Verify that there 
is a row in the DataPool database's 
(DataPool_&lt;MODE) DlGranules 
table where 
InDPLIngestGranule.DPLGranuleID 
== DlGranules.granuleId<br /><br 
/>d. Verify, in the DataPool database, 
there is an entry in DlFile where 
DlFile.granuleId == 
DlGranules.granuleId<br /><br />e. 
Verify that there are no entries for 
G1's granuleId in the following Data 
Pool warehouse tables:<br />    1 
DlFactTemporalRange<br />    2 
DlFactQA<br />    3 
DlFactTimeOfDay<br />    4 
DlFactDayNight<br />    5 
DlGranuleTiles 

35 <i>340 V-12</i>  #comment 
36 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
37 Verify that queuing the Data Pool insert and all information in S-DPL-18375 

are included in the application log for this request. 
a. Open 
EcDlInProcessingService.ALOG and 
search for the request ID in this log 
file<br /><br />b. Look for 
&quot;Starting DPL 
Registration&quot; and view the next 
few lines. Verify that all of the 
information from S-DPL-18375 is 
present 

 

38 <i>340 V-13</i>  #comment 
39 Verify that all granules in the request are copied to the ECS archive, to the 

archive locations and volume groups that are configured for the collection in 
a. From the STMGT database, record 
the volume group for the collection 
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# Action Expected Result Notes 
the STMGT database. This includes all primary, backup, forward processing 
and reprocessing volume groups. 

associated with R1:<br 
/>DsStVolumeGroup table, 
VersionedDataType field.<br /><br 
/>b. From the PDR, find all the 
filenames associated with R1, and 
record the core part of each filename, 
as well as the size for each. (Since the 
names won't be exactly the same in the 
archive location, we will use size and 
core name for matching purposes.)<br 
/><br />c. Locate the ECS Service 
host, log into it, and change directories 
to the directory specified in the 
volume group table; perform an 'ls -
l'.<br /><br />d. Based on size and 
core filename, verify that each of the 
files is present, although the exact 
names will differ. Keep track of the 
time stamp for the file, to be used in 
Criterion 340.18(V). 

40 <i>340 V-14</i>  #comment 
41 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
42 Verify that the start and completion of archiving operations for all granules in 

the request, and all granule archiving information in S-DPL-18366, appears 
in the Data Pool Ingest Service application log. 

a. Open 
EcDlInProcessingService.ALOG and 
search for the request ID of R1 in this 
log file.<br /><br />b. Verify the start 
and completion time of archiving 
operations for each granule, and all 
granule archiving operation in S-DPL-
18366, is specified. 

 

43 <i>340 V-15</i>  #comment 
44 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
45 Verify that the start and completion of archiving operations for all files in the 

request, and all file archiving information in S-DPL-18367, appears in the 
Data Pool Ingest Service application log. 

a. Open 
EcDlInProcessingService.ALOG and 
search for the requestID of R1 in this 
log file.<br /><br />b. Look for 
&quot;Archiving started&quot; and 
view the next few lines.<br /><br />c. 
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# Action Expected Result Notes 
Verify that all of the file archiving 
information from S-DPL-18367 is 
present 

46 <i>340 V-16</i>  #comment 
47 Verify that the ECS archive file names of all granules in the request are 

consistent with the SDSRV internal file naming convention, and that the file 
names contain the ECS granule id which is the same as the ECS granule id in 
the SDSRV inventory database and identify the physical file format correctly. 

a. Verify that the ECS archive file 
names of all granules follow the 
naming convention<br />    1 
:&lt;GranuleType&gt; (e.g., 
&quot;BR&quot;, 
&quot;SC&quot;)<br />    2 
:&lt;ESDTShortName&gt; (e.g. 
&quot;AST_05&quot;)<br />    3 
.&lt;ESDTVersionId&gt; (e.g. 
&quot;001&quot;)<br />    4 
:&lt;dbID from SDSRV&gt; (e.g., 
&quot;6067&quot;)<br />    5 
:&lt;FileInstanceNumber&gt; (e.g. 1 
for single-file granule)<br />    6 
.&lt;FileFormat&gt; (e.g. &quot;HDF-
EOS&quot;)<br /><br />b. In the 
Ingest database, note the 
InDPLIngestGranule.ECSGranuleID 
for each of the granules.<br /><br />c. 
Verify the filenames for each archive 
file contain the applicable 
ECSGranuleID.<br /><br />d. Verify 
the filenames for each archive file 
identify the physical file format 
correctly. 

 

48 <i>340 V-17</i>  #comment 
49 Verify that the archive write operations for the granule were executed on one 

of ECS service hosts configured for that purpose. 
a. Open 
EcDlInProcessingService.ALOG.<br 
/><br />b. Search for each of the 
granule IDs of R1 in this log file.<br 
/><br />c. Look for &quot;ECS 
Service Host: &lt;HOSTNAME&gt; 
&quot;. Verify that 
&lt;HOSTNAME&gt; is a correct ecs 
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# Action Expected Result Notes 
service host. 

50 <i>340 V-18</i>  #comment 
51 Verify that the metadata for the granule is correctly inserted into the SDSRV 

inventory database, and that the metadata was inserted in the SDSRV 
database AFTER the granule(s) in the request were copied to the ECS 
archive. 

a. For each granule verify there is an 
entry in DsMdGranules (SDSRV 
database) where DsMdGranules.dbID 
== 
InDPLIngestGranule.ECSGranuleID.<
br /><br />b. In addition, verify that 
there exist entries for this dbID in the 
following SDSRV tables: 
DsMdGrBoundingRectangle, 
DsMdGrGPolygon, or 
DsMdGrPoint.<br /><br />c. Verify 
that DsMdGranules.insertTime is 
greater than the timestamp for the file 
in the archive (from Criterion 340.13). 

 

52 <i>340 V-19</i>  #comment 
53 Verify that the internal file(s) for the granule(s) are in the SDSRV metadata 

for the granule(s), and that this information is correct. 
From the SDSRV database verify that 
DsMdGranules.LocalGranuleID is the 
same as the filename on the archive 
host (from Criterion 340.13). 

 

54 <i>340 V-20</i>  #comment 
55 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
56 Verify that the start and completion of metadata insert, and all metadata insert 

information in S-DPL-18370, appears in the Data Pool Ingest Service 
application log. 

a. Open 
EcDlInProcessingService.ALOG and 
search for each of the granule IDs of 
R1 in the log file.<br /><br />b. Look 
for &quot;Starting SDSRV 
insert&quot;.<br /><br />c. Verify that 
all of the information from S-DPL-
18370 is present 

 

57 <i>340 V-21</i>  #comment 
58 Verify that an xml metadata file is stored in the non-public directory on the 

Data Pool for each granule in the request. 
a. In the Data Pool database, run 
ProcGetHiddenGranFileInfo 
[ShortName] [DPL ID] to identify the 
files and directories of each 
granule.<br /><br />b. Go to both the 
hidden and public directories listed 

 



 

960 
 

# Action Expected Result Notes 
and verify the files are in the hidden 
directory, but not the public.<br /><br 
/>c. Open each of these files and 
verify, using XML Spy, that that they 
are syntactically valid.<br /><br />d. 
Also verify that the ECSId is present 
in the XML file (Verifies Criterion 
340 V-22). 

59 <i>340 V-21.1</i>  #comment 
60 Verify that the xml metadata file contents are correct for at least one granule 

of each ESDT used by the test. 
a. For each ESDT, choose one granule 
and examine the corresponding 
XML.<br /><br />b. Verify, using 
XML Spy, that the information in 
every field is correct (i.e. matches the 
DTD). 

 

61 <i>340 V-22</i>  #comment 
62 Verify that the ECSid of the granules in the request are stored in the Data 

Pool inventory database and in the Data Pool xml file. 
In the Data Pool database, verify that 
the ecsId field in DlGranules is filled 
in for each granule and that this ecsId 
is present in the XML file found 
previously. 

 

63 <i>350 S-1</i>  #comment 
64 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List, 

Provider Configuration List</i> 
 #comment 

65 [FTP Notification] Select one successful request from the filtered list, where 
the notification method for the provider is FTP. (can be done as part of 
criterion 340) 

Ensure the following setup:<br /><br 
/>a. From DPL Ingest GUI, 
Configuration/Providers, ensure the 
MODAPS_TERRA_FPROC provider 
is configured for FTP Notification<br 
/><br />b. From DPL Ingest GUI, 
Monitoring/Request Status, identify a 
request (R2) for that provider.<br />(If 
there is currently no such provider, use 
the Configuration/Providers page to 
configure it; if there is currently no 
such request, submit a PDR for that 
provider.)<br /><br />R2 will be used 
for subsequent steps. 
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# Action Expected Result Notes 
66 <i>350 V-1</i>  #comment 
67 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

List</i> 
 #comment 

68 Verify that a Product Acceptance Notice was successfully sent to the correct 
FTP location. 

a. In the Ingest database, examine the 
InNotification.FileName field for the 
chosen RequestID (this information 
will be necessary for later steps).<br 
/><br />b. From the DPL Ingest GUI, 
Configuration/Providers, record the 
configured FTP location.<br /><br 
/>c. From a Unix terminal, log in to 
the remote host using the login for that 
provider.<br /><br />d. Change 
directories to the configured FTP 
location. Perform an 'ls' and verify that 
a file with the name recorded earlier is 
present. 

 

69 <i>350 V-2</i>  #comment 
70 <i>Document Reference: SIPS ICD</i>  #comment 
71 Verify that the PAN was constructed in compliance with the applicable ICD. Verify that the PAN was constructed 

in compliance with the applicable ICD 
(SIPS ICD (423-41-57)). 

 

72 <i>350 V-3</i>  #comment 
73 Verify that all temporary information (files, etc.) associated with the ingest 

request are removed after the request is complete and the PAN is sent. 
a. From a Unix terminal on the host 
where the Notification Service is 
running, change directories to 
/usr/ecs/&lt;MODE&gt;/CUSTOM/da
ta/DPL/[PROVIDER]<br /><br />b. 
Perform an 'ls' on the directory. Verify 
that the filename from Criterion 350 
V-1 is not present. 

 

74 <i>360 S-1</i>  #comment 
75 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List, 

Provider Configuration List</i> 
 #comment 

76 [Email Notification] Select one successful request from the filtered list, where 
the notification method for the provider is email. (can be done as part of 
criterion 340) 

Ensure the following setup:<br /><br 
/>a. From DPL Ingest GUI, 
Configuration/Providers, ensure the 
MODAPS_TERRA_FPROC provider 
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# Action Expected Result Notes 
is configured for Email notification<br 
/><br />b. From DPL Ingest GUI, 
Monitoring/Request Status, identify a 
request (R3) for that provider.<br />(If 
there is currently no such provider, use 
the Configuration/Providers page to 
configure it; if there is currently no 
such request, submit a PDR for that 
provider.)<br /><br />R3 will be used 
for subsequent steps. 

77 <i>360 V-1</i>  #comment 
78 Verify that a Product Acceptance Notice was successfully sent to the correct 

email address. 
Verify that a Product Acceptance 
Notice was successfully sent to the 
correct email address. 

 

79 <i>360 V-2</i>  #comment 
80 <i>Document Reference: SIPS ICD</i>  #comment 
81 Verify that the PAN was constructed in compliance with the applicable ICD. Verify that the PAN was constructed 

in compliance with the applicable ICD 
(SIPS ICD (423-41-57)). 

 

82 <i>360 V-3</i>  #comment 
83 Verify that all temporary information (files, etc.) associated with the ingest 

request are removed after the request is complete and the PAN is sent. 
a. In the Ingest database, record the 
InNotification.FileName field for the 
chosen Request ID.<br /><br />b. 
From a Unix terminal on the host 
where the Notification Service is 
running, change directories to 
/usr/ecs/&lt;MODE&gt;/CUSTOM/da
ta/DPLINGEST/.notification/<br 
/><br />c. Perform an 'ls' on the 
directory. Verify that the filename is 
not present. 

 

84 <i>370 S-1</i>  #comment 
85 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List, 

Data Type Configuration</i> 
 #comment 

86 [Ingest to Archive and to public Data Pool] Select one successful request 
from the filtered list where the collection in the request is configured to be 
inserted into the public Data Pool. THE GRANULES IN THE REQUEST 
MUST BE REAL HDFEOS DATA, BELONGING TO A HEG-ABLE 

Ensure the following setup:<br /><br 
/>a. From DPL Ingest GUI, 
Configuration/Data Types, ensure the 
data type (C1) described in 
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# Action Expected Result Notes 
COLLECTION. &quot;Test Data Requirements&quot; 

is configured for Data Pool 
publication<br /><br />b. Ensure C1 is 
HEG-able, verifiable via the 
convertEnabledFlag in DlCollections 
(DataPool database) or DataPool 
Maintenance GUI.<br /><br />c. From 
DPL Ingest GUI, 
Monitoring/Historical Request Status, 
select a request (R4) of the C1 data 
type that has completed successfully. 
If there is currently no such request, 
submit a PDR for that data type that 
will be successfully ingested. 

87 <i>370 V-1</i>  #comment 
88 Verify that all granules in the request have been successfully queued with the 

Data Pool Insert Service for insertion into the public Data Pool. 
a. From the DPL database, query the 
DlInsertActionQueue for the ecs id 
from the successful request obtain 
from the previous step.<br /><br />b. 
Verify that an entry exist for that ecs 
id. 

 

89 <i>370 V-2 DELETED</i>  #comment 
90 <i>370 V-3 DELETED</i>  #comment 
91 <i>370 V-4 Document Reference: DP_S6_01 ticket</i>  #comment 
92 Verify that the queuing of the Data Pool insert and all information in S-DPL-

18375 are included in the application log for this request. 
a. Open 
EcDlInProcessingService.ALOG.<br 
/><br />b. Search for the request ID of 
R4 in this log file.<br /><br />c. Look 
for &quot;Data Pool insert 
started&quot; and view the next few 
lines. Verify that all of the information 
from S-DPL-18375 is present 

 

93 <i>370 V-5 Document Reference: DP_S6_01 ticket</i>  #comment 
94 Verify, using the debug log or other method supplied in ITP, that the state of 

the request and the state(s) of all granules in the request were updated 
appropriately during processing of the request, and that each non-error state 
in S-DPL-18200 (for the request) and S-DPL-18210 (for granules) was 
logged in the correct order. 

a. Open 
EcDlInProcessingService.ALOG.<br 
/><br />b. Search for the request ID of 
R4 in the log file.<br /><br />c. Verify 
that each state change is logged and all 
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# Action Expected Result Notes 
state changes are valid changes. 

95 <i>370 V-6</i>  #comment 
96 Verify that all granules in the request are copied to the ECS archive. a. Determine the volume group for the 

collection associated with R4 from the 
STMGT database:<br 
/>DsStVolumeGroup table, 
VersionedDataType field<br /><br 
/>b. From the PDR of R4, find all of 
the filenames associated with the 
request, and record them.<br /><br 
/>c. Log in to the archive host and 
perform an 'ls'.<br /><br />d. Verify 
that each of the files is present. 

 

97 <i>370 V-7</i>  #comment 
98 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
99 Verify that throughput statistics for archiving operations are stored in the 

Data Pool database, per the time interval configured in criterion 150, and that 
all statistics required in S-DPL-18850 are recorded (number of granules by 
archive, data volume by archive, number of granules per Data Pool file 
system, data volume per Data Pool file system). 

a. Log in to the Ingest database.<br 
/><br />b. Verify that the field 
InDPLIngestGranule.TimeToArchive 
is filled in and that there is an entry in 
InGranuleFacts for each row in 
InDPLIngestGranule.<br /><br />c. 
Verify that all the columns are not 
null<br /><br />d. Verify that the 
database contains information about 
throughput statistics for archiving 
operations in the Data Pool database 
as required in S-DPL-18850. 

 

 
 
TEST DATA: 
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Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

340   

5 PDRs that 
are 
successful, 
in addition 
to low flow 

MOD29 [Not 
Published in 
DPL; 1 PDR 
with an 
expiration 
time] 

None 2 gran/ PDR None /sotestdata/SynergyVI/DP_S6_01/Criteria/340/V086/   

350   
1 PDR, in 
addition to 
low flow 

MOD29P1D None 2 granules None /sotestdata/SynergyVI/DP_S6_01/Criteria/350/V086/   

360   
1 PDR, in 
addition to 
low flow 

MOD29P1D None 2 granules None /sotestdata/SynergyVI/DP_S6_01/Criteria/360/V086/   

370   

5 PDRs that 
are 
successful, 
in addition 
to low flow 

MOD29P1D 
 
[Published in 
DPL] 

Requires Real 
HDFEOS Data, 
belonging to a 
HEG-able 
Collection 

2 gran/ PDR None /sotestdata/SynergyVI/DP_S6_01/Criteria/370/V086/   

 
EXPECTED RESULTS: 
 

293 INGEST OF BROWSE, QA, AND PH GRANULES ASSOCIATED WITH A SCIENCE GRANULE 
THAT IS TO BE ARCHIVED AND INSERTED INTO THE PUBLIC DATAPOOL (ECS-ECSTC-
2704) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 
 
STEPS:   
# Action Expected Result Notes 
1 <i>375 S-1</i>  #comment 
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# Action Expected Result Notes 
2 <i>Document Reference: DPL Ingest GUI 609: Data Type Configuration</i>  #comment 
3 [Browse granule(s) in same PDR as science granule, where science granule is 

to be inserted in public Data Pool]<br /><br />Select one successful request 
from the filtered list where one or more science granules in the request have 
associated Browse granule(s) in the same PDR (e.g., AMSR Level 3), and the 
science collection is configured to be inserted in the public Data Pool. 

a. From DPL Ingest GUI, 
Configuration/Data Types, ensure the 
data type described in &quot;Test 
Data Requirements&quot; requires 
Data Pool publication<br /><br />b. 
Submit the PDR described in 
&quot;Test Data 
Requirements&quot;<br /><br />c. 
Log in to the Ingest Database 
(Ingest_&lt;MODE&gt;) and in the 
InDPLIngestGranule table, record the 
DPLGranuleID, ECSGranuleID, and 
StagingDir values for the granule that 
has an associated browse. 

 

4 <i>375 V-1</i>  #comment 
5 Verify that the browse linkage information is included in the SDSRV 

metadata (database) for the science granule. 
a. Log in to the SDSRV database 
(EcDsScienceDataServer1_&lt;MOD
E).<br /><br />b. Verify that there is a 
row in DsMdBrowseGranuleXref for 
the ECSGranuleID recorded in the 
previous step. 

 

6 <i>375 V-2</i>  #comment 
7 Verify that the science granule(s) are queued with the Data Pool Insert 

Service for insertion into in the public Data Pool. 
a. Log in to the DPL database 
(DataPool_&lt;MODE&gt;)<br /><br 
/>b. In DlInsertActionQueue table, 
locate the science granules using their 
ECSGranuleID to verify they have 
been queued for publication. 

 

8 <i>375 V-3 DELETED</i>  #comment 
9 <i>375 V-4 DELETED</i>  #comment 
10 <i>375 V-5</i>  #comment 
11 Verify that the original (hdfeos) version(s) of the associated browse 

granule(s) are stored in the Data Pool in the hidden directory structure. 
a. In the Data Pool database, run 
ProcGetHiddenGranFileInfo 
[ShortName] [DPL ID] to identify the 
files and directories of each 
granule.<br /><br />b. Go to both the 
hidden and public directories listed 
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# Action Expected Result Notes 
and verify the browse files are in both. 

12 <i>375 V-6</i>  #comment 
13 Verify that the science granule(s) and the original version(s) of the associated 

browse granule(s) are copied to the archive. 
a. Log in to the SDSRV database and 
from the DsMdGranules and 
DsMdBrowseXref tables, record the 
IDs of the science granule(s) and 
associated browse granule(s).<br 
/><br />b. Identify the ESDT of the 
granule(s).<br /><br />c. Log in to the 
STMGT database and in the 
DsStVolumeGroup table, record the 
physical locations for files of this 
ESDT.<br /><br />d. From a Unix 
terminal logged in to the archive host, 
perform an 'ls' in the location found 
above with the mask of the granule ID 
(part of the filename), and verify that 
the granule and browse granule are 
present. 

 

14 <i>375 V-7</i>  #comment 
15 Verify that the browse file name in the archive includes the ECS id that was 

pre-assigned to the browse granule. 
Verify that the browse filename in the 
archive includes the ECS id that was 
pre-assigned to the browse granule. 

 

16 <i>375 V-8</i>  #comment 
17 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
18 Verify that the science granule(s) and the original version(s) of the associated 

browse granule(s) are removed from the Data Pool hidden directory structure 
after their ingest request completes, subject to the rules in S-DPL-18455 and 
S-DPL-18460. 

a. From a Unix terminal logged in to a 
machine connected to the SAN, 
change directories to the StagingDir 
recorded in Criterion 375 S-1.<br 
/><br />b. Perform an 'ls' and verify 
that the original browse is not 
present.<br /><br />c. See Criterion 
375 V-5 for verifying that the jpg 
versions are still present. 

 

19 <i>375 V-9</i>  #comment 
20 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
21 Verify that the start and completion of preprocessing operations, and all 

preprocessing information in S-DPL-18365, is included in the Data Pool 
a. Open 
EcDlInProcessingService.ALOG.<br 

 



 

968 
 

# Action Expected Result Notes 
Insert Service application log for this request. /><br />b. Search for the request 

ID.<br /><br />c. Verify that start and 
completion times for the preprocessing 
information in S-DPL-18365 are 
specified 

22 <i>377 S-1</i>  #comment 
23 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List, 

Data Type Configuration</i> 
 #comment 

24 [Browse granule(s) in separate PDR from science granule, where science 
granule is to be inserted in public Data Pool]<br /><br />Submit two PDRs, 
the first for ingest of a science granule, and the second for ingest of (an) 
associated Browse granule(s), where the science collection is configured for 
public Data Pool insert. (e.g., AMSR Level 2). The PDRs should be 
submitted far enough apart in time such that the science granule is archived 
and queued for insertion into the public Data Pool before the browse PDR is 
submitted. 

a. From DPL Ingest GUI, 
Configuration/Data Types, ensure the 
data type described in &quot;Test 
Data Requirements&quot; requires 
Data Pool publication<br /><br />b. 
Submit the PDRs described in 
&quot;Test Data 
Requirements&quot;<br /><br />c. 
From DPL Ingest GUI, 
Monitoring/Request Status, wait until 
both requests reach a SUCCESSFUL 
state. 

 

25 <i>377 V-1</i>  #comment 
26 After both requests have reached a SUCCESSFUL state, repeat the 

verification steps in criterion 375. 
Repeat verification steps Criterion 375 
V-1 through V-8. 

 

27 <i>380 S-1</i>  #comment 
28 <i>Document Reference: DPL Ingest GUI 609: Data Type Configuration</i>  #comment 
29 [QA granule(s) in same PDR as science granule, where science granule is to 

be inserted in public Data Pool]<br /><br />Select one successful request 
from the filtered list where one or more science granules in the request have 
associated QA granule(s) in the same PDR, and the science collection is 
configured to be archived and to be inserted in the public Data Pool. Assume 
QA will be inserted in the public Data Pool if its associated science file is 
enabled for public Data Pool insert, per NCR 44244. 

a. Ensure the following setup:<br />1 
From DPL Ingest GUI, 
Configuration/Data Types, there exists 
a data type configured for Data Pool 
publication<br />2 There exists a PDR 
that references a science granule of 
this data type and an associated QA 
granule, in the same PDR.<br /><br 
/>b. Submit this PDR.<br /><br />c. 
Assume QA will be inserted in the 
public Data Pool if its associated 
science file is enabled for public Data 
Pool insert, per NCR 44244.<br /><br 
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# Action Expected Result Notes 
/>d. Log in to the Ingest Database and 
in the InDPLIngestGranule table, 
record the DPLGranuleID, 
ECSGranuleID, and StagingDir for the 
granules associated with this request. 

30 <i>380 V-1</i>  #comment 
31 Verify that the QA linkage information is included in the SDSRV metadata 

(database) for the science granule. 
a. Log in to the SDSRV database.<br 
/><br />b. Verify that there is a row in 
DsMdQaGranuleXref for the 
ECSGranuleID recorded in the 
previous step. 

 

32 <i>380 V-2 DELETED</i>  #comment 
33 <i>380 V-3 DELETED</i>  #comment 
34 <i>380 V-4 DELETED</i>  #comment 
35 <i>380 V-5</i>  #comment 
36 Verify that the science granule(s) are queued with the Data Pool Insert 

Service for insertion into the public Data Pool. 
a. Log in to the DPL database 
(DataPool_&lt;MODE&gt;)<br /><br 
/>b. In DlInsertActionQueue table, 
locate the science granules using their 
ECSGranuleID to verify they have 
been queued for publication. 

 

37 <i>380 V-6</i>  #comment 
38 Verify that the science granule(s) and the associated QA granule(s) are copied 

to the archive. 
a. Log in to the SDSRV database and 
from the DsMdGranules and 
DsMdQaGranuleXref tables, record 
the IDs of the science granule(s) and 
associated QA granule(s).<br /><br 
/>b. Identify the ESDT of the 
granule(s).<br /><br />c. Log in to the 
STMGT database and in the 
DsStVolumeGroup table, record the 
physical locations for files of this 
ESDT.<br /><br />d. From a Unix 
terminal logged in to the archive host, 
perform an 'ls' in the location found 
above with the mask of the granule ID 
(part of the filename), and verify that 
the granule and QA granule are 
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# Action Expected Result Notes 
present 

39 <i>380 V-7</i>  #comment 
40 Verify that the QA file name in the archive includes the ECS id that was pre-

assigned to the QA granule. 
From the STMGT database, 
DsStVolumeGroup table, verify that 
the QA file name in the archive 
includes the ECS id that was pre-
assigned to the QA granule. 

 

41 <i>380 V-8</i>  #comment 
42 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
43 Verify that the science granule(s) and the QA granule(s) are removed from 

the Data Pool hidden directory structure after their ingest request completes, 
subject to the rules in S-DPL-18455. 

a. From a Unix terminal logged in to a 
machine connected to the SAN change 
directories to the StagingDir recorded 
in Criterion 380 S-1.<br /><br />b. 
Perform an 'ls' and verify that both the 
science and QA granules are not 
present. 

 

44 <i>385 S-1</i>  #comment 
45 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List, 

Data Type Configuration</i> 
 #comment 

46 [TBD pending NCR decision]<br />Assume QA will be inserted in the public 
Data Pool if its associated science file is enabled for public Data Pool insert, 
per NCR 44244.<br /><br />[QA granule(s) in different PDR from science 
granule, where science granule is to be inserted in public Data Pool]<br /><br 
/>Submit two PDRs, the first for ingest of a science granule, and the second 
for ingest of (an) associated QA granule(s), where the science collection is 
configured for public Data Pool insert. The PDRs should be submitted far 
enough apart in time such that the science granule is archived and queued for 
insertion into the public Data Pool before the QA PDR is submitted. 

a. Ensure the following setup:<br />1 
From DPL Ingest GUI, 
Configuration/Data Types, there exists 
a data type configured for Data Pool 
publication<br />2 There exists a PDR 
that references a science granule of 
this data type.<br />3 On DPL Ingest 
GUI, Monitoring/Request Status, there 
exists a separate PDR that references 
an associated QA granule.<br /><br 
/>b. Submit both PDR files.<br /><br 
/>c. From DPL Ingest GUI, 
Monitoring/Request Status, wait until 
both requests reach a SUCCESSFUL 
state. 

 

47 <i>385 V-1</i>  #comment 
48 After both requests have reached a SUCCESSFUL state, repeat verification 

steps in criterion 380. 
Repeat verification steps Criterion 380 
V-1 through V-8. 

 



 

971 
 

# Action Expected Result Notes 
49 <i>390 S-1</i>  #comment 
50 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List, 

Data Type Configuration</i> 
 #comment 

51 [PH granule(s) in same PDR as science granule, where science granule is to 
be inserted in public Data Pool]<br /><br />Select one successful request 
from the filtered list where one or more science granules in the request have 
associated PH granule(s) in the same PDR, and the science collection is 
configured to be inserted in the public Data Pool. Assume PH will not be 
enabled for public Data Pool insert. 

a. From DPL Ingest GUI, 
Configuration/Data Types, ensure the 
data type described in &quot;Test 
Data Requirements&quot; requires 
archiving and Data Pool 
publication<br /><br />b. Submit the 
PDR described in &quot;Test Data 
Requirements&quot;<br /><br />c. 
Assume PH will not be enabled for 
public Data Pool insert.<br /><br />d. 
Log in to the Ingest Database and 
from the InDPLIngestGranule table, 
record the DPLGranuleID, 
ECSGranuleID, and StagingDir for the 
granules associated with this request. 

 

52 <i>390 V-1</i>  #comment 
53 Verify that the PH linkage information is included in the SDSRV metadata 

(database) for the science granule. 
a. Log in to the SDSRV database.<br 
/><br />b. Verify that there is a row in 
DsMdGranules, ProcessingHistoryID 
field, for the ECSGranuleID recorded 
in the previous step. 

 

54 <i>390 V-2 DELETED</i>  #comment 
55 <i>390 V-3</i>  #comment 
56 Verify that the science granule(s) and associated PH granule(s) are stored in 

the Data Pool hidden directory structure. 
a. In the Data Pool database, run 
ProcGetHiddenGranFileInfo 
[ShortName] [DPL ID] to identify the 
files and directories of each 
granule.<br /><br />b. Go to both the 
hidden and public directories listed 
and verify the files are only in the 
hidden directory. 

 

57 <i>390 V-4 DELETED</i>  #comment 
58 <i>390 V-5</i>  #comment 
59 Verify that the science granule(s) and associated PH granule(s) are copied to 

the archive. 
a. Log in to the SDSRV database and 
in the DsMdGranules table, record the 
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# Action Expected Result Notes 
IDs of the science granule(s) and 
associated PH granule(s).<br /><br 
/>b. Identify the ESDT of the 
granule(s).<br /><br />c. Log in to the 
STMGT database and in the 
DsStVolumeGroup table, record the 
physical locations for files of this 
ESDT.<br /><br />d. From a Unix 
terminal logged in to the archive host, 
perform an 'ls' in the location found 
above with the mask of the granule ID 
(part of the filename), and verify that 
the granule and PH granule are present 

60 <i>390 V-6</i>  #comment 
61 Verify that the PH file name in the archive includes the ECS id that was pre-

assigned to the PH granule. 
From the STMGT database, 
DsStVolumeGroup table, verify that 
the PH file name in the archive 
includes the ECSGranuleID recorded 
in Criterion 390 S-1. 

 

62 <i>390 V-7</i>  #comment 
63 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
64 Verify that the science granule(s) and the PH granule(s) are removed from the 

Data Pool hidden directory structure after their ingest request completes, 
subject to the rules in S-DPL-18455. 

a. Log in to a machine connected to 
the Data Pool SAN.<br /><br />b. 
Change directories to the StagingDir 
recorded in Criterion S-390-1.<br 
/><br />c. Perform an 'ls' and verify 
the science and PH granules are not 
present. 

 

65 <i>395 S-1</i>  #comment 
66 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List, 

Data Type Configuration</i> 
 #comment 

67 [PH granule(s) in different PDR from science granule, where science granule 
is to be inserted in public Data Pool]<br /><br />Submit two PDRs, the first 
for ingest of a science granule, and the second for ingest of (an) associated 
PH granule(s), where the science collection is configured for public Data 
Pool insert. The PDRs should be submitted far enough apart in time such that 
the science granule is archived and queued for insertion into the public Data 
Pool before the PH PDR is submitted. 

a. From DPL Ingest GUI, 
Configuration/Data Types, ensure the 
data type described in &quot;Test 
Data Requirements&quot; requires 
Data Pool publication<br /><br />b. 
Submit the PDRs described in 
&quot;Test Data 
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# Action Expected Result Notes 
Requirements&quot;<br /><br />c. 
From DPL Ingest GUI, 
Monitoring/Request Status, wait until 
both requests reach a SUCCESSFUL 
state. 

68 <i>395 V-1</i>  #comment 
69 After both requests have reached a SUCCESSFUL state, repeat the 

verification steps in criterion 390. 
Repeat verification steps Criterion 390 
V-1 through V-7. 

 

 
 
TEST DATA: 
 
 
 
 
 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

375   

1 PDR; 
Includes 
associated 
browse 
granule 

AE_Land 
 
[Published in 
DPL] 

None 2 granules None /sotestdata/SynergyVI/DP_S6_01/Criteria/375/V086/   

377   

2 PDRs; 2nd 
PDR includes 
associated 
browse 
granule 

AMSREL1A 
 
[Published in 
DPL] 

None 1 gran/each None /sotestdata/SynergyVI/DP_S6_01/Criteria/377/V086/   

380   
1 PDR; 
Includes 
associated 

AMSREL1A 
 
[Published in 

None 2 granules None /sotestdata/SynergyVI/DP_S6_01/Criteria/380/V086/   
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Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

QA granule DPL] 

385   

2 PDRs; 2nd 
PDR includes 
associated 
QA granule 

AMSREL1A 
 
[Published in 
DPL] 

None 1 gran/each None /sotestdata/SynergyVI/DP_S6_01/Criteria/385/V086/   

390   

1 PDR; 
Includes 
associated 
PH granule 

AMSREL1A 
 
[Published in 
DPL] 

None 2 granules None /sotestdata/SynergyVI/DP_S6_01/Criteria/390/V086/   

395   

2 PDRs; 2nd 
PDR includes 
associated 
PH granule 

AMSREL1A 
 
[Published in 
DPL] 

None 1 gran/each None /sotestdata/SynergyVI/DP_S6_01/Criteria/395/V086/   

 
EXPECTED RESULTS: 
 

294 INGEST OF BROWSE, QA, AND PH GRANULES ASSOCIATED WITH A SCIENCE GRANULE 
THAT IS TO BE ARCHIVED BUT NOT INSERTED INTO THE PUBLIC DATAPOOL (ECS-ECSTC-
2705) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 
 
STEPS:   
# Action Expected Result Notes 
1 <i>376 S-1</i>  #comment 
2 <i>Document Reference: DPL Ingest GUI 609: Data Type Configuration</i>  #comment 
3 [Browse granule(s) in same PDR as science granule, where science granule is 

not inserted in public Data Pool]<br /><br />Select one successful request 
a. From DPL Ingest GUI, 
Configuration/Data Types, ensure the 
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# Action Expected Result Notes 
from the filtered list where one or more science granules in the request have 
associated Browse granule(s) in the same PDR, and the science collection is 
configured NOT to be inserted in the public Data Pool. 

data type described in &quot;Test 
Data Requirements&quot; requires 
that NO Data Pool publication 
occurs<br /><br />b. Submit the PDR 
described in &quot;Test Data 
Requirements&quot;<br /><br />c. 
Log in to the Ingest Database 
(Ingest_&lt;MODE&gt;) and in the 
InDPLIngestGranule table, record the 
DPLGranuleID, ECSGranuleID, and 
StagingDir from for the granule that 
has an associated browse. 

4 <i>376 V-1</i>  #comment 
5 Verify that the browse linkage information is included in the SDSRV 

metadata (database) for the science granule. 
a. Log in to the SDSRV database 
(EcDsScienceDataServer1_&lt;MOD
E&gt;).<br /><br />b. Verify that there 
is a row in DsMdBrowseGranuleXref 
for the ECSGranuleID recorded in the 
previous step. 

 

6 <i>376 V-2</i>  #comment 
7 Verify that the science granule(s) are stored in the Data Pool hidden directory 

structure. 
a. Log in to the DPL database 
(DataPool_&lt;MODE&gt;) and in the 
DlFile table, locate the files for the 
granule, both science and 
metadata.<br /><br />b. In the Data 
Pool database, run 
ProcGetHiddenGranFileInfo 
[ShortName] [DPL ID] to identify the 
files and directories of each 
granule.<br /><br />c. Go to both the 
hidden and public directories listed 
and verify the files are in the hidden 
directory, but not the public. 

 

8 <i>376 V-3</i>  #comment 
9 Verify that the original (hdfeos) version(s) of the associated browse 

granule(s) are stored in the Data Pool hidden directory structure, and that no 
jpg versions of the associated browse granule(s) are stored in the Data Pool 
(either in the hidden or public directory structures). 

a. Log in to the DPL database.<br 
/><br />b. Record the locations of all 
of the browse images found in 
DlBrowseFile for the given 
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# Action Expected Result Notes 
browseId.<br /><br />c. Open the 
EcDlInProcessingServer.ALOG<br 
/><br />d. Verify that there exists a 
record in that log indicating that the 
hdfeos version of the associated 
browse granule was at some point in 
the hidden directory (although it is no 
longer there since the request has 
completed).<br /><br />e. From the 
directory recorded in Criterion 376 S-
2, type &quot;ls&quot; into the 
command line and verify that there are 
no jpg files listed.<br /><br />f. 
Change directories to the appropriate 
public DataPool directory, do an 
&quot;ls&quot;, and verify there are 
no jpg files. 

10 <i>376 V-4</i>  #comment 
11 Verify that the science granule(s) and the original version(s) of the associated 

browse granule(s) are copied to the archive. 
a. From DPL Ingest Database, check 
the InDPLIngestGranule table for each 
granule and verify TimeToArchive has 
been filled (signifying the granule has 
been archived)<br /><br />b. Log in to 
the SDSRV database and in the 
DsMdGranules table, record the IDs of 
the science granule(s) and associated 
browse granule(s).<br /><br />c. 
Identify the ESDT of the 
granule(s).<br /><br />d. Log in to the 
STMGT database and in the 
DsStVolumeGroup table, record the 
physical locations for files of this 
ESDT.<br /><br />e. From a Unix 
terminal logged in to the archive host, 
perform an 'ls' in the location found 
above with the mask of the granule ID 
(part of the filename), and verify that 
the granules and browse granules are 
present 
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# Action Expected Result Notes 
12 <i>376 V-5</i>  #comment 
13 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List; 

DP_S6_01 ticket</i> 
 #comment 

14 Verify that the science granule(s) and the original version(s) of the associated 
browse granule(s) are removed from the Data Pool after their ingest request 
completes, subject to the rules in S-DPL-18455 and S-DPL-18460. 

a. From DPL Ingest GUI, 
Monitoring/Request Status, identify 
the request and wait for it to complete 
ingest.<br /><br />b. From a Unix 
terminal logged in to a machine 
connected to the SAN, go to the 
StagingDir directory recorded in 
Criterion 375 S-1.<br /><br />c. 
Perform an 'ls' and using the filename 
information recorded earlier, verify 
that the science file(s) and the original 
browse file are not present. 

 

15 <i>382 S-1</i>  #comment 
16 <i>Document Reference: DPL Ingest GUI 609: Data Type Configuration</i>  #comment 
17 [QA granule(s) in same PDR as science granule, where science granule is not 

inserted in public Data Pool]<br /><br />Select one successful request from 
the filtered list where one or more science granules in the request have 
associated QA granule(s) in the same PDR, and the science collection is 
configured NOT to be inserted in the public Data Pool. 

a. From DPL Ingest GUI, 
Configuration/Data Types, ensure the 
data type described in &quot;Test 
Data Requirements&quot; requires 
that NO Data Pool publication 
occurs.<br /><br />b. Submit the PDR 
described in &quot;Test Data 
Requirements&quot;<br /><br />c. 
Log in to the Ingest Database and in 
the InDPLIngestGranule table, record 
the DPLGranuleID, ECSGranuleID, 
and StagingDir from for the granule 
that has an associated browse. 

 

18 <i>382 V-1</i>  #comment 
19 Verify that the QA linkage information is included in the SDSRV metadata 

(database) for the science granule. 
a. Log in to the SDSRV database.<br 
/><br />b. Verify that there is a row in 
DsMdQaGranuleXref for the 
ECSGranuleID recorded in the 
previous step. 

 

20 <i>382 V-2</i>  #comment 
21 Verify that the science granule(s) and QA granule(s) are stored in the Data a. In the Data Pool database, run  
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# Action Expected Result Notes 
Pool hidden directory structure. ProcGetHiddenGranFileInfo 

[ShortName] [DPL ID] to identify the 
files and directories of each 
granule.<br /><br />b. Go to both the 
hidden and public directories listed 
and verify the files are only in the 
hidden directory. 

22 <i>382 V-3</i>  #comment 
23 Verify that the science granule(s) and the QA granule(s) are copied to the 

archive. 
a. Log in to the SDSRV database and 
in the DsMdGranules table, record the 
IDs of the science granule(s) and 
associated QA granule(s).<br /><br 
/>b. Identify the ESDT of the 
granule(s).<br /><br />c. Log in to the 
STMGT database and in the 
DsStVolumeGroup table, record the 
physical locations for files of this 
ESDT.<br /><br />d. From a Unix 
terminal logged in to the archive host, 
perform an 'ls' in the location found 
above with the mask of the granule ID 
(part of the filename), and verify that 
the granule and QA granule are 
present 

 

24 <i>382 V-4</i>  #comment 
25 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List; 

DP_S6_01 ticket</i> 
 #comment 

26 Verify that the science granule(s) and the QA granule(s) are removed from 
the Data Pool hidden directory structure after their ingest request completes, 
subject to the rules in S-DPL-18455. 

a. From DPL Ingest GUI, 
Monitoring/Request Status, identify 
the request and wait for it to complete 
ingest.<br /><br />b. From a Unix 
terminal logged in to a machine 
connected to the SAN, go to the 
StagingDir directory recorded in 
Criterion 382 S-1.<br /><br />c. 
Perform an 'ls' and using the filename 
information recorded earlier, verify 
that the science file(s) and the original 
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# Action Expected Result Notes 
QA file are not present. 

27 <i>392 S-1</i>  #comment 
28 <i>Document Reference: DPL Ingest GUI 609: Data Type Configuration</i>  #comment 
29 [PH granule(s) in same PDR as science granule, where science granule is not 

inserted in public Data Pool]<br /><br />Select one successful request from 
the filtered list where one or more science granules in the request have 
associated PH granule(s) in the same PDR, and the science collection is 
configured NOT to be inserted in the public Data Pool. 

a. From DPL Ingest GUI, 
Configuration/Data Types, ensure the 
data type described in &quot;Test 
Data Requirements&quot; requires 
that NO Data Pool publication 
occurs<br /><br />b. Submit the PDR 
described in &quot;Test Data 
Requirements&quot;<br /><br />c. 
Log in to the Ingest Database and in 
the InDPLIngestGranule table, record 
the DPLGranuleID, ECSGranuleID, 
and StagingDir from for the granule 
that has an associated browse. 

 

30 <i>392 V-1</i>  #comment 
31 Verify that the PH linkage information is included in the SDSRV metadata 

(database) for the science granule. 
a. Log in to the SDSRV database.<br 
/><br />b. Verify that there is a row in 
DsMdGranules, ProcessingHistoryID 
field, for the ECSGranuleID recorded 
in the previous step. 

 

32 <i>392 V-2</i>  #comment 
33 Verify that the science granule(s) and PH granule(s) are stored in the Data 

Pool hidden directory structure. 
a. In the Data Pool database, run 
ProcGetHiddenGranFileInfo 
[ShortName] [DPL ID] to identify the 
files and directories of each 
granule.<br /><br />b. Go to both the 
hidden and public directories listed 
and verify the files are only in the 
hidden directory. 

 

34 <i>392 V-3</i>  #comment 
35 Verify that the science granule(s) and the PH granule(s) are copied to the 

archive. 
a. Log in to the SDSRV database and 
in the DsMdGranules table, record the 
IDs of the science granule(s) and 
associated PH granule(s).<br /><br 
/>b. Identify the ESDT of the 
granule(s).<br /><br />c. Log in to the 
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# Action Expected Result Notes 
STMGT database and in the 
DsStVolumeGroup table, record the 
physical locations for files of this 
ESDT.<br /><br />d. From a Unix 
terminal logged in to the archive host, 
perform an 'ls' in the location found 
above with the mask of the granule ID 
(part of the filename), and verify that 
the granule and PH granule are present 

36 <i>392 V-4</i>  #comment 
37 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List; 

DP_S6_01 ticket</i> 
 #comment 

38 Verify that the science granule(s) and the PH granule(s) are removed from the 
Data Pool hidden directory structure after their ingest request completes, 
subject to the rules in S-DPL-18455. 

a. From DPL Ingest GUI, 
Monitoring/Request Status, identify 
the request and wait for it to complete 
ingest.<br /><br />b. From a Unix 
terminal logged in to a machine 
connected to the SAN, go to the 
StagingDir directory recorded in 
Criterion 392 S-1.<br /><br />c. 
Perform an 'ls' and using the filename 
information recorded earlier, verify 
that the science and PH granule files 
are not present. 

 

 
 
TEST DATA: 
 
 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

376   
1 PDR; Includes 
associated Browse 

AE_Rain 
 

None 2 granules None 
/sotestdata/SynergyVI/DP_S6_01/ 
Criteria/376/V086/ 
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Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

granules [Not Published 
in DPL] 

382   
1 PDR; Includes 
associated QA 
granules 

AE_Rain 
 
[Not Published 
in DPL] 

None 2 granules None 
/sotestdata/SynergyVI/DP_S6_01/ 
Criteria/376/V086/ 

  

392   
1 PDR; Includes 
associated PH 
granules 

AE_Rain 
 
[Not Published 
in DPL] 

None 2 granules None 
/sotestdata/SynergyVI/DP_S6_01/ 
Criteria/392/V086/ 

  

 
EXPECTED RESULTS: 
 

295 CHECKSUM VERIFICATION WITH AND WITHOUT PROVIDER CHECKSUM AND FOR NON-
SCIENCE FILES (ECS-ECSTC-2706) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 
 
STEPS:   
# Action Expected Result Notes 
1 <i>400 S-1</i>  #comment 
2 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List, 

Provider Configuration List, Data Type Configuration</i> 
 #comment 

3 [Data Provider provides checksum, and 100% checksum verification]<br 
/><br />Select one successful request from the filtered list where the data 
provider in the request is configured such that it must provide a checksum 
and such that checksum verification will be performed for 100% of its files, 
and where the collection is configured for public Data Pool insert (can be 
done as part of criterion 370). 

a. From DPL Ingest GUI, 
Configuration/Providers/Provider 
Configuration Detail, ensure 
MODAPS_TERRA_FPROC has 
&quot;checksum mandatory&quot; 
checked and &quot;% of Files to 
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# Action Expected Result Notes 
Checksum&quot; set to 100%. Note 
the provider polling location.<br />    
b. From DPL Ingest GUI, 
Configuration/Data Types, ensure the 
data type specified in &quot;Test Data 
Requirments&quot; is public.<br />    
c. Place the PDR described in 
&quot;Test Data Requirements&quot; 
in the appropriate polling 
directory.<br />    d. From DPL Ingest 
GUI, Monitoring/Request Status, 
identify the RequestID for this request. 

4 <i>400 V-1</i>  #comment 
5 Verify that checksum verification was performed for all of the files and all of 

the granules in the request. 
In EcDlInProcessingService.ALOG, 
find an entry showing granule state 
was updated to 
&quot;Checksummed&quot; for all 
granules of this request. Note the 
granule IDs. 

 

6 <i>400 V-2</i>  #comment 
7 <i>Document Reference: DPL Ingest GUI 609: ECS Service 

Configuration</i> 
 #comment 

8 Verify that the configured checksum algorithm was used to perform the 
checksum verification. 

In EcDlInProcessingService.ALOG, 
find the algorithm used for granules of 
this request. Verify the algorithm 
matches that specified for the 
checksum type in DPL Ingest GUI, 
Configuration/ECS Services. (Search 
for &quot;Checksum Type: &quot;). 

 

9 <i>400 V-3</i>  #comment 
10 <i>Document Reference: DPL Ingest GUI 609: ECS Service 

Configuration</i> 
 #comment 

11 Verify that one of the configured checksum platforms was used to perform 
the checksum verification. 

In EcDlInProcessingService.ALOG, 
verify that the host used to perform the 
checksum was one of those configured 
to checksum in DPL Ingest GUI, 
Configuration/ECS Services. (Search 
for &quot;DpInChecksumService for 
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# Action Expected Result Notes 
Hostname=&quot;) 

12 <i>400 V-4</i>  #comment 
13 Verify that the checksum verification was not performed on the same 

platform that was used for the file transfers. 
In EcDlInProcessingService.ALOG, 
verify the ftp transfer host and 
checksum host were NOT the same 
machines. (Search for &quot;Starting 
file ftp operation&quot;). 

 

14 <i>400 V-5</i>  #comment 
15 Verify that the checksum type, checksum value and checksum provider are 

included in the SDSRV metadata (database) for the granules in the request, 
and that the checksum provider is 'Data Provider'. 

a. In the Ingest Database, identify the 
ECSGranuleID for the granule Ids 
recorded above.<br />    b. Verify this 
step after the Data Pool Ingest 
Processing Service inserts the 
metadata into the SDSRV 
database.<br />    c. Login to the 
SDSRV database 
(EcDsScienceDataServer1_&lt;MOD
E&gt;).<br />    d. select * from 
DsMdChecksumOrigins<br />    e. 
select * from 
DsMdChecksumTypes<br />    f. 
Select * from DsMdFileStorage where 
granuleId = &lt;taken from above 
step&gt;<br />    g. Verify that the 
checksum type and values match the 
log entries and the origin is 
'DataProvider'. 

 

16 <i>400 V-6</i>  #comment 
17 <i>Document Reference: DPL Ingest GUI 609: Home and Login Page</i>  #comment 
18 Verify that the checksum type, checksum value and checksum provider are 

included in the Data Pool xml file for the granules in the request, that the 
checksum provider is 'DataProvider', and that checksum type and checksum 
value are included in the Data Pool inventory database. 

a. Login to the Data Pool database 
(DataPool_&lt;MODE&gt;).<br />    
b. From the DlFile table, for the 
granuleId in question, examine the 
fields OrigChksum and 
uncompChksumTypeId, and verify 
they are filled with information 
matching the log entries for the 
science files.<br />    c. Obtain the 

 



 

984 
 

# Action Expected Result Notes 
location of each granule by (1) first 
recording the file system for this 
collection and (2) recording the path 
of the granule:<br />(1) select 
absoluteFileSystemPath from 
DlFileSystems, DlGranules, 
DlCollections where 
DlGranules.granuleId = 
&lt;granuleId&gt; and 
DlGranules.collectionId = 
DlCollections.collectionId and 
DlFileSystems.fileSystemLabel = 
DlCollections.fileSystemLabel (2) 
select directoryPath from DlFile where 
granuleId<br />= 
&lt;granuleId&gt;Concatenate the two 
results and .orderdata to form the full 
location of the granule.<br />    d. Log 
in to this location on the Data Pool 
box and find the xml file for each 
granule in the hidden Data Pool.<br />   
e. Make sure the checksum value, 
type, and the checksum provider exist 
in the file and match the log entries. 
Verify the checksum provider is 
&quot;DataProvider&quot;. 

19 <i>400 V-7</i>  #comment 
20 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
21 Verify that the start and completion of checksum verification, and all 

checksum verification information in S-DPL-18360, is included in the Data 
Pool Insert Service application log. 

Verify the 
EcDlInProcessingService.ALOG 
contains the start and completion time 
for checksum calculations for all of 
these granules to include all of the 
specific requirements in S-DPL-
18360. (Search for &quot;Successfully 
completed&quot;). 

 

22 <i>410 S-1</i>  #comment 
23 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List,  #comment 
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# Action Expected Result Notes 
Provider Configuration List, Data Type Configuration</i> 

24 [Data Provider does not provide checksum, and 100% checksum 
calculation]<br /><br />Select one successful request from the filtered list 
where the data provider in the request is configured such that it does not 
provide a checksum and such that checksum calculation will be performed for 
100% of its files, and where the collection is configured for public Data Pool 
insert (can be done as part of criterion 370) 

a. From DPL Ingest GUI, 
Configuration/Providers, uncheck 
&quot;checksum mandatory&quot; for 
MODAP_TERRA_FPROC and ensure 
&quot;% of Files to Checksum&quot; 
is 100%.<br />    b. From DPL Ingest 
GUI, Configuration/Data Types, 
ensure the data type described in 
&quot;Test Data Requirements&quot; 
is public.<br />    c. Place the PDR 
described in &quot;Test Data 
Requirements&quot; in the 
appropriate polling directory.<br />    
d. From DPL Ingest GUI, 
Monitoring/Request Status, identify 
the RequestID for this request. 

 

25 <i>410 V-1</i>  #comment 
26 Verify that a checksum was calculated for all of the files and all of the 

granules in the request. 
In EcDlInProcessingService.ALOG, 
find an entry showing granule state 
was updated to 
&quot;Checksummed&quot; for all 
granules of this request. Note the 
granule IDs. 

 

27 <i>410 V-2</i>  #comment 
28 <i>Document Reference: DPL Ingest GUI 609: ECS Service 

Configuration</i> 
 #comment 

29 Verify that the default checksum type was used to calculate the checksum. a. From DPL Ingest GUI, 
Configuration/ECS Services, note the 
default checksum type.<br />    b. 
From 
EcDlInProcessingService.ALOG, 
verify that this checksum type was 
used. 

 

30 <i>410 V-3</i>  #comment 
31 Verify that one of the configured checksum platforms was used to perform 

the checksum calculation. 
In EcDlInProcessingService.ALOG, 
verify that the host used to perform the 
checksum was one of those configured 
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# Action Expected Result Notes 
to checksum in DPL Ingest GUI, 
Configuration/ECS Services. (Search 
for &quot;Checksum Type: &quot;). 

32 <i>410 V-4</i>  #comment 
33 Verify that the checksum value and checksum provider are included in the 

SDSRV metadata (database) for the granules in the request, and that the 
checksum provider is 'DPLIngst'. 

a. In the Ingest Database, identify the 
ECSGranuleID for the granule Ids 
recorded above.<br />    b. Verify this 
step after the Data Pool Ingest 
Processing Service inserts the 
metadata into the SDSRV 
database.<br />    c. Login to the 
SDSRV database 
(EcDsScienceDataServer1_&lt;MOD
E&gt;).<br />    d. select * from 
DsMdChecksumOrigins<br />    e. 
select ChecksumTypeID, granuleId 
from DsMdChecksumTypes<br />    f. 
Select * from DsMdFileStorage where 
granuleId = &lt;taken from above 
step&gt;<br />    g. Verify that the 
checksum type and values match the 
log entries and the origin is 
'DataProvider'. 

 

34 <i>410 V-5</i>  #comment 
35 Verify that the checksum value and checksum provider are included in the 

Data Pool metadata (both database and xml file) for the granules in the 
request, and that the checksum provider is 'DPLIngst'. 

a. Login to the Data Pool database 
(DataPool_&lt;MODE&gt;).<br />    
b. From the DlFile table, for the 
granuleId in question, examine the 
fields OrigChecksum and 
uncompChksumTypeId, and verify 
they are filled with information 
matching the log entries.<br />    c. 
Obtain the location of each granule by 
(1) first recording the file system for 
this collection and (2) recording the 
path of the granule:<br />(1) select 
absoluteFileSystemPath from 
DlFileSystems, DlGranules, 
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# Action Expected Result Notes 
DlCollections where 
DlGranules.granuleId = 
&lt;granuleId&gt; and 
DlGranules.collectionId = 
DlCollections.collectionId and 
DlFileSystems.fileSystemLabel = 
DlCollections.fileSystemLabel (2) 
select directoryPath from DlFile where 
granuleId<br />= 
&lt;granuleId&gt;Concatenate the two 
results to form the full location of the 
granule.<br />    d. Log in to this 
location on the Data Pool box and find 
the xml file for each granule in the 
public Data Pool<br />    e. Make sure 
the checksum value, type, and the 
checksum provider exist in the file and 
match the log entries. Verify the 
checksum provider is 
&quot;DataProvider&quot;. 

36 <i>410 V-6</i>  #comment 
37 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
38 Verify that the start and completion of checksum calculation, and all 

checksum calculation information in S-DPL-18360, is included in the Data 
Pool Insert Service application log. 

Verify the 
EcDlInProcessingService.ALOG 
contains the start and completion time 
for checksum calculations for all of 
these granules to include all of the 
specific requirements in S-DPL-
18360.<br />From DPL Ingest GUI, 
Configuration/Providers/Provider 
Configuration Detail for 
MODAPS_TERRA_FPROC, recheck 
&quot;checksum mandatory.&quot; 

 

39 <i>420 S-1</i>  #comment 
40 [Checksum handling for non science files]<br /><br />Edit a PDR for a non 

science file (e.g., Browse, PH, or QA) to include a valid checksum type 
parameter and a valid checksum value parameter. 

a. This test must be run in conjunction 
with Criterion 400.<br />    b. Locate 
the PDR described in &quot;Test Data 
Requirements&quot; 
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# Action Expected Result Notes 
41 <i>420 S-2</i>  #comment 
42 Submit the PDR to Data Pool Ingest (i.e., place it in a polling directory to be 

picked up by the Data Pool Ingest Service.) 
Place the PDR in a valid polling 
directory where the Data Pool Ingest 
Service will pick it up. 

 

43 <i>420 V-1</i>  #comment 
44 Verify that the checksum type and checksum value are ignored by the Data 

Pool Ingest Service. 
From 
EcDlInProcessingService.ALOG, 
verify that the checksum in the PDR is 
ignored and the granule is NOT 
checksummed. 

 

 
 
TEST DATA: 
 
 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

400   
1 successful 
PDR 

MOD11A1 
[Published in 
DPL; Requires 
Chksum] 

None 3 granules none /sotestdata/SynergyVI/DP_S6_01/Criteria/0400/V086/   

410   
1 successful 
PDR 

MOD11A1 
[Published in 
DPL; Requires 
Chksum] 

None 3 granules None /sotestdata/SynergyVI/DP_S6_01/Criteria/0410/V086/   

420   

1 PDR 
 
Includes 
browse and 
linkage 

MOD11A1 
[Includes valid 
checksum type 
and value] 

None 1 granule None /sotestdata/SynergyVI/DP_S6_01/Criteria/0420/V086/   
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EXPECTED RESULTS: 
 

296 RECONFIGURE DATA TYPE PARAMETERS (ECS-ECSTC-2707) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 
 
STEPS:   
# Action Expected Result Notes 
1 <i>550 S-1</i>  #comment 
2 <i>Document Reference: DPL Ingest GUI 609: Home and Login Page, Data 

Type Configuration</i> 
 #comment 

3 [Reconfigure data type parameters]<br /><br />Log into the DPL Ingest GUI 
as an 'ingest admin' operator, and configure a data type (ESDT and Version) 
to be published in the public Data Pool upon insert. 

From DPL Ingest GUI, Login, login as 
an &quot;V00TA&quot;. From the 
Configuration/Data Types, Add 
datatype &quot;MOD13Q1.086&quot; 
if it is not there and enable the 
DataPool checkbox for the public Data 
Pool. 

 

4 <i>550 S-2</i>  #comment 
5 Submit several PDRs for the data type configured above. There needs to be a 

sufficient number of PDRs and granules such that some granules will 
complete ingest before the configuration change made during the test (see 
next step), and some granules will not start ingest until after the configuration 
change has been applied. 

From DPL Ingest GUI, 
Configuration/ECS Services, on the 
details of each relevant ECS Service 
Host, change the &quot;Max. 
Concurrent File Transfers&quot; to2 
to ensure requests will be easily 
captured in the required states.<br 
/><br />From DPL Ingest GUI, 
Configuration/Providers, go to the 
details of MODAPS_TERRA_FPROC 
and set &quot;Max Active 
Granules&quot; to 5.<br /><br />Place 
2 PDRs according to the specifications 
in &quot;Test Data 
Requirements&quot; in the 
appropriate polling location for this 
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# Action Expected Result Notes 
data type. . 

6 <i>550 S-3</i>  #comment 
7 <i>Document Reference: DPL Ingest GUI 609: Data Type Configuration</i>  #comment 
8 After the first few granules completed ingest, re-configure the data type via 

the DPL Ingest GUI such that the data type no longer will be published in the 
Data Pool. Also change the minimum retention period sufficiently long so 
that the ingested granules are not cleaned up immediately after archiving, to 
allow time for the verification steps below. 

Once both PDRs are ingested 
successfully, go to DPL Ingest GUI, 
Configuration/Data Types, remove the 
checkmark in the box labeled 'Public 
in DPL' and change the &quot;DPL 
Retention Time&quot; to 50.<br /><br 
/>Click &quot;Apply Changes&quot; 
and allow one minute for this change 
to take effect.<br /><br />Then submit 
2 more PDRs of the same data type. 

 

9 <i>550 V-1</i>  #comment 
10 <i>Document Reference: Web Access GUI 609</i>  #comment 
11 Verify that the first few granules that were ingested before the re-

configuration are queued with the Data Pool Insert Service for insertion into 
the public Data Pool area. 

Do the following query in 
InDPLIngestGranule table:<br 
/>SELECT RequestID, 
ECSGranuleID<br />FROM 
InDPLIngestGranule<br />WHERE 
ShortName = 
&quot;MOD13Q1&quot;<br />AND 
VersionID = 86<br /><br />Verify that 
all four requests show up.<br /><br 
/>Do the following query in 
DlInsertActionQueue table:<br 
/>SELECT ecsId<br />FROM 
DlInsertActionQueue<br />WHERE 
ShortName = 
&quot;MOD13A2&quot;<br />AND 
VersionId = 86<br /><br />Verify for 
the first 2 requests, their granules exist 
in DlInsertActionQueue. 

 

12 <i>550 V-2</i>  #comment 
13 Verify that all granules that started ingest one minute or more after the re-

configuration are inserted into the non-public Data Pool area, and are NOT 
queued with the Data Pool Insert Service for insertion into the public Data 
Pool area. 

Verify for the last 2 requests, their 
granules do not exist in 
DlInsertActionQueue. 
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TEST DATA: 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

550   10 PDRs MOD13Q1 None 1 granule/ each Large /sotestdata/SynergyVI/DP_S6_01/Criteria/550/V086/   

 
EXPECTED RESULTS: 
 

297 SEARCHES AND ORDERS AGAINST NEWLY INSERTED GRANULES (ECS-ECSTC-2708) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 
 
STEPS:   
# Action Expected Result Notes 
1 <i>1150 S-1</i>  #comment 
2 [Searches And Orders Against Newly Inserted Granules]<br /><br />This 

criterion may be verified by a separate test procedure or as part of the test 
procedure for criteria 300 to 395. 

Use the results from criteria 300 to 
395 to verify this test procedure. 

 

3 <i>1150 S-2</i>  #comment 
4 <i>Document Reference: DPL Ingest GUI 609: Data Type Configuration</i>  #comment 
5 Ingest at least one granule from a collection that is not configured for Data 

Pool publishing upon ingest. 
From DPL Ingest GUI, 
Configuration/Data Types, ensure the 
data type identified above in 
&quot;Data Type 
Requirements&quot; is not configured 
for Data Pool publishing upon ingest. 

 

6 <i>1150 S-3</i>  #comment 
7 <i>Document Reference: SSS GUI 609: Manage Subscriptions Tab</i>  #comment 
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# Action Expected Result Notes 
8 Ensure that there is a subscription that will trigger distribution actions for the 

ingested granules. 
From SSS GUI, Subscriptions, verify 
that there is a subscription for this data 
type. Place a PDR for this data type 
into the appropriate polling location. 

 

9 <i>1150 S-4</i>  #comment 
10 Ensure that the retention for ingested but hidden granules is configured long 

enough so that the granules will not be removed during this verification 
From the DPL Ingest GUI, 
Configuration / Data Types, ensure 
that the &quot;Hidden Retention 
Time&quot; field is set to a large 
enough value in hours, such as 5. 

 

11 <i>1150 V-1 DELETED</i>  #comment 
12 <i>1150 V-2 DELETED</i>  #comment 
13 <i>1150 V-3 DELETED</i>  #comment 
14 <i>1150 V-4a</i>  #comment 
15 <i>Document Reference: EOS Data Gateway 609</i>  #comment 
16 Verify for at least one of the granules that have completed ingest successfully 

and were not yet cleaned up from the Data Pool that these granules can be 
ordered via the V0 Gateway. 

a. Open up a web browser and type in 
the URL to the EDG (client to V0 
Gateway), e.g. for PVC OPS 
//p2ins01.pvc.ecs.nasa.gov/~imswww/
3.5b.3/imswelcome<br /><br />b. 
Place an order for a hidden granule in 
the Data Pool using the V0 Gateway. 

 

17 <i>1150 V-5</i>  #comment 
18 <i>Document Reference: SSS GUI 609: Manage Subscriptions Tab</i>  #comment 
19 Verify that such an order completes successfully and without access to the 

archive. 
a. Check the DlInsertActionQueue 
table and make sure that no DPAD 
actions were dispatched to load the 
granule from the archive. 

 

20 <i>1150 V-6</i>  #comment 
21 Verify for at least one granule that orders placed by subscriptions are 

processed without access to the archive if the ordered granules were not yet 
cleaned up from the Data Pool. 

a. From SSS GUI, Manage 
Subscriptions/View Contents, Verify 
the destination of the Distribution 
Notice (DN).<br /><br />b. Verify the 
DN is sent to this location when the 
order completes.<br /><br />c. For a 
data type that has a (post-ingest) DPL 
retention time greater than zero, verify 

 



 

993 
 

# Action Expected Result Notes 
that subscriptions for this data type are 
fulfilled from the Data Pool and NOT 
from the archive. (This should be done 
for at least one granule from an order 
placed by subscription.)<br /><br />d. 
Check the DlInsertActionQueue table 
and make sure that no DPAD actions 
were dispatched to load the granule 
from the archive. 

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

1150   2 PDRs 

MOD29 
 
[Not published 
in DPL] 

None 
1 granule/ 
each 

None /sotestdata/SynergyVI/DP_S6_01/Criteria/1150/V086/   

 
EXPECTED RESULTS: 
 

298 SECURITY: DATA POOL FTP DENIES ACCESS TO TEMP AND HIDDEN DIRECTORIES (ECS-
ECSTC-2709) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 
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STEPS:   
# Action Expected Result Notes 
1 <i>1200 S-1</i>  #comment 
2 [Security - Regression]<br /><br />This criterion may be verified by a 

separate test procedure or as part of the test procedure for criteria 300 to 395. 
Use the results from criteria 300 to 
395 to verify the criteria. (This test 
uses an ftp session to verify non-
access to datapool directories. It would 
be useful to log in to the datapool 
machine (in another window) as 
cmshared to verify exact directory 
names). 

 

3 <i>1200 V-1</i>  #comment 
4 Attempt to access at least two of the temporary directories used by Data Pool 

Ingest via anonymous Data Pool ftp access. Verify that this is not possible. 
Locate two of the temporary 
directories used by Data Pool Ingest. 
These temporary directories are 
located at 
/datapool/&lt;MODE&gt;/user/&lt;FS
#&gt;/temp/ingest/.<br /><br />In a 
terminal, secure ftp into the Data Pool 
machine as an anonymous user.<br 
/><br />Attempt to cd into these 
temporary directories and verify that a 
&quot;Permission Denied&quot; error 
is printed on the screen. 

 

5 <i>1200 V-2</i>  #comment 
6 Attempt to traverse the hidden directories used by Data Pool ingest using 

directory listing commands via anonymous Data Pool ftp access. Verify that 
this is not possible, i.e., the directory listings do not return any of the hidden 
directories nor the contents of hidden directories. 

In a terminal, secure ftp into the Data 
Pool machine as an anonymous 
user.<br /><br />cd into 
/datapool/&lt;MODE&gt;/user/&lt;FS
#&gt;/.orderdata<br /><br />Use 
&quot;dir&quot; to request a listing of 
the hidden directories.<br /><br />cd 
into one of these hidden 
directories.<br /><br />Use 
&quot;dir&quot; to request a listing of 
this directory.<br /><br />Verify that a 
&quot;Permission Denied&quot; error 
is printed on the screen. 

 

7 <i>1200 V-3</i>  #comment 
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# Action Expected Result Notes 
8 Attempt to change to one of these directories using the publicly known Data 

Pool directory naming conventions. Verify that this does not succeed. 
Using the same terminal from 
Criterion 1200 V-2, attempt to cd into 
one of the publicly known Data Pool 
directories while located in the 
.orderdata directory.<br /><br 
/>Verify that a &quot;No such file or 
directory&quot; error is printed on the 
screen and that the hidden directories 
are encrypted. 

 

9 <i>1200 V-4</i>  #comment 
10 Examine the names of hidden directories. Verify that they contain at least 8 

characters that appear to be random (i.e., bear no relation to the collection or 
collection group names). 

Login to a machine that has access to 
the hidden directories in the Data 
Pool.<br /><br />cd into the directory 
containing these hidden directories.<br 
/><br />Verify that the names are at 
least 8 characters and appear random. 

 

11 <i>1200 V-5</i>  #comment 
12 Ensure that there are granules that have been ingested into the hidden 

directory structure when executing the Data Pool most recent inserts utility. 
Verify that its outputs do not include references to hidden directories. 

Locate the list of granules that have 
been ingested into the hidden directory 
structure when executing the Data 
Pool most recent inserts.<br /><br 
/>Login to a machine that has access 
to the hidden directories.<br /><br 
/>cd into the hidden directories were 
the granules are located.<br /><br 
/>Verify that it doesn't include 
references to hidden directories. 

 

13 <i>1200 V-6</i>  #comment 
14 Ensure that there are granules that have been ingested into the hidden 

directory structure when executing the Data Pool URL export utility. Verify 
that the exported URLs do not contain any references to hidden directories. 

Locate the list of granules that has 
been ingested into the hidden directory 
structure when executing the Data 
Pool URL export utility.<br /><br 
/>Login to a machine that has access 
to the export URL directory.<br /><br 
/>cd into the export URL directory.<br 
/><br />Verify that the URLs do no 
contain any references to hidden 
directories. 
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# Action Expected Result Notes 
15 <i>1200 V-7</i>  #comment 
16 <i>Document Reference: EOS Data Gateway 609</i>  #comment 
17 Submit an order via the V0 Gateway that includes granules (at least one) that 

were ingested into the hidden directory structure and still reside there. Verify 
that the V0 Gateway does not return any URL for such granules. 

In a web browser type in the URL to 
the EDG (client to V0 Gateway), e.g. 
for PVC OPS 
//p2ins01.pvc.ecs.nasa.gov/~imswww/
3.5b.3/imswelcome<br /><br />Using 
the V0 Gateway, attempt to submit the 
order for a granule in the hidden 
directory.<br /><br />V0 Gateway 
should return no URLs that contain 
references to hidden directories. 

 

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

1200   NONE             

 
EXPECTED RESULTS: 
 

299 DPL INGEST GUI: EDITING TUNING PARAMETERS (ECS-ECSTC-2710) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 
 
STEPS:   
# Action Expected Result Notes 
1 <i>1300 S-1</i>  #comment 
2 [Editing Tuning Parameters]<br /><br />The following verifications should Perform the following verification  
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# Action Expected Result Notes 
be performed during or after the test procedure for criteria 60 to 250. during criteria 60 to 250 

verification.<br /><br />Open 5 
terminals for tailing logs: 1 each on<br 
/>    f4dpl01<br />    f4eil01<br />    
f4ftl01<br />    f4hel01<br />    
f4spl01 

3 <i>1300 S-2</i>  #comment 
4 <i>Document Reference: DPL Ingest GUI 609: Login Page</i>  #comment 
5 Login in as an operator that has tuning privileges. Login to DPL Ingest GUI as an Ingest 

Tuning operator. 
 

6 <i>1300 V-1</i>  #comment 
7 <i>Document Reference: DPL Ingest GUI 609: ECS Service 

Configuration</i> 
 #comment 

8 Using the Data Pool Ingest GUI, change the maximum number of concurrent 
CPU intensive operations for one of the ECS hosts configured to perform 
such operations (e.g., change the number to zero and then back again.) 

In the Processing debug log,<br />tail 
-f EcDlInProcessingServiceDebug.log 
| grep &quot;Checksum service: 
f4ftl01&quot;<br /><br />From 
Configure / ECS Service Status, 
disable Checksum service on all hosts 
except f4eil01 and f4ftl01. For these, 
set &quot;Max CPU&quot; to 2 
each.<br /><br />In both QS logs,<br 
/>tail -f EcDlQuickServerDebug.log | 
grep CpuOperationStart<br /><br 
/>Using the 
&quot;StartPDRFlow&quot; script, 
submit 2 PDRs every 120 seconds for 
6 minutes ( /sotestdata/... 
/Criteria/1300/ServiceHostMax/ ).<br 
/><br />From the QS logs, verify that 
Checksum requests are sent to both 
hosts (eil and ftl).<br /><br />From 
DPL Ingest GUI, Configuration/ECS 
Services, change 'Max CPU 
Operations' to 0 for f4ftl01. 

 

9 <i>1300 V-2</i>  #comment 
10 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List, 

ECS Service Configuration</i> 
 #comment 
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# Action Expected Result Notes 
11 Verify that the change took effect within two minutes. From the ProcessingDebug log, verify 

that the updated Checksum value 
appears within 2 minutes.<br /><br 
/>From the QS logs, verify that 
Checksum requests ARE sent to the eil 
host but NOT the ftl host.<br /><br 
/>From DPL Ingest GUI, 
Configuration/ECS Services, for 
f4ftl01, change 'Max CPU Operations' 
to 2.<br /><br />From the 
ProcessingDebug log, verify that the 
updated Checksum value appears 
within 2 minutes.<br /><br />From the 
QS logs, verify that Checksums are 
again sent to BOTH QS hosts.<br 
/><br />Restore previous Checksum 
configurations. 

 

12 <i>1300 V-3</i>  #comment 
13 <i>Document Reference: DPL Ingest GUI 609: ECS Service 

Configuration</i> 
 #comment 

14 Using the Data Pool Ingest GUI, change the parameters for checksumming 
time out on one of the hosts that support checksumming. (e.g., change the 
numbers to cause time outs because the calculated time out value becomes 
too low, and then change the numbers back again.) 

In the Processing debug log, tail -f 
EcDlInProcessingServiceDebug.log | 
grep &quot;Expected 
Throughput&quot;<br /><br />From 
DPL Ingest GUI, Configuration/ECS 
Services, for f4ftl01, 'Checksum', set 
'Expected Throughput' to 500 MB/sec 
and 'Checksum Timeout Pad Time' to 
0 secs (to cause timeout during 
checksumming). 

 

15 <i>1300 V-4</i>  #comment 
16 <i>Document Reference: DPL Ingest GUI 609: ECS Service 

Configuration</i> 
 #comment 

17 Verify that the change took effect within two minutes. From the Processing debug log, verify 
that the new timeout values are 
reflected within 2 minutes.<br /><br 
/>In both QS logs,<br />tail -f 
EcDlQuickServerDebug.log | grep 
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# Action Expected Result Notes 
TBD.<br /><br />Using the 
'StartPDRFlow' script, submit 1 PDR 
from (/sotestdata/... 
/Criteria/1300/ServiceHostTimeout/ 
).<br /><br />From both the 
Processing debug log and QS logs, 
search for an error message saying that 
checksumming failed due to a 
timeout.<br /><br />From DPL Ingest 
GUI, Configuration/ECS Services, for 
f4ftl01, 'Checksum', set 'Expected 
Throughput' to 5 MB/sec and 
&quot;Checksum Timeout Pad 
Time&quot; to 5 secs.<br /><br 
/>From the Processing debug log, 
verify that the new timeout values are 
reflected within 2 minutes.<br /><br 
/>From both Processing debug log and 
QS logs, verify that checksumming is 
again successful. 

18 <i>1300 V-5</i>  #comment 
19 <i>Document Reference: DPL Ingest GUI 609: ECS Service 

Configuration</i> 
 #comment 

20 Using the Data Pool Ingest GUI, change the maximum number of concurrent 
file transfers for one of the ECS hosts configured to perform such operations 
(e.g., change the number to zero and then back again.) 

In the Processing log,<br />tail -f 
EcDlInProcessingServiceDebug.log | 
grep &quot;Transfer Service: 
f4spl01&quot;.<br /><br />From 
Configuration / ECS Services, disable 
ftp transfer on all hosts except f4hel01 
and f4spl01. For these, set 'Max 
Concurrent File Transfers' to 2.<br 
/><br />In both QS logs,<br />tail -f 
EcDlQuickServerDebug.log | grep 
FtpExec<br /><br />Repeat step 3d 
above.<br /><br />From the QS logs, 
observe Ftp transfer requests on both 
hosts.<br /><br />From Configuration 
/ ECS Services, for f4spl01, set 'Max 
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# Action Expected Result Notes 
Concurrent File Transfers to 0. 

21 <i>1300 V-6</i>  #comment 
22 <i>Document Reference: DPL Ingest GUI 609: ECS Service 

Configuration</i> 
 #comment 

23 Verify that the change took effect within two minutes. From the Processing debug log, verify 
that the modified max ftp value is 
reflected within 2 minutes.<br /><br 
/>From the QS logs, verify that NO 
Ftp transfers are occurring on f4spl01 
but ARE occurring on f4hel01.<br 
/><br />From DPL Ingest GUI, 
Configuration/ECS Services page, for 
f4spl01, change 'Max Concurrent File 
Transfers' to 2.<br /><br />From the 
QS logs, verify that Ftp transfers are 
again occurring on BOTH QS hosts. 

 

24 <i>1300 V-7</i>  #comment 
25 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 

26 Using the Data Pool Ingest GUI, change the maximum number of 
concurrently active granules (e.g., change the number to one and then back 
again to make it easy to observe the impact.) 

Set MaxCpu, MaxFtp, and 
MaxArchive to 10 for each Service 
Host. Enable 2 or more services on 
each host.<br /><br />In the 
Processing debug log,<br />tail -f 
EcDlInProcessingServiceDebug.log | 
grep 
PROCESSING_MAX_GRANS<br 
/><br />Note: QS logs not used.<br 
/><br />From DPL Ingest GUI, 
Configuration/Global Tuning, change 
'PROCESSING_MAX_GRANS' to 4. 

 

27 <i>1300 V-8</i>  #comment 
28 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List, 

Global Tuning Configuration</i> 
 #comment 

29 Verify that the change took effect within two minutes. From the Processing debug log, verify 
that the new value is reflected within 2 
minutes.<br /><br />Using the 
'StartPDRFlow' script, submit 1 PDR 
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# Action Expected Result Notes 
from ( /sotestdata/... 
/Criteria/1300/MaxGrans/ ).<br /><br 
/>From DPL Ingest GUI, Home Page, 
verify that the number of active 
granules does not exceed 4.<br /><br 
/>Return to DPL Ingest GUI, 
Configuration/Global Tuning page and 
change 
'PROCESSING_MAX_GRANS' to 
20.<br /><br />If necessary, submit 
the second PDR in the MaxGrans 
directory.<br /><br />From DPL 
Ingest Home Page, verify that the 
number of active granules increases. 

30 <i>1300 V-9</i>  #comment 
31 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 

32 Using the Data Pool Ingest GUI, change the maximum amount of data that 
the concurrently active granules may represent (e.g., change the number to a 
small value and then back again to make it easy to observe the impact.) 

In the Processing debug log,<br />tail 
-f EcDlInProcessingServiceDebug.log 
| grep 
PROCESSING_MAX_VOLUME<br 
/><br />From DPL Ingest GUI, 
Configuration/Global Tuning, set 
'PROCESSING_MAX_VOLUME' to 
500 MB. 

 

33 <i>1300 V-10</i>  #comment 
34 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 

35 Verify that the change took effect within two minutes. From the Processing debug log, verify 
that the new value is reflected within 2 
minutes.<br /><br />Using the 
'StartPDRFlow' script, submit 1 PDR 
from ( /sotestdata/... 
/Criteria/1300/MaxVolume/ ).<br 
/><br />From the DPL Ingest Home 
page, verify that the total volume of 
active granules does not exceed 500 
MB.<br /><br />From DPL Ingest 
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# Action Expected Result Notes 
GUI, Configuration/Global Tuning 
page and change 
'PROCESSING_MAX_VOLUME' to 
37,500 MB.<br /><br />From the 
Processing debug log, verify that the 
new value is reflected within 2 
minutes.<br /><br />If necessary, 
submit the same PDR again.<br /><br 
/>From the DPL Ingest Home page, 
verify that the total volume of active 
granules exceeds 500 MB.<br /><br 
/>Restore previous Service Host 
configuration. 

36 <i>1300 V-11</i>  #comment 
37 <i>Document Reference: DPL Ingest GUI 609: ECS Service 

Configuration</i> 
 #comment 

38 Using the Data Pool Ingest GUI, change the maximum number of concurrent 
archive write operations for at least one of the ECS hosts and then back again 
while there is a sufficiently large number of granules active for that archive to 
make the change observable (e.g., change it to one, verify that there are more 
granules in archiving than there are now archiving slots but that there is only 
one archive write operation executing on the reconfigured host, and then 
change the configuration back to its original value and observe that the 
number of concurrent archive write operations on that host is now more than 
one). 

In the Processing debug log,<br />tail 
-f EcDlInProcessingServiceDebug.log 
| grep &quot;Archive service: 
f4ftl01&quot;<br /><br />From 
Configure / ECS Service Status, 
disable Archive service on all hosts 
except f4eil01 and f4ftl01. For these, 
set &quot;Max Concurrent Archive 
Operations&quot; to 2 each.<br /><br 
/>In both QS logs,<br />tail -f 
EcDlQuickServerDebug.log | grep 
CopyExec<br /><br />Repeat step 3d 
above.<br /><br />From the QS logs, 
verify that Archive requests are sent to 
both hosts (eil &amp;amp; ftl).<br 
/><br />From DPL Ingest GUI, 
Configuration/ECS Services, for 
f4ftl01, change 'Max Concurrent 
Archive Operations' to 0. 

 

39 <i>1300 V-12</i>  #comment 
40 <i>Document Reference: DPL Ingest GUI 609: ECS Service 

Configuration</i> 
 #comment 
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# Action Expected Result Notes 
41 Verify that the change took effect within two minutes. From the ProcessingDebug log, verify 

that the updated Archive value appears 
within 2 minutes.<br /><br />From the 
QS logs, verify that Archive requests 
ARE sent to the eil host but NOT the 
ftl host.<br /><br />From DPL Ingest 
GUI, Configuration/ECS Services, for 
f4ftl01, set 'Max Concurrent Archive 
Operations' to 2.<br /><br />From the 
ProcessingDebug log, verify that the 
updated Archive value appears within 
2 minutes.<br /><br />From the QS 
logs, verify that Archive requests are 
again sent to BOTH QS hosts.<br 
/><br />Restore previous Archive 
configurations. 

 

42 <i>1300 V-13</i>  #comment 
43 <i>Document Reference: DPL Ingest GUI 609: ECS Service 

Configuration</i> 
 #comment 

44 Using the Data Pool Ingest GUI, change the time out parameters for archiving 
operations for one of the ECS hosts and then restore the original values (for 
example, change the values to guarantee a time out, observe the occurrence of 
the time outs, e.g., from the logs, and then restore the original values and 
observe that no more time outs occur.). 

In the Processing debug log,<br />tail 
-f EcDlInProcessingServiceDebug.log 
| grep &quot;Expected 
Throughput&quot;<br /><br />From 
DPL Ingest GUI, Configuration/ECS 
Services, for f4ftl01, 'Archiving', set 
'Expected Throughput' to 500 MB/sec 
and 'Archive Timeout Pad Time' to 0 
secs (to cause timeout during 
archiving). 

 

45 <i>1300 V-14</i>  #comment 
46 <i>Document Reference: DPL Ingest GUI 609: ECS Service 

Configuration</i> 
 #comment 

47 Verify that the change took effect within two minutes. From the Processing debug log, verify 
that the new timeout values are 
reflected within 2 minutes.<br /><br 
/>In both QS logs,<br />tail -f 
EcDlQuickServerDebug.log | grep 
TBD.<br /><br />Using the 
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# Action Expected Result Notes 
'StartPDRFlow' script, submit 1 PDR 
from (/sotestdata/... 
/Criteria/1300/ServiceHostTimeout/).<
br /><br />From both the Processing 
debug log and QS logs, search for an 
error message saying that 
checksumming failed due to a 
timeout.<br /><br />From DPL Ingest 
GUI, Configuration/ECS Services, for 
f4ftl01, 'Archiving', set 'Expected 
Throughput' to 2 MB/sec and 'Archive 
Timeout Pad Time' to 30 secs.<br 
/><br />From the Processing debug 
log, verify that the new timeout 
parameters are reflected within 2 
minutes.<br /><br />From both 
Processing debug log and QS logs, 
verify that archiving is<br />again 
successful. 

 
 
TEST DATA: 
 
 
 
 
 
 
 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

1300     
[Requires 
Chksum, and 

None     
/sotestdata/SynergyVI/DP_S6_01/ 
Criteria/1300/V086/ Sub-directory: 
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Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

File Trans] 

1300   
Step 3: 6 PDRs 
w/ 1 granule 
each. 

    6 granules ~ 1 MB ServiceHostMax   

1300   
Step 5: 2 PDRs 
w/ 2 granules 
each 

    4 granules ~ 480 MB ServiceHostTimeout   

1300   
Step 7: re-use 
step 3 

        ServiceHostMax   

1300   
Step 9: 2 PDRs 
w/ 30 granules 
each 

    60 granules ~ 10 MB MaxGrans   

1300   
Step 11: 1 PDR 
w/ 20 granules 
each 

    20 granules ~ 100 MB MaxVolume   

1300   
Step 13: re-use 
step 3 

        ServiceHostMax   

1300   
Step 15: re-use 
step 5. 

        ServiceHostTimeout   

 
EXPECTED RESULTS: 
 

300 DPL INGEST GUI: PRIORITY CHANGE WHEN REQUEST IS STILL QUEUED (ECS-ECSTC-2711) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 
 



 

1006 
 

STEPS:   
# Action Expected Result Notes 
1 <i>1400 S-1</i>  #comment 
2 [Priority Change When Request Is Still Queued]<br /><br />This criterion 

may be verified by a separate test procedure or as part of the test procedure 
for criteria 300 to 395. 

This is a priority INCREASE while 
queued. 

 

3 <i>1400 S-2</i>  #comment 
4 <i>Document Reference: DPL Ingest GUI 609: Home and Login page, 

Active Ingest Request List, Provider Status List, Provider Configuration List, 
Global Tuning Configuration</i> 

 #comment 

5 Ensure that there is a queue of requests waiting for activation. Ensure that 
there are enough requests and granules active to reach the system limits (e.g. 
temporary lower the system limits). Ensure that the provider limits are not 
reached for all providers for which requests are waiting for activation. Ensure 
that there is currently no ingest request with EXPRESS priority waiting for 
activation or active. 

From DPL Ingest GUI, Login, login as 
an operator with all permissions. Note 
the operator login id used (for 
Criterion 1400 V-9).<br /><br />From 
DPL Ingest GUI, 
Configuration/Global Tuning, change 
the PROCESSING_MAX_GRANS to 
4<br /><br />From DPL Ingest GUI, 
Monitoring/ECS Services, suspend 
checksumming and transferring on all 
but one service host (to stop granules 
from moving past checksumming).<br 
/><br />From DPL Ingest GUI, 
Configuration/Providers, ensure there 
are polling locations of 
MODAPS_TERRA_FPROC and 
MODAPS_AQUA_FPROC 
configured to the acg host and that 
both providers have the same default 
priority.<br /><br />Submit 10 of the 
PDRs described in &quot;Test Data 
Requirements&quot;<br /><br />Wait 
until the granules in two of these 
requests reach a state of 
&quot;Checksumming.&quot;<br 
/><br />Submit the remaining PDRS 
(so they have a different queued time 
than the previous set)<br /><br 
/>From DPL Ingest GUI, 
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# Action Expected Result Notes 
Monitoring/Request Status, verify 
there is a queue of requests with a 
&quot;Status&quot; equal to 'New' or 
'Validated'.<br /><br />From DPL 
Ingest GUI, Monitoring/Request 
Status, verify that there is no request 
with a &quot;Priority&quot; equal to 
'XPRESS' and a &quot;Status&quot; 
equal to 'New' or 'Validated' 

6 <i>1400 V-1</i>  #comment 
7 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List, 

Provider Configuration List</i> 
 #comment 

8 Using the Data Pool Ingest GUI select an ingest request that is validated but 
not active and includes granules from a collection that is published in the 
Data Pool during ingest. The request must be eligible for activation but 
queued behind other ingest requests for the same provider and FTP host such 
that it would normally activated after these requests. Verify that the priority 
of the request matches the default priority for the provider. Using the DPL 
GUI change its priority to EXPRESS. 

From DPL Ingest GUI, 
Monitoring/Request Status, look for a 
request (R1) in the request list that has 
the 'Validated' status, but its 
&quot;When Queued&quot; date is 
later than other ingest requests for the 
same provider.<br /><br />Note R1's 
request ID, priority, provider, and FTP 
host.<br /><br />From DPL Ingest 
GUI, Configuration/Providers, go to 
the details of the provider of R1 and 
verify that the request's priority 
matches the provider's &quot;Default 
Priority.&quot; (Ensure that this 
priority is not changed by any user 
until specified below.)<br /><br 
/>From DPL Ingest GUI, 
Monitoring/Request Status, select R1, 
click on &quot;Change 
Priority&quot;, select &quot;XPRESS 
(255)&quot; and click 
&quot;[ok]&quot; 

 

9 <i>1400 V-2</i>  #comment 
10 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

11 Verify that the GUI prompts the operator to provide a reason for the priority On DPL Ingest GUI,  
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# Action Expected Result Notes 
change. Monitoring/Request Status, click ok to 

change the priority and verify that the 
GUI prompts the user to enter a reason 
for the change. 

12 <i>1400 V-3</i>  #comment 
13 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

Detail</i> 
 #comment 

14 Enter a reason for the priority change. Verify that there is a request 
annotation that contains the reason and is prefixed with the correct time and 
operator. 

On DPL Ingest GUI, 
Monitoring/Request Status, view the 
Request Detail for R1 (by pressing 
Request ID) and verify there is a 
&quot;Request Note&quot; that 
includes the time, operator and reason 
entered above. 

 

15 <i>1400 V-4</i>  #comment 
16 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

17 Verify that the GUI shows the request with the new priority and that it is 
mapped to the correct numerical priority level. 

From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
the priority for R1 has changed to 
&quot;XPRESS&quot;.<br /><br 
/>Also verify this in the Ingest 
database (Ingest_&lt;MODE&gt;): 
InDPLIngestPDR table, 
RequestPriority field. 

 

18 <i>1400 V-5</i>  #comment 
19 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List, 

Active Ingest Request Detail</i> 
 #comment 

20 Verify that this request is activated ahead of other requests using the same 
ingest resources (e.g. FTP Host) and ahead of other requests from the same 
provider even though these requests were created earlier. 

Increase 
PROCESSING_MAX_GRANS by 
4<br /><br />From DPL Ingest GUI, 
Monitoring/Request Status, view the 
request details and note the 
&quot;When Activated&quot; and 
&quot;When Queued&quot; times. 
View the details for other requests of 
the same provider and verify that the 
activation times for these requests is 
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# Action Expected Result Notes 
later and the queued time earlier than 
the selected request.<br /><br />On 
the DPL Ingest GUI, 
Monitoring/Request Status, view 
details for the other submitted requests 
(they should all use the acg host), and 
verify that their activation time is later 
and the queued time earlier than R1. 

21 <i>1400 V-6</i>  #comment 
22 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List, 

Active Ingest Request Detail, Provider Configuration List</i> 
 #comment 

23 Verify that the granules in this request are activated ahead of granules for 
other requests that use the same provider and ahead of granules using the 
same FTP Host even though these granules belong to requests that were 
created earlier. 

From DPL Ingest GUI, 
Configuration/Providers, view the 
polling location(s) of each provider 
and note any FTP hosts associated 
with these locations. Identify any 
provider with the same FTP Host as 
the provider of the selected 
request.<br /><br />From DPL Ingest 
GUI, Monitoring/Request Status, view 
the request details for R1 and go down 
to the granule details and note the 
&quot;Granule Status&quot; of each 
granule.<br /><br />From DPL Ingest 
GUI, Monitoring/Request Status, view 
the request details for requests of the 
same provider and FTP host and verify 
that granules from other requests are 
being activated (&quot;Status&quot; 
changing from 'New' to a later state) 
behind the granules from the selected 
request. 

 

24 <i>1400 V-7</i>  #comment 
25 Verify that the priority change was logged and the log entry identifies the 

request the old and new priority and the requester. 
In EcDlInProcessingService.ALOG 
search for the RequestID of the 
selected request to locate the entry 
showing the priority change. Verify 
this entry specifies the old and new 
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# Action Expected Result Notes 
priority. Check EcDlInGui.ops.log to 
verify the name of the operator who 
made the change (noted in Criterion 
1400, S-1). 

26 <i>1400 V-8</i>  #comment 
27 Verify that once active the granules of this request are queued for transfer and 

for checksumming ahead of other active granules belonging to other requests 
even though these requests were created earlier. 

From DPL Ingest GUI, 
Monitoring/ECS Service Status, 
resume checksumming on another 
service host and wait until the request 
changed to XPRESS and a few other 
requests move into the 
&quot;Sucessful&quot; state.<br 
/>Check 
EcDlInProcessingService.ALOG for 
granule transfer and checksum times 
for 'this' request vs. times for other 
granules and other requests. Verify 
that these times are earlier than other 
granules from requests with lower 
priority that had an earlier 
&quot;When Queued&quot; time on 
the Request Status page. (Search for 
&quot;Starting checksum for&quot; 
and &quot;Starting ftp 
operation&quot;) 

 

28 <i>1400 V-9</i>  #comment 
29 Verify that once active the granules of this request are inserted into the Data 

Pool Insert Service queue with the correct priority. 
Log into InDPLIngestGranule and get 
the ECSGranuleID for the granules of 
the selected RequestID.<br /><br 
/>Log into DlInsertActionQueue and 
verify that the dispatchPriority of the 
ECSGranuleID for each granule of the 
selected request is 'XPRESS' 

 

30 <i>1401 S-1</i>  #comment 
31 [Priority Change When Request Is Still Queued.] This criterion may be 

verified by a separate test procedure or as part of the test procedure for 
criteria 300 to 395. 

This is a priority DECREASE while 
queued. 

 

32 <i>1401 S-2</i>  #comment 
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# Action Expected Result Notes 
33 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List, 

Provider Status List, Provider Configuration List, Global Tuning 
Configuration</i> 

 #comment 

34 Ensure that there is a queue of requests waiting for activation. Ensure that 
there are enough requests and granules active to reach the system limits (e.g. 
temporary lower the system limits). Ensure that the provider limits are not 
reached for all providers for which requests are waiting for activation. 

From DPL Ingest GUI, Login, login as 
an operator with all permissions. Note 
the operator login id used (for 
Criterion 1400 V-9).<br /><br />From 
DPL Ingest GUI, 
Configuration/Global Tuning, change 
the PROCESSING_MAX_GRANS to 
4<br /><br />From DPL Ingest GUI, 
Monitoring/ECS Services, suspend 
checksumming and transferring on all 
but one service host (to stop granules 
from moving past checksumming).<br 
/><br />From DPL Ingest GUI, 
Configuration/Providers, ensure there 
are polling locations of 
MODAPS_TERRA_FPROC and 
MODAPS_AQUA_FPROC 
configured to the acg host and that 
both providers have the same default 
priority.<br /><br />Submit 10 of the 
PDRs described in &quot;Test Data 
Requirements&quot;<br /><br />Wait 
until the granules in two of these 
requests reach a state of 
&quot;Checksumming.&quot;<br 
/><br />Submit the remaining PDRS 
(so they have a different queued time 
than the previous set)<br /><br 
/>From DPL Ingest GUI, 
Monitoring/Request Status, verify 
there is a queue of requests with a 
&quot;Status&quot; equal to 'New' or 
'Validated'. 

 

35 <i>1401 V-1</i>  #comment 
36 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List,  #comment 



 

1012 
 

# Action Expected Result Notes 
Provider Configuration List</i> 

37 Using the Data Pool Ingest GUI select an ingest request that is validated but 
not active. The request must be eligible for activation and other ingest 
requests for the same provider and FTP host must be queued. Selecting a 
request that is among the next ones to be activated will speed up the test but 
make sure that the request is not being activated before the priority change 
mentioned below takes effect. Verify that the priority of the request matches 
the default priority for the provider. Using the DPL GUI change its priority to 
LOW. 

From DPL Ingest GUI, 
Monitoring/Request Status, look for a 
request (R2) in the request list whose 
&quot;Status&quot; is equal to 
'Validated', but whose &quot;When 
Queued&quot; date is earlier other 
ingest requests for the same 
provider.<br /><br />Note the request 
ID, priority, provider, and FTP 
host.<br /><br />From DPL Ingest 
GUI, Configuration/Providers page go 
to the details of the provider of R2 and 
verify that the request's priority 
matches the provider's &quot;Default 
Priority.&quot; (Ensure that this 
priority is not changed by any user 
until specified below.)<br /><br 
/>From DPL Ingest GUI, 
Monitoring/Request Status, select R2, 
click on &quot;Change 
Priority&quot;, select 'LOW (60)' and 
click &quot;[ok]&quot; 

 

38 <i>1401 V-2</i>  #comment 
39 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

Detail</i> 
 #comment 

40 Verify that other requests for the same provider and other requests for the 
same FTP Host are activated ahead of this request even though they were 
created later than this request. 

From DPL Ingest GUI, 
Monitoring/Ingests Requests, verify 
that other later requests from the same 
provider are now activated ahead of 
the selected request. (Request Queued 
and Activated times are displayed on 
the Request Detail page).<br /><br 
/>On the DPL Ingest GUI, 
Monitoring/Request Status, view 
details for the other submitted 
requests, and verify that they are now 
activated ahead of R2. 
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# Action Expected Result Notes 
41 <i>1401 V-3</i>  #comment 
42 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

43 Once the above verifications have been performed it is OK to change the 
priority of the request back to its original value. 

From DPL Ingest GUI, 
Monitoring/Request Status, select the 
request again and restore its priority to 
its former value. 

 

44 <i>1401 V-4</i>  #comment 
45 Verify that the priority change was logged and the log entry identifies the 

request the old and new priority and the requester. 
In EcDlInProcessingService.ALOG, 
search for the RequestID of the 
selected request to locate the entry 
showing the priority change. Verify 
this entry specifies the old and new 
priority. Check EcDlInGui.ops.log to 
verify the name of the operator who 
made the change (noted in Criterion 
1400, S-1). 

 

46 <i>1402 S-1</i>  #comment 
47 [Priority Change Of Active Request.] This criterion may be verified by a 

separate test procedure or as part of the test procedure for criteria 300 to 395. 
This is a priority INCREASE while 
active. 

 

48 <i>1402 S-2</i>  #comment 
49 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List, 

Global Tuning Configuration</i> 
 #comment 

50 Ensure that there are a number of granules from different requests waiting for 
activation. Ensure that there are enough requests and granules active to reach 
the system limits (e.g. temporarily lower the system limits). Ensure that there 
is currently no ingest request with EXPRESS priority waiting for activation 
or active. 

From DPL Ingest GUI, 
Monitoring/ECS Service Status, 
suspend transferring and 
checksumming on all but one host.<br 
/><br />From DPL Ingest GUI, 
Configuration/Global Tuning, set 
PROCESSING_MAX_GRANS to 
1.<br /><br />Submit 2 requests from 
the PDRs described in the &quot;Test 
Data Requirements&quot; for this 
criterion.<br /><br />Once one of the 
granules goes into checksumming in 
one of the requests, suspend the 
request.<br /><br />Increase 
PROCESSING_MAX_GRANS by 
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# Action Expected Result Notes 
1<br /><br />Once one of the granules 
goes into checksumming on the other 
request, suspend the request.<br /><br 
/>Increase 
PROCESSING_MAX_GRANS by 
1<br /><br />Repeat steps c-f in this 
step<br /><br />Resume all the 
requests<br /><br />Verify that each 
of these requests has several granules 
(by checking the &quot;No. 
Granules&quot; column).<br /><br 
/>Verify that none of these requests 
has a priority of 'XPRESS'. 

51 <i>1402 V-1</i>  #comment 
52 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

53 Using the Data Pool Ingest GUI select an ingest request that is currently 
active but has at least one granule that is not yet active but is otherwise 
eligible for activation (i.e. provider limit is not reached and required 
resources are not suspended). The granule must belong to a collection that is 
published in the Data Pool during ingest. Using the DPL GUI change the 
priority of the request to EXPRESS. 

From DPL Ingest GUI, 
Monitoring/Request Status, identify 
requests in the Active state. Within 
this group, view the details of each 
request and identify a request (R3) 
with a granule in the request list that 
has &quot;Granule Status&quot; equal 
to 'New'<br /><br />Change the 
priority of R3 to 'XPRESS'. 

 

54 <i>1402 V-2</i>  #comment 
55 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

56 Verify that the GUI prompts the operator to provide a reason for the priority 
change. 

On DPL Ingest GUI, 
Monitoring/Request Status, click ok to 
change the priority and verify that the 
GUI prompts the user to enter a reason 
for the change. 

 

57 <i>1402 V-3</i>  #comment 
58 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

Detail</i> 
 #comment 

59 Enter a reason for the priority change. Verify that there is a request 
annotation that contains the reason and is prefixed with the correct time and 

On DPL Ingest GUI, 
Monitoring/Request Status, view (by 
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# Action Expected Result Notes 
operator. pressing Request ID) and verify there 

is a &quot;Request Note&quot; that 
includes the time, operator and reason 
entered above. 

60 <i>1402 V-4</i>  #comment 
61 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

62 Verify that the GUI shows the request with the new priority and that it is 
mapped to the correct numerical priority level. 

Return to Ingest Requests (summary) 
and verify that the new priority is 
correctly displayed for R3. 

 

63 <i>1402 V-5</i>  #comment 
64 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List, 

Active Ingest Request Detail, Provider Configuration List</i> 
 #comment 

65 Verify that the remaining granules in this request are activated ahead of 
granules for other requests that use the same FTP Host even though these 
requests were created earlier. 

Increase 
PROCESSING_MAX_GRANS by 
2<br /><br />From DPL Ingest GUI, 
Configuration/Providers, view the 
polling location(s) of each provider 
and note any FTP hosts associated 
with these locations. Identify any 
provider with the same FTP Host as 
the provider of the selected 
request.<br /><br />From DPL Ingest 
GUI, Monitoring/Request 
Status&quot;, view the request details 
for the selected request and go down 
to the granule details and note the 
&quot;Granule Status&quot; of each 
granule.<br /><br />From DPL Ingest 
GUI, Monitoring/Request 
Status&quot;, view the request details 
for requests that have a &quot;When 
Queued&quot; time earlier than R3 
and come from the same provider and 
FTP host. Verify that granules from 
these requests are being activated 
(Status changes from the 
&quot;New&quot; state) behind the 
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# Action Expected Result Notes 
remaining granules from the selected 
request. 

66 <i>1402 V-6</i>  #comment 
67 Verify that once active the granules of this request are queued for transfer and 

for checksumming ahead of other active granules belonging to other requests 
even though these requests were created earlier. 

From DPL Ingest GUI, 
Monitoring/ECS Service Status, 
resume checksumming on another 
service host and wait until the request 
changed to XPRESS and a few other 
requests move into the 
&quot;Sucessful&quot; state.<br 
/>From 
EcDlInProcessingService.ALOG, 
verify that granules of this request are 
now transferred and checksummed 
ahead of granules from other requests 
for the same provider and/or same ftp 
host. (Search for &quot;Starting 
checksum for&quot; and 
&quot;Starting ftp operation&quot;) 

 

68 <i>1402 V-7</i>  #comment 
69 Verify that the priority change was logged and the log entry identifies the 

request the old and new priority and the requester. 
In EcDlInGui.ops.log, search for the 
RequestID of the selected request to 
locate the entry showing the priority 
change. Verify this entry specifies the 
old and new priority. Check 
EcDlInGui.ops.log to verify the name 
of the operator who made the change 
(noted in Criterion 1400, S-1). 

 

70 <i>1402 V-8</i>  #comment 
71 Verify that once active the granules of this request are inserted into the Data 

Pool Insert Service queue with the correct priority. 
Log into InDPLIngestGranule and get 
the ECSGranuleID for the granules of 
the selected RequestID.<br /><br 
/>Log into DlInsertActionQueue and 
verify that the dispatchPriority of the 
ECSGranuleID for each granule of the 
selected request is 'XPRESS' 

 

72 <i>1403 S-1</i>  #comment 
73 [Priority Change Of Active Request.] This criterion may be verified by a Perform the following verification  
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# Action Expected Result Notes 
separate test procedure or as part of the test procedure for criteria 300 to 395. during criteria 300 to 395 

verification.<br />This is a priority 
DECREASE while active. 

74 <i>1403 S-2</i>  #comment 
75 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List, 

Global Tuning Configuration</i> 
 #comment 

76 Ensure that there is a queue of requests waiting for activation. Ensure that 
there are enough requests and granules active to reach the system limits (e.g. 
temporary lower the system limits). Ensure that the provider limits are not 
reached for all providers for which requests are waiting for activation. Ensure 
that there is currently no ingest request with EXPRESS priority waiting for 
activation or active. 

From DPL Ingest GUI, 
Monitoring/ECS Service Status, 
suspend transferring and 
checksumming on all but one host.<br 
/><br />From DPL Ingest GUI, 
Configuration/Global Tuning, set 
PROCESSING_MAX_GRANS to 
1.<br /><br />Submit 2 requests from 
the PDRs described in the &quot;Test 
Data Requirements&quot; for this 
criterion.<br /><br />Once one of the 
granules goes into checksumming in 
one of the requests, suspend the 
request.<br /><br />Increase 
PROCESSING_MAX_GRANS by 
1<br /><br />Once one of the granules 
goes into checksumming on the other 
request, suspend the request.<br /><br 
/>Increase 
PROCESSING_MAX_GRANS by 
1<br /><br />Repeat steps c-f in this 
step<br /><br />Resume all the 
requests<br /><br />Verify that each 
of these requests has several granules 
(by checking the &quot;No. 
Granules&quot; column).<br /><br 
/>Verify that none of these requests 
has a priority of 'XPRESS'. 

 

77 <i>1403 V-1</i>  #comment 
78 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

79 Using the Data Pool Ingest GUI select an ingest request that is active but has From DPL Ingest GUI,  
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# Action Expected Result Notes 
one granule that is not yet activated. Verify that its priority matches the 
default priority for the provider and then change its priority to LOW. 

Monitoring/Request Status, identify 
requests with &quot;Status&quot; 
equal to &quot;Active&quot;. Within 
this group, go to each request's details 
and identify a request (R4) that has at 
least one granule with &quot;Granule 
Status&quot; equal to 
&quot;New&quot;.<br /><br 
/>Change the priority of that request to 
LOW (60). 

80 <i>1403 V-2</i>  #comment 
81 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List, 

Active Ingest Request Detail, Provider Configuration List</i> 
 #comment 

82 Verify that granules for other requests for the same FTP Host are activated 
ahead of this request even though the requests were created later than this 
request. 

Increase 
PROCESSING_MAX_GRANS by 
2<br /><br />From DPL Ingest GUI, 
Monitoring/Request Status, view the 
request details for R4 and go down to 
the granule details and note the 
&quot;Granule Status&quot; of each 
granule.<br /><br />From DPL Ingest 
GUI, Monitoring/Request 
Status&quot;, view the request details 
for requests that have a &quot;When 
Queued&quot; time later than R4 and 
come from the same provider and FTP 
host (all requests submitted should use 
the same host). Verify that granules 
from these requests are being activated 
(Status changes from the 
&quot;New&quot; state) behind the 
remaining granules from the selected 
request. 

 

83 <i>1403 V-3</i>  #comment 
84 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

85 Once the above verifications have been performed it is OK to change the 
priority of the request back to its original value. 

From DPL Ingest GUI, 
Monitoring/Request Status, change the 
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# Action Expected Result Notes 
priority of this request back to its 
original value. 

86 <i>1403 V-4</i>  #comment 
87 Verify that the priority change was logged and the log entry identifies the 

request the old and new priority and the requester. 
In EcDlInProcessingService.ALOG, 
search for the RequestID of the 
selected request to locate the entry 
showing the priority change. Verify 
this entry specifies the old and new 
priority. Check EcDlInGui.ops.log to 
verify the name of the operator who 
made the change (noted in Criterion 
1400, S-1). 

 

88 <i>1404 S-1</i>  #comment 
89 [Priority Change of Terminal Request.] This criterion may be verified by a 

separate test procedure or as part of the test procedure for criteria 300 to 395. 
Perform the following verification 
during criteria 300 to 395 verification. 

 

90 <i>1404 V-1</i>  #comment 
91 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

92 Using the Data Pool Ingest GUI select an ingest request that is in a terminal 
state. Attempt to change its priority. Verify that this is not possible either 
because the GUI does not offer this option or because the GUI rejects the 
attempt. 

From DPL Ingest GUI, 
Monitoring/Request Status, identify a 
request that has a status equal to 
&quot;SUCCESSFUL&quot;. Select 
the request (by checking the 
checkbox) and press the change 
priority button. Verify that this action 
is not allowed / rejected. 

 

 
 
TEST DATA: 
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Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

1400   

20 PDRs 
(10 from 
each 
provider) 

MOD29P1D, 
MYD09A1 
 
[Published in 
DPL; 2 
providers; use 
the same FTP 
host for both 
providers and 
all PDRs 
(acg)] 

None 2 gran/PDR None /sotestdata/SynergyVI/DP_S6_01/Criteria/1400/V086/   

1401   

20 PDRs 
(10 from 
each 
provider) 

Same as above None 2 gran/PDR None /sotestdata/SynergyVI/DP_S6_01/Criteria/1401/V086/   

1402   

20 PDRs 
(10 from 
each 
provider) 

Same as above None 2 gran/PDR None /sotestdata/SynergyVI/DP_S6_01/Criteria/1402/V086/   

1403   

20 PDRs 
(10 from 
each 
provider) 

Same as above None 2 gran/PDR None /sotestdata/SynergyVI/DP_S6_01/Criteria/1403/V086/   

1404   

Successful 
request 
from one of 
the previous 
tests 

            

 
EXPECTED RESULTS: 
 



 

1021 
 

301 DPL INGEST GUI: SUSPEND AND RESUME REQUESTS (ECS-ECSTC-2712) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 
 
STEPS:   
# Action Expected Result Notes 
1 <i>1420 S-1</i>  #comment 
2 [Suspend And Resume Requests]<br /><br />This criterion may be verified 

by a separate test procedure or as part of the test procedure for criteria 300 to 
395. 

  

3 <i>1420 S-2</i>  #comment 
4 <i>Document Reference: DPL Ingest GUI 609: ECS Service Configuration; 

Provider Configuration Detail</i> 
 #comment 

5 Ensure that there are requests in the states as required by the test. This test requires four separate 
requests, each with multiple granules. 
Each of these requests will be in a 
distinct phase of processing, when at 
Criterion 1420 V-2 below, we attempt 
to suspend all four requests.<br /><br 
/>Suspend archiving on all ECS 
Service Hosts<br /><br />From DPL 
Ingset GUI, Login, login as an 
operator with Tuning and Ingest 
Controls (VI0TA)<br /><br />From 
DPL Ingest GUI,Configuration/Global 
Tuning, Change the 
'PROCESSING_MAX_GRANS' to 4 
for MODAPS_AQUA_FPROC.<br 
/><br />From DPL Ingest GUI, 
Configuration/ECS services, set Max 
Archive, Max Ftp, and Max CPU to 
one to slow the system down to allow 
us to catch the above requests in the 
desired states.<br /><br />Place a 
request (R4) of the datatype specified 
above in a valid polling directory. 
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# Action Expected Result Notes 
Wait for all granules must finish and 
R4 must be 'successful'.<br /><br 
/>Place a request (R1) of the datatype 
specified above in a valid polling 
directory. It must have 2+ granules 
'active' and 0 granules in 'New' 
state.<br /><br />Place a request (R2) 
of the datatypes specified above in a 
valid polling directory. Wait until after 
the 2 small granules are activated, but 
while the 2 large are 'New.'<br /><br 
/>Place a request (R3) of the datatype 
specified above in a valid polling 
directory. It must be in the 'Validated' 
state with 0 granules active. 

6 <i>1420 S-3</i>  #comment 
7 Identify a request (R1) that is active for which at least two granules are active 

and no granules are waiting to be activated. 
  

8 <i>1420 S-4</i>  #comment 
9 Identify a request (R2) that is active and for which at least two granules are 

active and some granules are not yet active. 
  

10 <i>1420 S-5</i>  #comment 
11 Identify a request (R3) that is in not yet active.   
12 <i>1420 V-1</i>  #comment 
13 Identify a request (R4) that is in terminal state.   
14 <i>1420 V-2</i>  #comment 
15 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

16 Use the Data Pool Ingest GUI to suspend requests R1, R2 and R3 and attempt 
to suspend R4. 

From DPL Ingest GUI, 
Monitoring/Request Status, wait until 
the requests reach their desired states. 
Then select all four (click checkbox) 
and press the 'Suspend' button. 

 

17 <i>1420 V-3</i>  #comment 
18 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

19 Verify that the GUI prompts the operator to provide a reason for the On DPL Ingest GUI,  
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# Action Expected Result Notes 
suspension. Monitoring/Request Status, verify that 

the GUI prompts the operator to 
provide a reason for the suspension. 

20 <i>1420 V-4</i>  #comment 
21 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List, 

Active Ingest Request Detail</i> 
 #comment 

22 Enter a reason. Verify that R1, R2 and R3 include a request annotation that 
contains the reason and is prefixed with the correct time and operator. 

On DPL Ingest GUI, 
Monitoring/Request Status, enter a 
reason. Go to the Request Details 
Pages of R1, R2 and R3, verify that 
R1, R2 and R3 include a request 
annotation that contains the reason and 
is prefixed with the correct time and 
operator. 

 

23 <i>1420 V-5</i>  #comment 
24 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

25 Verify that requests R1, R2 and R3 eventually show a state of 'Suspended'. On DPL Ingest GUI, 
Monitoring/Request Status, verify that 
requests R1, R2 and R3 eventually 
show a state of 'Suspended'. 

 

26 <i>1420 V-6</i>  #comment 
27 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

28 Verify that it is not possible to suspend request R4 either because the GUI 
does not offer that option or because the GUI rejects the request. 

On DPL Ingest GUI, 
Monitoring/Request Status, verify that 
R4 can NOT be suspended. Verify that 
the GUI rejects the request. 

 

29 <i>1420 V-7</i>  #comment 
30 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

Detail</i> 
 #comment 

31 Verify that the active granules in request R1 complete ingest. From DPL Ingest GUI, 
Monitoring/Request Status, go to 
Request Details Page for R1, and 
verify that the active granules 
complete ingest. 

 

32 <i>1420 V-8</i>  #comment 
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# Action Expected Result Notes 
33 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

Detail</i> 
 #comment 

34 Verify that the granules of request R2 that are not yet active are not activated 
but its active granules complete ingest. 

From DPL Ingest GUI, 
Monitoring/Request Status, go to 
Request Details Page for R2, and 
verify that the 'New' granules are not 
activated but the 'active' granules 
complete ingest. 

 

35 <i>1420 V-9</i>  #comment 
36 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

37 Verify that request R3 is not activated. From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
request R3 is not activated. 

 

38 <i>1420 V-10</i>  #comment 
39 <i>Document Reference: DPL Ingest GUI 609: Provider Status List</i>  #comment 
40 Verify that request R2 and its granules are no longer counted against the 

provider and system limits. 
From DPL Ingest GUI, 
Monitoring/Provider Status, verify that 
the 'New' granules from R2 are not 
included in the counts of granules 
'Queued'/'In-Process'. 

 

41 <i>1420 V-11</i>  #comment 
42 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

43 Use the Data Pool Ingest GUI to resume requests R2 and R3 and attempt to 
resume request R3. 

From the DPL Ingest GUI, 
Monitoring/Request Status, select R2 
and R3, and click Resume Requests 
Button to resume selected Requests. 

 

44 <i>1420 V-12</i>  #comment 
45 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

46 Verify that requests R2 and R3 eventually show a state of 'Active' and that 
request R2 shows a state of 'Resuming' if it is not yet active the next time the 
screen is refreshed. 

From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
requests R2 and R3 eventually show a 
state of 'Active' and that request R2 
shows a state of 'Resuming' if it is not 
yet active the next time the screen is 
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# Action Expected Result Notes 
refreshed. 

47 <i>1420 V-13</i>  #comment 
48 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

49 Verify that it is not possible to resume request R1 either because the GUI 
does not offer this option or because the GUI rejects the request. 

From DPL Ingest GUI, 
Monitoring/Request Status, select R1, 
and click Resume Requests Button to 
resume it, and verify that the GUI 
rejects the request. 

 

50 <i>1420 V-14</i>  #comment 
51 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request Detail, 

Provider Configuration List</i> 
 #comment 

52 Verify that the remaining granules of request R2 are activated. Note that this 
will not occur until the provider and system limits permit its activation i.e. 
this may be delayed. If so verify that request R2 shows the state 'Resuming' 
during this time. 

From DPL Ingest GUI, 
Monitoring/Request Status, go to 
Request Details Page for R2, and 
verify that the remaining granules of 
request R2 are activated when the 
provider and system limits permit its 
activation.<br />(The provider limit is 
set in DPL Ingest GUI, 
Configuration/Providers (Detail) under 
'Max Active Granules'). 

 

53 <i>1420 V-15</i>  #comment 
54 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

55 Verify that request R3 is eventually activated. From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
R3 is eventually activated. 

 

56 <i>1420 V-16</i>  #comment 
57 Verify that the Data Pool Ingest Service application log contains log entries 

for each request that was suspended and that the log entries identify the 
request and the requester. 

Verify that 
EcDlInProcessingService.ALOG 
contains log entries for each request 
that was 
&lt;u&gt;suspended&lt;/u&gt; and 
that the log entries identify the request 
and the requester. 

 

58 <i>1420 V-17</i>  #comment 
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# Action Expected Result Notes 
59 Verify that the Data Pool Ingest Service application log contains log entries 

for each request that was resumed and that the log entries identify the request 
and the requester. 

Verify that 
EcDlInProcessingService.ALOG 
contains entries concerning each of the 
suspensions and resumptions and 
EcDlInGui.ops.log to identify the 
specific name of the requester. 

 

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

1420   9 PDRs. 

R1: 2 granules 
MOD29P1D 
 
R2: 4 granules 
MYD09A1 
 
R3-4: 2 granules 
MOD29P1D 

None 
2 granules in 8 
PDRs, 4 granules in 
1 PDR 

None 
Refer to 
“RepositoryLocationMapping.xls” 

  

 
EXPECTED RESULTS: 
 

302 DPL INGEST GUI: SUSPEND / RESUME DPL FILE SYSTEMS (ECS-ECSTC-2713) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 
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STEPS:   
# Action Expected Result Notes 
1 <i>1500 S-1</i>  #comment 
2 <i>Document Reference: DPL Ingest GUI 609: Home and Login Page</i>  #comment 
3 [Suspend / Resume DPL File Systems]<br /><br />This criterion may be 

verified by a separate test procedure or as part of the test procedure for 
criteria 300 to 395. 

From DPL Ingest GUI, Home, idenfiy 
the number of suspended file systems. 

 

4 <i>1500 S-2</i>  #comment 
5 <i>Document Reference: DPL Ingest GUI 609: File System Status</i>  #comment 
6 This test requires that Data Pool ingest uses at least two Data Pool file 

systems. 
From DPL Ingest GUI, 
Monitoring/File System Status, verify 
that there are two file systems in use 
(FS1 and FS2). If there are not, add 
requests with collections linked to 
another file system to the stream of 
PDRs currently flowing through the 
system. 

 

7 <i>1500 S-3</i>  #comment 
8 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List, 

File System Status</i> 
 #comment 

9 Identify a Data Pool file system such that there are ingest requests waiting for 
activation and active which have granules destined for that file system as well 
as requests that do not. 

From DPL Ingest GUI, 
Monitoring/File System Status, 
identify a Data Pool file system (FS1) 
such that there are ingest requests 
waiting for activation and active 
which have granules destined for that 
file system as well as requests that do 
not. 

 

10 <i>1500 V-1</i>  #comment 
11 <i>Document Reference: DPL Ingest GUI 609: File System Status</i>  #comment 
12 Using the Data Pool Ingest GUI suspend such a Data Pool file systems while 

others remain active. 
From DPL Ingest GUI, 
Monitoring/File System Status, select 
the Data Pool file system identified 
above and suspend it. 

 

13 <i>1500 V-2</i>  #comment 
14 <i>Document Reference: DPL Ingest GUI 609: Home and Login Page</i>  #comment 
15 Verify that the Data Pool Ingest status page shows that a resource such as a 

file system archive or ECS host/service is suspended. 
From DPL Ingest GUI, Home, verify 
that the number of suspended file 
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# Action Expected Result Notes 
systems is incremented by 1. 

16 <i>1500 V-3</i>  #comment 
17 <i>Document Reference: DPL Ingest GUI 609: File System Status</i>  #comment 
18 Verify that the Data Pool Ingest GUI shows that the file system is suspended. From DPL Ingest GUI, 

Monitoring/File System Status, verify 
that the file system status changes to 
‘Suspended’. 

 

19 <i>1500 V-4</i>  #comment 
20 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

21 Verify that Data Pool ingest does not activate any more requests that require 
access to the suspended file system. 

From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
requests that require access to the 
suspended file system are not moved 
into the ‘Active’ state.. 

 

22 <i>1500 V-5</i>  #comment 
23 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

24 Verify that Data Pool ingest does activate requests that do not require access 
to the suspended file system. 

From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
requests that do not require access to 
the suspended file system are 
activated. 

 

25 <i>1500 V-6</i>  #comment 
26 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

27 Verify that Data Pool ingest does activate more granules that require access 
to the suspended file system if they belong to request that were active at the 
time the file system was suspended. 

From DPL Ingest GUI, 
Monitoring/Request Status, select a 
request and press the Request ID field.  
Verify granules that require access to 
the suspended file system are activated 
if they belong to request that were 
active at the time the file system was 
suspended. 

 

28 <i>1500 V-7</i>  #comment 
29 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 
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# Action Expected Result Notes 
30 Verify that Data Pool ingest does activate granules that do not require access 

to the suspended file system. 
From DPL Ingest GUI, 
Monitoring/Request Status, select 
Active requests, press the Request ID 
field and verify that other granules 
(not intended for the suspended file 
system) are activated. 

 

31 <i>1500 V-8</i>  #comment 
32 <i>Document Reference: DPL Ingest GUI 609: File System Status</i>  #comment 
33 Using the Data Pool Ingest GUI resume the Data Pool file systems while 

others remain active. 
From DPL Ingest GUI, 
Monitoring/File System Status, select 
the suspended file system and press 
the ‘Resume’ button. (do Criterion 
1500 V-10 then V-9). 

 

34 <i>1500 V-9</i>  #comment 
35 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
36 Verify that the Data Pool Ingest status page no longer shows that a resource 

such as a file system archive or ECS host/service is suspended. 
From DPL Ingest GUI, Home, verify 
that the number of suspended file 
systems decrements by 1. 

 

37 <i>1500 V-10</i>  #comment 
38 <i>Document Reference: DPL Ingest GUI 609: File System Status</i>  #comment 
39 Verify that the Data Pool Ingest GUI no longer shows that the file system is 

suspended. 
From DPL Ingest GUI, 
Monitoring/File System Status, verify 
that the status changes to ‘Active’. 

 

40 <i>1500 V-11</i>  #comment 
41 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

42 Verify that Data Pool Ingest activates requests again that require access to the 
suspended file system. 

From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
the requests that require access to the 
suspended file system are activated 
again. 

 

43 <i>1500 V-12</i>  #comment 
44 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

45 Verify that Data Pool Ingest activates granules in newly activated requests 
again that require access to the suspended file system. 

From DPL Ingest GUI, 
Monitoring/Request Status, press the 
Request ID and verify that granules in 
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# Action Expected Result Notes 
newly activated requests that require 
access to the suspended file system are 
activated again. 

46 <i>1500 V-13</i>  #comment 
47 <i>Document Reference:</i>  #comment 
48 Verify that the Data Pool Ingest Service application log contains log entries 

reflecting the suspension and resumption of the file system and that the log 
entries identify the file system correctly. 

In EcDlInPollingService.ALOG, 
verify entries reflecting the suspension 
and resumption of the file system and 
that the log entries identify the file 
system correctly.<br />Such as<br 
/>DpCoResource::ManualSuspend<br 
/>Operator suspended resource: 
FS2<br 
/>DpCoResource::ManualResumeOpe
rator resumed resource: FS2 

 

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

1500   
Normal or low 
flow 

[Requires 2 File 
Systems] 

None None None 
Refer to 
“RepositoryLocationMapping.xls” 

  

 
EXPECTED RESULTS: 
 

303 ECS HOST LIMITS (ECS-ECSTC-2714) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 
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STEPS:   
# Action Expected Result Notes 
1 <i>1590 S-1</i>  #comment 
2 [ECS Host Limits]<br /><br />This criterion may be verified by a separate 

test procedure or as part of the test procedure for criteria 300 to 395. 
  

3 <i>1590 S-2</i>  #comment 
4 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration List, 

ECS Service Configuration</i> 
 #comment 

5 Ensure that there are more than two ECS hosts configured for CPU intensive 
operations and transferring (including scp) and archiving, and that each host 
is configured for more than one slot for each type of operation. 

From DPL Ingest GUI, 
Configuration/Transfer Hosts, set 
'Max Local Operations' ' Local Host 
Operations' to 1 and all the other 
transfer hosts to 10 slots.<br /><br 
/>From Configuration/Providers, 
ensure JPL is local.<br /><br />From 
Configuration/Providers, on the details 
for MODAPS_TERRA_FPROC and 
MODAPS_AQUA_FPROC, ensure 
&quot;Transfer Type&quot; is 
&quot;Ftp&quot;<br /><br />From 
Configuration/Providers, on the details 
for MODAPS_COMBINE_FPROC, 
ensure &quot;Transfer Type&quot; is 
&quot;scp&quot;<br /><br />From 
DPL Ingest GUI, Configuration/ECS 
Services, ensure that p4spl01 (SH1), 
p4hel01 (SH2), p4eil01 (SH3), and 
p4ftl01(SH4) are configured for 
Checksumming, Archiving and 
Transfers. Set Max CPU Operation, 
Max Concurrent FTP Transfers, and 
Max Archive Operations to 2 on SH1, 
SH2, and SH3. Set all services to 10 
on SH4. 

 

6 <i>1590 S-3 DELETED</i>  #comment 
7 <i>1590 S-4 DELETED</i>  #comment 
8 <i>1590 S-5</i>  #comment 
9 The test requires there is a sufficient number of granules that will be active (See Criterion 1590, S-6)  
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# Action Expected Result Notes 
that require transferring (some via FTP and others via local transfers) as well 
as checksum verification. 

10 <i>1590 S-6</i>  #comment 
11 <i>Document Reference: DPL Ingest GUI 609: ECS Service 

Configuration</i> 
 #comment 

12 Ensure that there are at least ten requests and granules queued and ten 
requests and granules active that require CPU intensive services (i.e. 
checksumming) and that there is more than one granule currently in 
transferring via FTP, more than one granule in transferring via scp, more than 
one granule in transferring from a local host, and more than two granules in 
archiving. Limit the number of concurrent local file transfers to one. 

From DPL Ingest Gui, 
Monitoring/ECS Service Status, 
Suspend archiving on all service 
hosts<br /><br />Submit 10 granules 
of C2 and C3 and wait until all 
granules get in the 
&quot;archiving&quot; state.<br 
/><br />Suspend checksumming and 
transfers on three of the service hosts 
(SH1, SH2, and SH3).<br /><br 
/>Submit 10 granules of C2 and C3 
and wait until all granules get in the 
&quot;checksumming&quot; state.<br 
/><br />Suspend transferring on all 
service hosts<br /><br />Suspend all 
services on SH4<br /><br />Submit 10 
granules of C1, 10 granules of C2, and 
10 granules of C3 

 

13 <i>1590 V-1</i>  #comment 
14 <i>Document Reference: DPL Ingest GUI 609: ECS Service 

Configuration</i> 
 #comment 

15 Change the ECS Host configuration such that there are only two hosts 
configured for transferring and archiving and CPU intensive operations each 
with one slot for each type of operation. 

Note what you are about to change for 
restoration later.<br /><br />Open up 
the DPL Ingest GUI in Firefox, 
Netscape, and Internet Explorer.<br 
/><br />From one browser on the DPL 
Ingest GUI, Configuration/ECS 
Services page, go to the details for 
SH1 and set all services to 1 allowed 
operation but DO NOT press 
&quot;Apply Changes&quot; yet.<br 
/><br />Repeat (b) on another browser 
for SH2<br /><br />From a third 
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# Action Expected Result Notes 
browser, resume all services on SH1, 
SH2, and SH3. Start counting to 7 
while you select all services on SH3. 
After 7 seconds, click 
&quot;Suspend.&quot;<br /><br 
/>Immediate navigate to the other two 
browsers and click &quot;Apply 
Changes&quot; 

16 <i>1590 V-2</i>  #comment 
17 Verify after a minute that on the platforms that are no longer configured for 

these services no new transferring or archiving or CPU operations are started. 
Wait one minute<br /><br />From 
EcDlInProcessingServiceDebug.log, 
verify that no more services are being 
performed on SH3. Search for 
&quot;Starting checksum for&quot; 
and &quot;Starting file ftp 
opertation&quot; and &quot;Starting 
archive operation a granule file.&quot; 

 

18 <i>1590 V-3</i>  #comment 
19 Verify after three minutes that on each remaining ECS Service platform there 

is at most one transferring and at most one archiving and at most one CPU 
intensive operation executing that started less than a minute ago, and that if 
there are still operations executing that are older than one minute, there are no 
operations of the same type executing that started less than a minute ago. 

From 
EcDlInProcessingServiceDebug.log, 
verify that there is only one Checksum 
operation, one Archiving operation, 
and one FTP Transfer in progress for 
hosts SH1 and SH2. Search for:<br 
/><br />    
&quot;DpInEcsServiceHost::IsService
SlotAvailable for 
Hostname=[hostname]&quot;<br 
/><br />    
&quot;DpInArchiveService::IsService
SlotAvailable for 
Hostname=[hostname]&quot;<br 
/><br />    
&quot;DpInFileTransferService::IsSer
viceSlotAvailable for 
Hostname=[hostname]&quot; 

 

20 <i>1590 V-4</i>  #comment 
21 Verify for at least four granules that they were not checksummed (for the From  
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# Action Expected Result Notes 
purpose of verifying the provider checksum) on the same host on which they 
were transferred. 

EcDlInProcessingServiceDebug.log, 
verify that granules that were 
transferred on SH1 are Checksummed 
on SH2 and vice versa. Search for 
&quot;Starting checksum for&quot; 
and &quot;Starting file ftp 
operation&quot; 

22 <i>1590 V-5</i>  #comment 
23 <i>Document Reference: DPL Ingest GUI 609: ECS Service 

Configuration</i> 
 #comment 

24 Ensure again that there are at least ten requests and granules queued and ten 
requests and granules active that require CPU intensive operations and that 
there is more than one granule currently in transferring. Then change the ECS 
Host configuration such that only one host remains configured for 
transferring and archiving and for CPU intensive operations and that it 
provides two slots for CPU intensive operations. 

From DPL Ingest Gui, 
Monitoring/ECS Service Status, 
Suspend archiving on all service 
hosts<br /><br />Submit 10 granules 
of C2 and C3 and wait until all 
granules get in the 
&quot;archiving&quot; state.<br 
/><br />Suspend checksumming and 
transfers on three of the service hosts 
(SH1, SH2, and SH3).<br /><br 
/>Submit 10 granules of C2 and C3 
and wait until all granules get in the 
&quot;checksumming&quot; state.<br 
/><br />Suspend transferring on all 
service hosts<br /><br />Suspend all 
services on SH4<br /><br />Submit 10 
granules of C1, 10 granules of C2, and 
10 granules of C3<br /><br />From 
one browser on the DPL Ingest GUI, 
Configuration/ECS Services page, go 
to the details for SH1 and set all 
services to 2 allowed operation but 
DO NOT press &quot;Apply 
Changes&quot; yet.<br /><br />From 
a third browser, resume all services on 
SH1 and SH2. Start counting to 7 
while you select all services on SH2. 
After 7 seconds, click 
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# Action Expected Result Notes 
&quot;Suspend.&quot;<br /><br 
/>Immediate navigate to the other 
browser and click &quot;Apply 
Changes&quot; 

25 <i>1590 V-6</i>  #comment 
26 Verify after a minute that on the platform that no longer is configured for 

ECS services no new transferring or archiving or CPU operations are started. 
From 
EcDlInProcessingServiceDebug.log, 
verify that no more services are being 
performed on SH2. Search for 
&quot;Starting checksum for&quot; 
and &quot;Starting file ftp 
opertation&quot; and &quot;Starting 
archive operation a granule file.&quot; 

 

27 <i>1590 V-7</i>  #comment 
28 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

Details</i> 
 #comment 

29 Verify that checksumming and transferring operations continue and granules 
that require checksumming continue to be activated and complete ingest 
successfully. 

From 
EcDlInProcessingServiceDebug.log, 
verify that checksumming operations 
continue on SH1. Search for 
&quot;Starting checksum for&quot; 
and &quot;Starting file ftp 
opertation.&quot;<br /><br />From 
DPL Ingest GUI, Monitoring/Request 
Status/Ingest Request Details for the 
relevant requests, verify that 
individual granules advance through 
the various states. 

 

30 <i>1590 V-8</i>  #comment 
31 <i>Document Reference: DPL Ingest GUI 609: ECS Service 

Configuration</i> 
 #comment 

32 Change the configurations for file transfers on the hosts back to their original 
values but leave the local file transfers constrained to one and permit scp 
transfers on only one of the hosts. After about a minute ensure that a 
sufficient number of granules is activated that require transfer services to fill 
all transfer slots that are now available on the ECS hosts. Verify that all ECS 
hosts are again used for transferring. 

From DPL Ingest GUI, 
Monitoring/ECS Service Status, 
suspend transferring on all hosts.<br 
/><br />Submit 10 PDRs from each 
collection: C1, C2, and C3.<br /><br 
/>From Configuration/ECS Services, 
set all hosts to 1 transfer slot.<br /><br 
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# Action Expected Result Notes 
/>From Monitoring/ECS Service 
Status, resume transferring on SH1, 
SH2, and SH3.<br /><br />After a 
minute, verify (in 
EcDlInProcessingServiceDebug.log) 
that all hosts are being used for FTP 
transfers. Search for 
&quot;DpInFileTransferService::IsSer
viceSlotAvailable for 
Hostname=[hostname]&quot; 

33 <i>1590 V-9</i>  #comment 
34 Ensure that there is more than one request that requires local transferring. 

Verify that there is at most one of these granules transferring. 
From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
there is a queue of requests with 
datatype C1.<br />From 
EcDlInProcessingServiceDebug.log, 
search for &quot;Local Transfers are 
active and have 1 active transfers and 
a max of 1 total concurrent 
transfers&quot; after the time of the 
last configuration change. 

 

35 <i>1590 V-9.1</i>  #comment 
36 Ensure that there is more than one request that requires transferring via scp. 

Verify that there is at most one of these granules transferring and that the 
transfer operation occurs on the host enabled for scp transfers. 

TBD - scp  

37 <i>1590 V-10</i>  #comment 
38 Verify for local and scp transfers that the next granule is not activated until 

the previous granule completes transferring. 
From 
EcDlInProcessingServiceDebug.log, 
verify that a new transfer operation on 
an scp or local host does not start and 
granules are activated on the scp or 
local host until the previous granule on 
that host has completed. 

 

39 <i>1590 V-11</i>  #comment 
40 Ensure that at some point at least four granules requiring checksumming are 

in the Transferred state. Then verify that checksumming use the one ECS 
Host configured with slots for CPU intensive operations and that at most two 
of these operations are performed on the host concurrently. 

From 
EcDlInProcessingServiceDebug.log, 
verify that granules that were 
transferred on SH1 are Checksummed 
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# Action Expected Result Notes 
on SH2 and vice versa. Search for 
&quot;Starting checksum for&quot; 
and &quot;Starting file ftp 
operation&quot; 

41 <i>1590 V-12 DELETED</i>  #comment 
42 <i>1590 V-13 DELETED</i>  #comment 
43 <i>1590 V-14 DELETED</i>  #comment 
44 <i>1590 V-15 DELETED</i>  #comment 
45 <i>1590 V-16</i>  #comment 
46 Change the configurations back to their original values. From DPL Ingest Gui, 

Monitoring/ECS Service Status, 
Suspend archiving on all service 
hosts<br /><br />Submit 10 granules 
of C2 and C3 and wait until all 
granules get in the 
&quot;archiving&quot; state.<br 
/><br />Suspend checksumming and 
transfers on three of the service hosts 
(SH1, SH2, and SH3).<br /><br 
/>Submit 10 granules of C2 and C3 
and wait until all granules get in the 
&quot;checksumming&quot; state.<br 
/><br />Suspend transferring on all 
service hosts<br /><br />Suspend all 
services on SH4<br /><br />Submit 10 
granules of C1, 10 granules of C2, and 
10 granules of C3 and wait until they 
are validated<br /><br />From DPL 
Ingest GUI, Configuration/ECS 
Services, ensure that p4spl01 (SH1), 
p4hel01 (SH2), p4eil01 (SH3), and 
p4ftl01(SH4) are configured for 
Checksumming, Archiving and 
Transfers. Set Max CPU Operation, 
Max Concurrent FTP Transfers, and 
Max Archive Operations to 2 on SH1, 
SH2, and SH3.<br /><br />Resume all 
services on SH1, SH2, and SH3 

 



 

1038 
 

# Action Expected Result Notes 
47 <i>1590 V-17</i>  #comment 
48 Verify after a minute that all ECS hosts are again used for all configured 

services. 
From 
EcDlInProcessingServiceDebug.log, 
verify that Checksum, Transfer, and 
Archive operations are occurring on 
SH1, SH2, and SH3. Search for:<br 
/><br />    
&quot;DpInEcsServiceHost::IsService
SlotAvailable for 
Hostname=[hostname]&quot;<br 
/><br />    
&quot;DpInArchiveService::IsService
SlotAvailable for 
Hostname=[hostname]&quot;<br 
/><br />    
&quot;DpInFileTransferService::IsSer
viceSlotAvailable for 
Hostname=[hostname]&quot; 

 

49 <i>1590 V-18</i>  #comment 
50 Ensure that at least two ECS Service Hosts are enabled for scp transfers. 

While a sufficient number of scp transfers or requests requiring scp transfers 
are queued, change the maximum number of concurrent scp transfers to one. 
Wait for at least one minute, and then let any scp transfers that are active at 
that time complete. Verify for at least the next three scp transfers that no 
more than one occurs concurrently. 

SCP  

51 <i>1590 V-19</i>  #comment 
52 While a sufficient number of scp transfers or requests requiring scp transfers 

are queued, change the configurations back to their original values. Verify for 
at least the next four scp transfers that more than one occurs concurrently. 

SCP  

 
 
TEST DATA: 
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Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

1590   
20 PDRs 
(5/ESDT) 

C1: JPL (local) 
 
C2: MOD29P1D 
(published in DPL, 
transfers via FTP) 
 
C3: MOD29 (not 
published in DPL, 
transfers via FTP) 
 
C4: TBD - SCP 
(transfers via scp) 

None 1 granule/ PDR 
C1: ~40MB, C2: 
~150MB, C3: 
~40MB 

/sotestdata/SynergyVI/DP_S6_01/ 
Criteria/1590/V086/ 

  

 
EXPECTED RESULTS: 
 

304 DEMONSTRATE CONCURRENT EXECUTION IN MULTIPLE MODES. (ECS-ECSTC-2715) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 
 
STEPS:   
# Action Expected Result Notes 
1 <i>1700 S-1</i>  #comment 
2 [Demonstrate Concurrent Execution In Multiple Modes]<br /><br />This 

criterion may be verified by a separate test procedure or as part of the test 
procedure for criteria 300 to 395. 

  

3 <i>1700 S-2</i>  #comment 
4 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

List</i> 
 #comment 

5 Run tests concurrently in at least two different modes that require polling 
provider notification and normal ingest processing including transferring 
checksumming and ECS metadata inserts for no less than ten ingest requests 

a. Choose 2 modes available for this 
test.<br /><br />b. Ensure 
MODAPS_TERRA_FPROC requires 
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# Action Expected Result Notes 
in each mode. Share the same ECS hosts between those two modes for 
checksumming and transferring. 

checksumming (verifiable via DPL 
Ingest GUI, Configuration/Providers -
&gt; &quot;Checksumming 
Mandatory&quot;.)<br /><br />c. 
Submit the PDRs described in 
&quot;Test Data Requirements&quot; 
in two selected modes. 

6 <i>1700 V-1</i>  #comment 
7 Verify that the ingest requests complete successfully and that the notifications 

are sent. 
Verify from 
EcDlInProcessingService.ALOG, 
EcDlInNotificationService.ALOG in 
each mode that the requests go to the 
completed state, and that notifications 
were sent. 

 

8 <i>1700 V-2</i>  #comment 
9 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
10 Operate the Data Pool Ingest GUI in each mode. Verify that the GUI window 

in each mode displays the correct mode. 
a. Within the Netscape or Firefox 
browser, open two tab windows.<br 
/><br />b. Start an instance of DPL 
Ingest GUI in each tab, e.g.<br 
/>XXdpl##.hitc.com:22500/Ingest_TS
1/faces/frameIndex.jsp<br 
/>XXdpl##.hitc.com:22500/Ingest_TS
2/faces/frameIndex.jsp<br /><br />c. 
Verify that the correct mode is shown 
in the title bar, i.e. &quot;DPL Ingest 
GUI (MODE)&quot; 

 

11 <i>1700 V-3</i>  #comment 
12 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page, 

Active Ingest Request List, Active Ingest Request Detail, Historical Requests, 
Historical Ingest Request Detail Page</i> 

 #comment 

13 Use the Data Pool Ingest GUI in each mode to list requests, display request 
details, display historic requests, and display the Data Pool Ingest status. 

In each mode, use the DPL Ingest GUI 
to verify that:<br /><br />a. the 
requests are listed on the 
Monitoring/Request Status page<br 
/><br />b. each request can be viewed 
with details on the 
Monitoring/Request Status/Ingest 
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# Action Expected Result Notes 
Request Details page<br /><br />c. 
historic requests may be accessed on 
the Monitoring/Historical Requests 
page<br /><br />d. the DPL Ingest 
Status icons are shown on the Home 
page 

14 <i>1700 V-4</i>  #comment 
15 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page, 

Active Ingest Request List, Active Ingest Request Detail, Historical 
Requests</i> 

 #comment 

16 Verify in each mode that the GUI operations are correct. Verify that the information displayed 
in the previous step is correct:<br 
/><br />a. the requests listed on the 
Request Status page are the current 
requests for that mode;<br /><br />b. 
the details displayed on the Request 
Details page for each request have 
correct states and granule lists;<br 
/><br />c. the Historic Requests page 
displays requests which were 
processed previously in that mode;<br 
/><br />d. the icons displayed on the 
home page correspond to the correct 
status of the services. 

 

17 <i>1800 S-1</i>  #comment 
18 [Demonstrate Concurrent GUI Execution In Same Mode.] This criterion may 

be verified by a separate test procedure or as part of the test procedure for 
criteria 300 to 395. 

  

19 <i>1800 S-2</i>  #comment 
20 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 

21 Ensure that several interventions are pending and that there are requests that 
are active waiting to be activated as well as complete. 

a. From DPL Ingest GUI, 
Configuration / Global Tuning, change 
the 'Default Retry Count' to 2 and 
lower the 'Default Retry Interval' (so 
the ftp transfer failure will occur more 
quickly).<br /><br />b. Submit 1 
'good' PDR and 2 'failure' PDRs 
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# Action Expected Result Notes 
identified in the data section above.<br 
/><br />c. From DPL Ingest GUI, 
Interventions &amp;amp; 
Alerts/Interventions, wait until the two 
'bad' PDR's appear as interventions. 
Assign the currently logged in 
operator to the intervention.<br /><br 
/>d. From DPL Ingest GUI, 
Monitoring/Request Status, wait until 
the 'good' PDR completes successfully 
and then submit 17 'good' PDRs and 
continue. 

22 <i>1800 S-3</i>  #comment 
23 <i>Document Reference: DPL Ingest GUI 609: Home and Login Page</i>  #comment 
24 Use the Data Pool Ingest GUI from two different workstations concurrently 

in the same mode to disposition interventions. 
From two different workstations, open 
the DPL Ingest GUI in the same mode 
on both, e.g. 
XXdpl##.hitc.com:22500/Ingest_TS1/
faces/frameIndex.jsp 

 

25 <i>1800 V-1</i>  #comment 
26 <i>Document Reference: DPL Ingest GUI 609: The Navigation Panel, Ingest 

Interventions List</i> 
 #comment 

27 Verify that if operators attempt to disposition the same interventions 
concurrently from two different workstations only one of the dispositions is 
accepted and the other results in an error message letting the user know that 
the request does not have an intervention pending. Verify in this case by 
returning to the intervention list that this is indeed the case. 

a. From DPL Ingest GUI, 
Interventions &amp;amp; 
Alerts/Interventions, select the same 
intervention on both workstations.<br 
/><br />b. Simultaneously click 
&quot;Fail Request&quot; on both 
workstations.<br /><br />c. Verify 
that 'Fail' works on one workstation 
and the other workstation receives an 
error message.<br /><br />d. On the 
'error' workstation, refresh the 
intervention list to see that the granule 
has been marked as failed (by the 
action of the first workstation). 

 

28 <i>1800 V-2</i>  #comment 
29 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List,  #comment 
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# Action Expected Result Notes 
The Navigation Panel</i> 

30 Use the Data Pool Ingest GUI from two different workstations concurrently 
to cancel a request from one workstation and then suspend the request from 
the other workstation while it still shows the request as active. Verify that the 
second request returns an error informing the operator that the request is not 
in a state where it can be suspended. 

a. On both workstations, navigate to 
Monitoring/Request Status and select 
the same in-process request.<br /><br 
/>b. On one workstation, click 
&quot;Cancel Request&quot;; then on 
the other one, click &quot;Suspend 
Request&quot; while the request is 
still shown as &quot;active&quot;.<br 
/><br />c. Verify that 'Cancel' works 
on one workstation and the other 
('Suspend') receives an error 
message.<br /><br />d. Refresh the 
display to verify that the request has 
been cancelled by the action of the 
first workstation. 

 

31 <i>1800 V-3</i>  #comment 
32 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
33 Use the Data Pool Ingest GUI to display the ingest status concurrently from 

two different workstations. Verify that the status is displayed correctly and 
that the displayed information is compatible (i.e. the displayed statistics do 
not vary by more than a few (5) percent.) 

a. On both workstations, navigate to 
the home page.<br /><br />b. Set the 
same 'Auto Refresh' rate on both.<br 
/><br />c. Submit 20 more 'good' 
PDRs.<br /><br />d. Verify that the 
status and statistics displayed on both 
workstations do not differ by more 
than one request and granule.<br 
/><br />e. Reset the tuning parameters 
changed in Criterion 1800 S-2 above 
back to their original values. 

 

 
 
TEST DATA: 
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Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

1700   20 PDRs 

MOD29P1D 
 
[Requires 
Chksum and 
File Transfers] 

None 1 gran/PDR None /sotestdata/SynergyVI/DP_S6_01/Criteria/1700/V086/   

1800   

40 PDRs 
 
2 requests 
should 
include non-
existent 
files so they 
will fail 
during ftp 
transfer 

MOD29P1D None 1 gran/PDR None /sotestdata/SynergyVI/DP_S6_01/Criteria/1800/V086/   

 
EXPECTED RESULTS: 
 

305 DATABASE CLEANUP (ECS-ECSTC-2716) 

DESCRIPTION: 
 
PRECONDITIONS: 
A background flow of requests is taking place 
 
STEPS:   
# Action Expected Result Notes 
1 <i>1850 S-1</i>  #comment 
2 [Database Cleanup]<br /><br />This criterion may be verified by a separate 

test procedure or as part of the test procedure for criteria 300 to 395. 
  

3 <i>1850 S-2</i>  #comment 
4 <i>Document Reference: DPL Ingest GUI 609: Ingest Request List</i>  #comment 
5 Ensure that the historic information contains ingest requests and throughput a. Place the 20 PDRs described in  
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# Action Expected Result Notes 
information that is several months old. For example collect this information 
during a test run and then update the dates via a script to match the setup 
requirements. 

&quot;Data Type 
Requirements&quot; in their valid 
polling directory (found on DPL 
Ingest GUI, 
Configuration/Providers/Provider 
Configuration Detail for 
MODAPS_TERRA_FPROC)<br 
/><br />b. Run 
InCreateOperatorIntervention 
[RequestId] for ten of the submitted 
requests (obtain their request id's from 
DPL Ingest GUI, Monitoring/Ingest 
Request List.<br /><br />c. Then, in 
the Ingest database 
(Ingest_&lt;MODE&gt;):<br /><br 
/>1. In the table InDplIngestPDR, 
modify the creationDate of these 
requests to make them several months 
old. Also change RequestStatus to 
&quot;Successful&quot;, 
RequestStateKey to 7, and LastUpdate 
to current date. Record the DB 
changes to reverse them later.<br 
/><br />2. In the table 
InDPLIngestGranule set the 
GranuleStatus to 
&quot;Successful&quot; for each 
granule of each request and 
LastUpdate to current date.<br /><br 
/>3. In the 4 throughput tables 
(InProviderStats, InHostStats, 
InArchiveStats, InFileSystemStats), 
modify the StartTime and EndTime to 
be several months older than they are 
now. Record the DB changes to 
reverse them later.<br /><br />d. From 
DPL Ingest GUI, 
Monitoring/Historical Requests, 
ensure that historic information is 
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# Action Expected Result Notes 
available (there are requests listed on 
the page). 

6 <i>1850 V-1</i>  #comment 
7 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 

8 Configure the active database cleanup to remove completed requests and 
closed interventions that are older than ten (10) minutes. 

From DPL Ingest GUI, 
Configuration/Global Tuning, set the 
parameter &quot;Minutes to Keep 
Completed Requests&quot; to 10. 

 

9 <i>1850 V-2</i>  #comment 
10 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

11 After about fifteen minutes verify that there are no requests in the active 
database that are in a completed state that reached the state more than 10 
minutes ago. 

a. Wait 15 minutes<br /><br />b. 
From DPL Ingest GUI, 
Monitoring/Request Status, sort by 
&quot;Last Update&quot;, in 
descending order<br /><br />c. Verify 
that there are no requests displayed 
that are in a completed state that 
reached the state more than 10 minutes 
ago 

 

12 <i>1850 V-3</i>  #comment 
13 <i>Document Reference: DPL Ingest GUI 609:</i>  #comment 
14 Verify that there are requests in the active database that are in a completed 

state that reached the state less than 10 minutes ago. 
On DPL Ingest GUI, 
Monitoring/Request Status, examine 
the list obtained in the previous step 
and verify that the requests shown are 
those in a completed state that reached 
the state less than 10 minutes ago 

 

15 <i>1850 V-4</i>  #comment 
16 Verify that all information about the requests that are older than 10 minutes is 

recorded in the InRequestSummaryHeader table in the INGST database, and 
that the information is correct. 

a. In the Ingest database, do a select on 
the table InHistoricRequest (the old 
name 
&quot;InRequestSummaryHeader&qu
ot; is a view), and verify that all 
information about the granules in the 
requests older than 10 minutes is 
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# Action Expected Result Notes 
recorded there.<br /><br />b. Verify 
that it is correct. 

17 <i>1850 V-5</i>  #comment 
18 Verify that all information about the granules in the requests that are older 

than 10 minutes is recorded in the InRequestSummaryData table in the 
INGST database, and that the information is correct. 

a. In the Ingest database, do a select on 
the table InHistoricGranule (the old 
name 
&quot;InRequestSummaryData&quot; 
is a view), and verify that all 
information about the granules in the 
requests older than 10 minutes is 
recorded there.<br /><br />b. Verify 
that it is correct. 

 

19 <i>1850 V-6</i>  #comment 
20 Verify that there are no closed interventions in the active database whose 

closure time is more than 10 minutes ago. 
In the Ingest database, execute<br 
/><br />a. Select * from 
InOperatorIntervention where datediff 
( MI, completionTime, getDate() ) 
&gt; 10<br /><br />b. Verify there are 
no results.<br />(Note: It is possible, 
though unlikely, that there will exist 
an unrelated intervention which was 
closed more than 10 minutes ago.) 

 

21 <i>1850 V-7</i>  #comment 
22 Verify that there are closed interventions in the active database whose closure 

time is less than 10 minutes ago. 
In the Ingest database, execute<br 
/><br />a. Select * from 
InOperatorIntervention where datediff 
( MI, completionTime, getDate() ) 
&lt; 10<br /><br />b. Verify that there 
are results. 

 

23 <i>1850 V-8</i>  #comment 
24 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 

25 Configure the retention of historic request and throughput and system status 
information to one month. Cause the cleanup of historic information to run. 

a. From DPL Ingest GUI, 
Configuration/Global Tuning, set the 
parameter &quot;Months to Keep 
Historical Stats and Alerts&quot; to 1 
month.<br /><br />b. Run the script 
for cleanup of historical information 
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# Action Expected Result Notes 
(EcDpInCleanupHistoricReqs.ksh - 
found in 
usr/ecs/[MODE]/CUSTOM/dbms/INS
). 

26 <i>1850 V-9</i>  #comment 
27 <i>Document Reference: DPL Ingest GUI 609: Historical Requests, The 

Navigation Panel</i> 
 #comment 

28 Verify that there are no historic requests that completed more than one month 
ago. 

On the DPL Ingest GUI, refresh the 
Monitoring/Historical Requestspage, 
and verify that there are no requests 
displayed that completed more than 
one month ago. 

 

29 <i>1850 V-10</i>  #comment 
30 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
31 Verify that there is no information about alerts that were closed more than 

one month ago. 
From DPL Ingest GUI, Interventions 
&amp;amp; Alerts/Alerts, verify that 
there are no alerts shown that were 
closed more than one month ago 

 

32 <i>1850 V-11</i>  #comment 
33 Verify that there are no throughput statistics for time periods older than one 

month. 
In the Ingest database, perform the 
following 3 queries and verify that 
there are no results for each one:<br 
/><br />a. Select * from 
InProviderStats where datediff ( DD, 
StopDate, getDate() ) &gt; 30<br 
/><br />b. Select * from InHostStats 
where datediff ( DD, StopDate, 
getDate() ) &gt; 30<br /><br />c. 
Select * from InArchiveStatistics 
where datediff ( DD, StopDate, 
getDate() ) &gt; 30<br /><br />d. 
Select * from InDPLFileSystemStats 
where datediff ( DD, StopDate, 
getDate() ) &gt; 30 

 

34 <i>1850 V-12</i>  #comment 
35 <i>Document Reference: DPL Ingest GUI 609: Historical Requests, The 

Navigation Panel</i> 
 #comment 
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# Action Expected Result Notes 
36 Verify that there are historic requests that completed less than one month ago. From DPL Ingest GUI, 

Monitoring/Ingest Historical Requests, 
verify that there are requests displayed 
that completed less than one month 
ago. 

 

37 <i>1850 V-13</i>  #comment 
38 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
39 Verify that there is information about alerts that were closed less than one 

month ago. 
From DPL Ingest GUI, Interventions 
&amp;amp; Alerts/Alerts, verify that 
there are alerts shown that were closed 
less than one month ago 

 

40 <i>1850 V-14</i>  #comment 
41 Verify that there is throughput statistics for time periods less than one month 

ago. 
In the Ingest database, perform the 
following 3 queries and verify that 
there are results for each one:<br 
/><br />a. Select * from 
InProviderStats where datediff ( DD, 
StopDate, getDate() ) &lt; 30<br /><br 
/>b. Select * from InHostStats where 
datediff ( DD, StopDate, getDate() ) 
&lt; 30<br /><br />c. Select * from 
InArchiveStatistics where datediff ( 
DD, StopDate, getDate() ) &lt; 30<br 
/><br />d. Select * from 
InDPLFileSystemStats where datediff 
( DD, StopDate, getDate() ) &lt; 30 

 

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

1850   20 PDRs of the MOD29P1D None 1 granule per None /sotestdata/SynergyVI/DP_S6_01/   
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Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

specified data type, 
in addition to 
normal flow 

PDR Criteria/1850/V086/ 

 
EXPECTED RESULTS: 
 

306 DPL INGEST GUI: DELETE HOST, PROVIDER, POLLING LOCATIONS (ECS-ECSTC-2717) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 
 
STEPS:   
# Action Expected Result Notes 
1 <i>1860 S-1</i>  #comment 
2 [Delete Configurations]<br /><br />This criterion may be verified by a 

separate test procedure or after the completion of the test procedure for 
criteria 300 to 395. 

From DPL Ingest GUI, login as an 
Ingest Admin operator.<br />Open a 
window into the Mail client (to check 
receipt of the PAN in step 6). 

 

3 <i>1860 S-2</i>  #comment 
4 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration List, 

Active Ingest Request List</i> 
 #comment 

5 Ensure that there is at least one polling location and one provider that could 
be deleted (e.g. select one of the providers used by a preceding test). Ensure 
that there is at least one request that still references the provider (e.g. provide 
a PDR for that provider and suspend the request.) 

a. From Configuration / Transfer 
Hosts, add a new FTP Host 
(&quot;TP1860&quot; located on any 
of the linux hosts).<br /><br />b. 
From Configuration / Providers, add a 
new Provider &quot;Deletable&quot; 
(FTP Transfer and Email 
Notification).<br /><br />c. To this 
provider, add a polling location 
('MyData') in a 'home' directory on 
f4ftl01.<br /><br />d. From 
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# Action Expected Result Notes 
Configuration / Global Tuning, set 
'MINS_TO_KEEP_COMPLETED_R
EQUESTS&quot; to 3.<br /><br />e. 
Also set 
PROCESSING_MAX_GRANS to 
1.<br /><br />f. Submit 4 PDRs (with 
large sized granules) to this new 
provider's polling location.<br /><br 
/>g. From DPL Ingest GUI, 
Monitoring/Request Status, as soon as 
the request enters the Validated state, 
manually suspend at least one of the 
requests. 

6 <i>1860 S-2.1</i>  #comment 
7 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration List, 

Active Ingest Request List</i> 
 #comment 

8 Perform a similar setup step for a provider using scp. This step should be performed after 
Criterion 1860 V-4 - V-10 has been 
performed for the FTP Host.<br /><br 
/>a. From DPL Ingest GUI, Provider 
Configuration List, select a provider 
that uses an SCP Polling location 
(MODAPS_COMBINE_FP).<br 
/><br />b. Verify no other PDRs are 
processing.<br /><br />c. Submit 5 
PDRs to the provider's polling 
location.<br /><br />d. From DPL 
Ingest GUI, Monitoring/Request 
Status, while the requests are 
processing, manually suspend one 
request. 

 

9 <i>1860 V-1</i>  #comment 
10 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration List, 

Provider Configuration Detail</i> 
 #comment 

11 Using the Data Pool Ingest GUI attempt to remove the provider while it is 
still referenced by a polling location. Verify that the removal of the provider 
is not allowed. 

From DPL Ingest GUI, Provider 
Configuration List, select the 
'Deletable' provider, and click 
'Remove Selected Providers'. This 
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# Action Expected Result Notes 
should generate an error message and 
not be allowed. 

12 <i>1860 V-1.1</i>  #comment 
13 <i>Document Reference: DPL Ingest GUI 609: FTP Host Configuration</i>  #comment 
14 While the request for the provider is still suspended, attempt to remove all the 

polling locations for the provider and an FTP Host. Verify that the removal of 
the provider is not allowed. 

a. From the Provider Configuration 
Detail page, attempt to remove the 
'MyData' polling location. This should 
generate an error message and not be 
allowed.<br /><br />b. From DPL 
Ingest GUI, Configuration / Transfer 
Hosts, select the 'TP1860' host and 
click 'Remove Selected Hosts'. This 
should generate an error message and 
not be allowed. 

 

15 <i>1860 V-2</i>  #comment 
16 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List, 

Historical Requests</i> 
 #comment 

17 Using the Data Pool Ingest GUI, resume the suspended ingest request and let 
it complete, then remove all the polling locations for a provider and an FTP 
Host. [NOTE: it may be necessary to wait until the PAN has been 
transmitted.] 

From DPL Ingest GUI, 
Monitoring/Request Status, 'Resume' 
the suspended request(s) and allow it 
to complete to include:<br /><br />a. 
Sending out the notification (PAN 
file).<br /><br />b. Moving the 
request from the 'active' ingest table to 
the 'historic' table.<br /><br />c. After 
the PAN is received, (as the Provider) 
go to the Polling Location (myData) 
and manually remove the PDRs 
submitted in step 2 above. (Wait at 
least one polling cycle). 

 

18 <i>1860 V-3</i>  #comment 
19 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

List</i> 
 #comment 

20 Verify that the GUI prompts for confirmation, and the polling locations are 
removed. 

a. From DPL Ingest GUI, 
Configuration / Providers, select the 
provider and click 'Remove Selected 
Providers'. This should fail (until we 
remove all Polling Locations).<br 
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# Action Expected Result Notes 
/><br />b. From DPL Ingest GUI, 
Configuration / Providers, edit the 
'Deletable' provider, and remove the 
'MyData' polling location. Verify 
that:<br />1 A 'Confirmation' is 
required prior to the acceptance of the 
deletion request.<br />2 The Polling 
Location is removed from the list. 

21 <i>1860 V-4</i>  #comment 
22 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

List</i> 
 #comment 

23 Using the Data Pool Ingest GUI remove the provider. From DPL Ingest GUI, Configuration 
/ Providers, select the provider and 
click 'Remove Selected Providers'. 

 

24 <i>1860 V-5</i>  #comment 
25 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

List</i> 
 #comment 

26 Verify that the GUI prompts for confirmation, and the provider is removed. On DPL Ingest GUI, 
Configuration/Providers, verify 
that:<br /><br />a. A 'Confirmation' is 
required prior to the acceptance of the 
deletion request.<br /><br />b. The 
provider is removed from the list. 

 

27 <i>1860 V-6</i>  #comment 
28 <i>Document Reference: DPL Ingest GUI 609: FTP Host Configuration</i>  #comment 
29 Using the Data Pool Ingest GUI remove the FTP Host. Verify that the FTP 

host is removed. 
From DPL Ingest GUI, 
Configuration/Transfer Hosts, select 
the 'TP1860' host and click 'Remove 
Selected Hosts'. Verify that:<br /><br 
/>a. A 'Confirmation' is required prior 
to the acceptance of the deletion 
request.<br /><br />b. The host is 
removed from the list. 

 

30 <i>1860 V-7</i>  #comment 
31 Repeat verification steps 1 through 6 for the scp provider Perform Criterion 1860 S-3 above for 

the SCP Provider.<br />Performs 
Criterion 1860 V-4 through V-10 for 
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# Action Expected Result Notes 
the SCP Provider. 

32 <i>1860 V-8 DELETED</i>  #comment 
33 <i>1860 V-9 DELETED</i>  #comment 
34 <i>1860 V-10 DELETED</i>  #comment 
35 <i>1860 V-11 DELETED</i>  #comment 

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

1860   
5 PDRs per 
data type 

MOD29P1D 
 
TBD - SCP 

None 1 gran/each None specified 
/sotestdata/SynergyVI/DP_S6_01/ 
Criteria/1860/V086/ 

  

 
EXPECTED RESULTS: 
 

307 FAULT RECOVERY (ECS-ECSTC-2718) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 
 
STEPS:   
# Action Expected Result Notes 
1 <i>2000 S-1</i>  #comment 
2 [Fault Recovery]<br /><br />This criterion may be verified by a separate test 

procedure or as part of the test procedure for criteria 300 to 395. 
Open two windows for SQL queries 
into the database: one to 
Ingest_[mode] and the other to 
DataPool_[mode]. 
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# Action Expected Result Notes 
3 <i>2000 S-2</i>  #comment 
4 <i>Document Reference: DPL Ingest GUI 609: ECS Service 

Configuration</i> 
 #comment 

5 The test requires that there are at least two ECS hosts that have been 
configured for checksumming and transfers. 

From DPL Ingest GUI, 
Configuration/ECS Services, ensure 
p4spl01 and p4hel01 are enabled for 
checksumming and file transfers. 

 

6 <i>2000 S-3</i>  #comment 
7 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List, 

System Alerts, Provider Configuration Detail</i> 
 #comment 

8 The test requires that there is an alert pending for one of the FTP Hosts. a. Submit a PDR for one granule from 
the MODAPS_TERRA_FPROC 
provider on the acg host<br />    b. 
From DPL Ingest GUI, 
Monitoring/Request Status, wait for 
the request to appear as 'New'<br />    
c. From DPL Ingest GUI, 
Configuration/Providers, change the 
FTP Pull password and FTP 
Notification (Push) password for this 
provider. (When processing attempts 
to 'pull' this granule from the host, it 
should fail and generate an alert and 
suspend FTP Read for this 
host/provider pair. When a notification 
is attempted, this will also fail and 
suspend FTP Write for this 
host/provider pair).<br />    d. From 
DPL Ingest GUI, Interventions 
&amp;amp; Alerts/Alerts, verify an 
alert is generated<br />    e. From DPL 
Ingest GUI, Configuration/ Global 
Tuning, increase the value of 
WAIT_SECS_NOTIFY_ACTIONS. 
(This is to ensure when we kill the 
Notification Service, we will have a 
number of un-sent PAN files from 
successful ingests when we resume in 
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# Action Expected Result Notes 
step 16a below). 

9 <i>2000 S-4</i>  #comment 
10 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions List</i>  #comment 
11 The test requires that there is at least one intervention pending for one of the 

ingest requests. 
a. Submit the PDR, R1, described in 
&quot;Test Data 
Requirements&quot;<br />    b. From 
DPL Ingest GUI, Interventions 
&amp;amp; Alerts&quot;/Ingest 
Interventions, verify an intervention is 
generated for this request.<br />    c. 
Before a notification message is sent, 
complete the next two steps. 

 

12 <i>2000 S-5</i>  #comment 
13 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration List, 

Active Ingest Request List</i> 
 #comment 

14 While there are at least 100 ingest requests queued and at least 100 ingest 
requests and granules active and while there is an alert pending for one of the 
FTP hosts and while at least one granule is transferring via scp terminate the 
Data Pool Ingest Processing Server without causing a fault in polling. At least 
one of the active ingest requests must have a suspended granule; the 
remaining active ingest requests (at least one) must not have any suspended 
granules. 

a. From DPL Ingest GUI, 
Configuration/Providers, identify two 
providers: one who uses FTP and 
another that uses SCP (both are 
remote).<br />    b. Submit 200 PDRs 
(from a variety of providers) into their 
polling locations.<br />    c. When 
there are at least 100 requests active 
and another 100 in 'New' state, 
continue.<br />    d. From DPL Ingest 
GUI, Monitoring/Request Status 
locate request R1 and verify that the 
granule with the invalid file id is 
suspended. Other requests should not 
have suspended granules.<br />    e. 
Kill the Ingest Processing Service for 
the mode. 

 

15 <i>2000 V-1</i>  #comment 
16 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
17 Verify that the Data Pool Ingest GUI status page shows that the ingest 

processing service is currently down. 
From DPL Ingest GUI, Home, verify 
that the &quot;Processing Service 
Status&quot; changes to 'Down'. 

 

18 <i>2000 V-2</i>  #comment 
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# Action Expected Result Notes 
19 Terminate the polling server. Kill the Ingest Polling Service for the 

mode. 
 

20 <i>2000 V-3</i>  #comment 
21 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
22 Verify that the Data Pool Ingest GUI status page shows that the polling 

service is currently down as well. 
From DPL Ingest GUI, Home, verify 
that the &quot;Polling Service 
Status&quot; changes to 'Down'. 

 

23 <i>2000 V-4</i>  #comment 
24 Terminate the notification server. Kill the Ingest Notification Service for 

the mode. 
 

25 <i>2000 V-5</i>  #comment 
26 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
27 Verify that the Data Pool Ingest GUI status page shows that the notification 

service is currently down as well. 
From DPL Ingest GUI, Home, verify 
that the &quot;Notification Service 
Status&quot; changes to 'Down'. 

 

28 <i>2000 V-6</i>  #comment 
29 Ensure that at least 900 unprocessed PDR have accumulated in the polling 

directories. Resume the polling service. 
a. Copy an additional 900 PDRs (from 
a variety of providers) into their 
polling locations.<br />    b. Run 
EcDlInPollingServiceStart [MODE], 
found in the utilities directory. 

 

30 <i>2000 V-7</i>  #comment 
31 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
32 Verify that the Data Pool Ingest GUI status page no longer shows that the 

polling service is currently down. 
From DPL Ingest GUI, Home, verify 
that the &quot;Polling Service 
Status&quot; changes to 'Up'. 

 

33 <i>2000 V-8</i>  #comment 
34 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

35 Verify that polling resumes normally except for polling directories on the 
host for which an alert is pending and that ingest requests are being queued. 

a. Check EcDlInPollingService.ALOG 
to verify that polling has resumed 
except for on the host for which an 
alert is pending.<br />    b. From DPL 
Ingest GUI, Monitoring/Request 
Status, verify that ingest requests are 
being queued. 

 

36 <i>2000 V-9</i>  #comment 
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# Action Expected Result Notes 
37 Resume the notification service. Run EcDlInNotificationServiceStart 

[MODE], found in the utilities 
directory. 

 

38 <i>2000 V-10</i>  #comment 
39 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
40 Verify that the Data Pool Ingest GUI status page no longer shows that the 

notification service is currently down. 
From DPL Ingest GUI, verify that the 
&quot;Notification Service 
Status&quot; changes to 'Up'. 

 

41 <i>2000 V-11</i>  #comment 
42 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration List, 

System Alerts</i> 
 #comment 

43 Verify that notification resumes and any notifications for completed requests 
that have not yet been sent are sent now except if they are affected by the 
pending alert. 

Note: There should be many un-sent 
PAN files as a result of the 
configuration change in step 3e 
above<br />    a. From DPL Ingest 
GUI, Configuration/Providers page, 
go to the details of each provider and 
identify the &quot;Path&quot; under 
FTP Info. Go to these directories and 
verify that notifications are being 
sent.<br />    b. From the DPL Ingest 
GUI, Interventions &amp;amp; 
Alerts/Alerts, verify that notifications 
from the host/provider that has an alert 
pending (step 3c above) are not being 
sent. 

 

44 <i>2000 V-12</i>  #comment 
45 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

46 Note the state of the various requests. From DPL Ingest GUI, 
Monitoring/Request Status, note the 
state of various requests. Note the 
Request ID for requests that will meet 
the requirements of steps 20a, 21a, 
22d, 23d and 24 below. 

 

47 <i>2000 V-13</i>  #comment 
48 <i>Document Reference: DPL Ingest GUI 609: ECS Service  #comment 
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# Action Expected Result Notes 
Configuration</i> 

49 Suspend one of the ECS hosts while the processing service is down. From DPL Ingest GUI, 
Configuration/ECS Services, select 
one of the ECS Service hosts and 
suspend all services. 

 

50 <i>2000 V-14</i>  #comment 
51 <i>Document Reference: DPL Ingest GUI 609: ECS Service 

Configuration</i> 
 #comment 

52 Change the number of slots for one of the services for another of the ECS 
hosts while the processing service is down. 

From DPL Ingest GUI, 
Configuration/ECS Services, select 
another host and lower the &quot;Max 
Concurrent File Transfer' or the 'Max 
CPU Operations'. 

 

53 <i>2000 V-15</i>  #comment 
54 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

55 While the processing service is down, verify for at least two granules that did 
not complete ingest at the time of the fault and that belong to collections 
configured for publication in the Data Pool that no inserts into the public Data 
Pool were queued for them. 

a. From DPL Ingest GUI, 
Monitoring/Request Status, identify 
two granules that have not passed into 
the &quot;Successful&quot; state 
prior to the fault.<br />    b. Verify that 
these granules have not advanced past 
the 'Inserting' state.<br />    c. In 
database Ingest_[mode], search the 
InDPLIngestGranule table for the 
RequestID to identify the 
ECSGranuleID for these granules.<br 
/>    d. In database DataPool_[mode], 
search the DlInsertActionQueue table 
and verify that these ECSGranuleID 
are NOT in the table.<br />    e. In the 
datapool database, run 
ProcGetGranuleDatapoolDirs 
[GranuleID] to identify the files and 
directories of each granule. Go to the 
public directory and verify that the 
files for this granule are not there.<br 
/>    f. Also verify, from the Ingest 
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# Action Expected Result Notes 
Processing log, that the granule exists 
in the hidden directory area and has 
NOT been moved to the public area. A 
statement should be found about the 
hidden directory but none about the 
public area. 

56 <i>2000 V-16</i>  #comment 
57 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

58 While the processing service is down, verify for at least two granules that did 
complete ingest at the time of the fault and that belong to collections 
configured for publication in the Data Pool that inserts into the public Data 
Pool were queued for them. 

a. From DPL Ingest GUI, 
Monitoring/Request Status, identify 
two granules that were in the 
'Inserted', &quot;Publishing&quot; or 
&quot;Successful&quot; state prior to 
the fault.<br />    b. In database 
Ingest_[mode], search the 
InDPLIngestGranule table for the 
RequestID to identify the 
ECSGranuleID for these granules.<br 
/>    c. In database DataPool_[mode], 
search the DlInsertActionQueue table 
and verify that these ECSGranuleID 
ARE in the table.<br />    d. Identify 
five granules and their current state for 
Criterion 2000 V24<br />    e. Verify 
that these granules are no longer in the 
hidden directories. From the Ingest 
Processing Server log, locate their 
hidden directories, &quot;cd&quot; to 
that location, and verify that no 
filenames with these IDs are now 
present there. 

 

59 <i>2000 V-17</i>  #comment 
60 <i>Document Reference: EOS Data Gateway 609</i>  #comment 
61 While the processing service is down, perform a search via the V0 Gateway 

such that the search criteria cover at least two granules that did not complete 
ingest at the time of the fault. Verify that the granules are not included in the 
search results. 

a. Open up a web browser and type in 
the URL to the EDG (client to V0 
Gateway), e.g. for PVC OPS 
//p2ins01.pvc.ecs.nasa.gov/~imswww/
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# Action Expected Result Notes 
3.5b.3/imswelcome<br />    b. Select 
&quot;Local Granule ID 
Search&quot;.<br />    c. Determine 
the ECS Granule UR by concatenating 
SC:[esdt].[version]:[GranuleID].<br />   
d. Perform a search for each of the two 
granules from step 17 above that have 
NOT completed ingest by entering 
their ECS Granule UR in the 
&quot;Enter a single unique Local 
Granule ID&quot; field and clicking 
&quot;Start Search.&quot;<br />    e. 
Verify that neither granule is returned 
in the result set. 

62 <i>2000 V-18</i>  #comment 
63 <i>Document Reference: EOS Data Gateway 609</i>  #comment 
64 While the processing service is down, perform a search via the V0 Gateway 

such that the search criteria cover at least two granules that did complete 
ingest at the time of the fault. Verify that the granules are included in the 
search results. 

a. Open up a web browser and type in 
the URL to the EDG (client to V0 
Gateway), e.g. for PVC OPS 
//p2ins01.pvc.ecs.nasa.gov/~imswww/
3.5b.3/imswelcome<br />    b. Select 
&quot;Local Granule ID 
Search&quot;.<br />    c. Determine 
the ECS Granule UR by concatenating 
SC:[esdt].[version]:[GranuleID].<br />   
d. Perform a search for each of the two 
granules from step 17 above that 
HAVE completed ingest by entering 
their ECS Granule UR in the 
&quot;Enter a single unique Local 
Granule ID&quot; field and clicking 
&quot;Start Search.&quot;<br />    e. 
Verify that both granules are returned 
in the result set. 

 

65 <i>2000 V-19</i>  #comment 
66 <i>Document Reference: Bulk URL Utility: Insert<br />BMGT</i>  #comment 
67 Run the utility to export Data Pool URL. Verify that the utility does not 

export the URL of any granules that are not yet registered in the SDSRV 
a. To prepare for verification of this 
step, first choose a subset of the 
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# Action Expected Result Notes 
inventory or whose granule inventory information has not been exported 
before via the BMGT in a bulk metadata file. 

granules, and run BMGT on them, 
using the single-granule BMGT mode 
as follows:(on acl box, under 
&lt;MODE&gt;/CUSTOM/utilities)Ec
BmBMGTStart -g 
&lt;granuleId&gt;<br />Record which 
granules have been pre-exported with 
BMGT in this way, and which have 
not.<br />    b. While Processing is 
suspended, run the Bulk URL Utility 
(EcBmBulkURLStart in the utilities 
directory) and verify that granules that 
are in states after 
&quot;Transferred&quot; but before 
&quot;Inserted&quot; (not yet 
registered in the SDSRV), and which 
are in the pre-exported subset in (a), 
are NOT included in the result set.<br 
/>    c. Repeat step (b) but this time for 
granules which are already inserted 
into SDSRV database (i.e. have 
advanced past &quot;Inserting&quot; 
- either &quot;Inserted&quot;, 
&quot;Publishing&quot;, or 
&quot;Published&quot;), but which 
are not in the pre-exported subset in 
(a), and verify that they are NOT 
included in the result set, either. 

68 <i>2000 V-20</i>  #comment 
69 <i>Document Reference: DPL Ingest GUI 609: Provider Status List</i>  #comment 
70 Wait until the number of queued ingest request is at least 1000. Resume the 

ingest processing service. 
a. Note the Request IDs that were 
active prior to the Processing Service 
failure.<br />    b. Copy another 1000 
PDRs into their polling locations<br 
/>    c. From DPL Ingest GUI, 
Monitoring/Provider Status, wait until 
the Total for 'Requests Queued' 
reaches 1000 or higher.<br />    d. Run 
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# Action Expected Result Notes 
EcDlProcessingServiceStart [MODE], 
found in the utilities directory.<br />    
e. Note the time (for use in criterion 
200 V-37 below). 

71 <i>2000 V-21</i>  #comment 
72 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

73 Verify that requests that were active at the time of fault are activated first. In EcDlInProcessingService.ALOG, 
verify that Requests identified in step 
25a are activated BEFORE the 
Requests submitted in step 25b. 

 

74 <i>2000 V-22</i>  #comment 
75 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List, 

Active Ingest Request Detail</i> 
 #comment 

76 Verify that granules that were active at the time of fault are activated first. In EcDlInProcessingService.ALOG, 
verify that Granules that belong to 
Requests identified in step 25a are 
activated BEFORE Granules that 
belong to Requests submitted in step 
25b. 

 

77 <i>2000 V-23</i>  #comment 
78 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

Detail</i> 
 #comment 

79 Verify that granules that were suspended at the time of fault are suspended. From DPL Ingest GUI, 
Monitoring/Request Status, view the 
request details of requests with the 
suspended granules and verify in 
granule details that these granules are 
still &quot;Suspended&quot; 

 

80 <i>2000 V-24</i>  #comment 
81 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

Details</i> 
 #comment 

82 Verify for at least five granules that they are resumed from their last 
checkpoint state. 

On the Request Detail page, verify the 
current state of five granules from the 
list of requests/granules compiled in 
step 17. Verify that they have resumed 
processing. 
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# Action Expected Result Notes 
83 <i>2000 V-24.1</i>  #comment 
84 Verify for all of the granules that were active at the time of fault and require 

publishing in the Data Pool that there is one and only one Data Pool 
publishing action queued for each. 

From 
EcDlInProcessingService.ALOG, 
verify that for all of the 
Requests/Granules identified in step 
25a, there exists only one publishing 
action for each granule. 

 

85 <i>2000 V-25</i>  #comment 
86 Verify that the suspended ECS host is not used. In EcDlInProcessingService.ALOG, 

verify that the ECS Host suspended in 
Criterion V-13 above is NOT used. 

 

87 <i>2000 V-26</i>  #comment 
88 Verify that the change in the processing slots on one of the other ECS hosts 

that was made while the processing service was down is in effect. 
In EcDlInProcessingService.ALOG, 
verify that the number of 
transfer/checksum operations does not 
exceed the value set in Criterion 2000 
V-14. 

 

89 <i>2000 V-27</i>  #comment 
90 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
91 Verify that the alert is still displayed on the ingest GUI. From DPL Ingest GUI, Interventions 

&amp;amp; Alerts/Alerts, verify that 
the alert for the suspended host is still 
present. 

 

92 <i>2000 V-28</i>  #comment 
93 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions List</i>  #comment 
94 Verify that the intervention is still displayed on the ingest GUI. From DPL Ingest GUI, Interventions 

&amp;amp; Alerts/Interventions, 
verify that the intervention (from 
Criterion 2000 S-4) is still present. 

 

95 <i>2000 V-29</i>  #comment 
96 Verify that no activities are being dispatched that require the FTP host for 

which the alert is pending but that retries continue. 
From 
EcDlInProcessingService.ALOG, 
verify that although retries to the 
suspended host continue, no 'New' 
requests begin the process. 

 

97 <i>2000 V-30</i>  #comment 
98 Remove the error condition that caused the FTP host alert. From the DPL Ingest GUI,  
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# Action Expected Result Notes 
Configuration/Transfer Hosts, correct 
the incorrect password for the 
suspended FTP Host. 

99 <i>2000 V-31</i>  #comment 
100 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
101 Verify that the alert is cleared. From DPL Ingest GUI, Interventions 

&amp;amp; Alerts/Alerts, verify that 
the alert clears. 

 

102 <i>2000 V-32</i>  #comment 
103 Verify that polling file transfers and notifications for the host resume. From EcDlInPollingService.ALOG, 

verify that polling resumes on this 
host. From Notification Service log 
also verify that notifications resume. 

 

104 <i>2000 V-33</i>  #comment 
105 Resume the suspended ECS host. Resume the ECS Host suspended in 

Criterion 2000 V-13. 
 

106 <i>2000 V-34</i>  #comment 
107 Verify that the host is being used for file transfers and checksums. From 

EcDlInProcessingService.ALOG, 
verify that this host is again being 
used for file transfers and checksums. 

 

108 <i>2000 V-35</i>  #comment 
109 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

Details</i> 
 #comment 

110 Verify that all of the active requests that had no granules suspended when the 
processing service was terminated complete ingest successfully and have no 
suspended granules. 

From DPL Ingest GUI, 
Monitoring/Request Status/Ingest 
Request Details for requests identified 
in step 25a, verify that requests that 
were active and had no suspended 
granules complete successfully 
without any suspended granules. 

 

111 <i>2000 V-36</i>  #comment 
112 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

113 Verify that all of the active requests that had some granules suspended when 
the processing service was terminated enter into intervention but have no 
additional suspended granules. 

From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
active requests that had some 
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# Action Expected Result Notes 
suspended granules, now have 
interventions. However, there are no 
'new' suspensions since the resumption 
of processing. 

114 <i>2000 V-37</i>  #comment 
115 Verify that recovery took less than 15 minutes. In the 

EcDlInProcessingService.ALOG, 
verify that the granules of active 
requests identified in step 25a resume 
advancing through the various states 
within 15 minutes from the re-start 
time noted in step 25e.<br />Reset 
WAIT_SECS_NOTIFY_ACTIONS 
(modified in step 3e above) to its 
default value. 

 

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

2000   

2100 PDRs from a 
variety of providers 
(at least one FTP and 
one scp). PLUS 
 
R1: 1 PDR of the 
required data type 
with the FILE_ID 
changed to 
“INVALID” . 

MOD29P1D 
 
[Requires 
Chksum, and File 
Transfers] 

None 1-2 gran / PDR 
All sizes 
included 

/sotestdata/SynergyVI/DP_S6_01/ 
Criteria/2000/V086/ 
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EXPECTED RESULTS: 
 

308 BMGT TEST. (ECS-ECSTC-2719) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 
 
STEPS:   
# Action Expected Result Notes 
1 <i>2200 S-1</i>  #comment 
2 [BMGT Test.] This criterion may be verified by a separate test procedure or 

as part of the test procedure for criteria 300 to 395. 
  

3 <i>2200 S-2</i>  #comment 
4 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page, 

File System Status</i> 
 #comment 

5 While Data Pool ingest is active suspend the Browse archive and one archive 
used by science granules. Wait until there are a number of browse and 
science granules that have completed all ingest steps up to the copying to the 
browse archive. Then execute the BMGT and generate ECSBBR and 
ECSMETG products. 

a. Submit the set of PDRs described in 
&quot;Test Data 
Requirements&quot;<br />    b. From 
DPL Ingest GUI, Home, verify that 
the &quot;General Ingest 
Status&quot; is active.<br />    c. 
From DPL Ingest GUI, 
Monitoring/File System Status, in the 
Archive File System section, select 
&quot;Browse&quot; and another 
archive used by science granules, and 
click Suspend.<br />    d. Wait until 
there are several browse and science 
granules in the step immediately 
preceding Archiving or 
Preprocessing<br />    e. Edit the 
parameter beginDate to current 
datetime e,g 
&lt;beginDate&gt;10/10/2006 
13:00:00&lt;/beginDate&gt;<br />    f. 
On the acs box under 
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# Action Expected Result Notes 
&lt;MODE&gt;/utilities, execute 
EcBmBMGTStart -P Browse and 
EcBmBMGTStart -P Granule 

6 <i>2200 V-1</i>  #comment 
7 Verify that the ECSBBR product does not include any browse granules that 

have not yet been copied to the Browse archive. 
a. Switch to the 
CUSTOM/ProductOutput directory (or 
another directory as specified in the 
BMGT config file)<br />    b. Make 
sure there is not the XML file 
generated for ECSBBR because the 
granule has not been ingested into 
SDSRV Database or use sql command 
to check make sure granules have not 
been ingested into SDSRV 
Database<br />    c. select 
a.ShortName, a.VersionID, 
a.insertTime, a.dbID, b.granuleId, 
b.browseId, o.subType, o.dbID, 
o.insertTime<br />    d. from 
DsMdGranules a, 
DsMdBrowseGranuleXref b, 
DsMdBrowse o<br />    e. where 
a.ShortName = 
&quot;MOD29P1D&quot;<br />    f. 
and a.dbID = b.granuleId<br />    g. 
and b.browseId = o.dbID<br />    h. 
and a.insertTime &gt; (current 
datetime such as&quot;Oct 17 
2006&quot;)<br />    i. Verify there 
are no browse granules listed that have 
not yet been copied to the Browse 
archive.<br />ll -lrt 
/stornext/amfs1/OPS/drp/modis<br 
/>ll -lrt /stornext/browfs/OPS/browse 

 

8 <i>2200 V-2</i>  #comment 
9 Verify that the ECSMETG product does not include the metadata of granules 

that have not yet been copied to the archive. 
a. Switch to the 
CUSTOM/ProductOutput directory (or 
another directory as specified in the 
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# Action Expected Result Notes 
BMGT config file)<br />    b. Make 
sure there is not the XML file 
generated for ECSMETG because 
there granule has not been ingested 
into SDSRV Database.<br />    c. 
select a.ShortName, a.VersionID, 
a.insertTime, a.dbID, b.granuleId, 
b.browseId, o.subType, o.dbID, 
o.insertTime<br />    d. from 
DsMdGranules a, 
DsMdBrowseGranuleXref b, 
DsMdBrowse o<br />    e. where 
a.ShortName = 
&quot;MOD29P1D&quot;<br />    f. 
and a.dbID = b.granuleId<br />    g. 
and b.browseId = o.dbID<br />    h. 
and a.insertTime &gt; (current 
datetime suchas &quot;Oct 17 
2006&quot;)<br />    i. Verify there 
are no granules listed that have not yet 
been copied to the Browse archive.<br 
/>ll -lrt 
/stornext/amfs1/OPS/drp/modis<br 
/>ll -lrt /stornext/browfs/OPS/browse 

10 <i>2200 V-3</i>  #comment 
11 <i>Document Reference: DPL Ingest GUI 609: File System Status</i>  #comment 
12 Resume the suspended archives. Ensure that all granules that were not copied 

to the archive prior to the BMGT run are now in the archive. Rerun the 
BMGT. (This runs does not need to occur right away.) 

a. From DPL Ingest GUI, 
Monitoring/File System Status, select 
the archives suspended previously and 
click &quot;Resume&quot;<br />    b. 
Access the archive location and ensure 
that all the granules have been placed 
on StorNext.<br />ll -lrt 
/stornext/amfs1/OPS/drp/modis<br 
/>ll -lrt 
/stornext/browfs/OPS/browse<br />    
c. Re-run BMGT as specified in 
Criterion 2200 S-2 
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# Action Expected Result Notes 
13 <i>2200 V-4</i>  #comment 
14 Verify that the browse granules that were originally omitted from the 

ECSBBR product are now present. 
Examine the resulting XML for 
ECSBBR and verify that the browse 
granules initially omitted are now 
present.<br />Check dir 
/usr/ecs/OPS/CUSTOM/ProductOutpu
t 

 

15 <i>2200 V-5</i>  #comment 
16 Verify that the science granules that had not yet been in the archive at the 

time of the previous BMGT run are included in the ECSMETG product now. 
Examine the resulting XML for 
ECSMETG and verify that the science 
granules initially omitted are now 
present.<br />Check dir 
/usr/ecs/OPS/CUSTOM/ProductOutpu
t 

 

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

2200   
5 PDRs; 10 
science granules, 
10 browse 

MOD29P1D None 2 granules/PDR None 
/sotestdata/SynergyVI/DP_S6_01/ 
Criteria/2200/V086/ 

  

 
EXPECTED RESULTS: 
 

309 PERFORM CROSS-DAAC INGEST (ECS-ECSTC-2720) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 
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STEPS:   
# Action Expected Result Notes 
1 <i>2400 S-1</i>  #comment 
2 [Perform Cross-DAAC Ingest.] This criterion may be verified by a separate 

test procedure or as part of the test procedure for criteria 300 to 395. 
Note: This test will ingest ALL 681 
PDRs the Science Office has acquired 
and placed in the Criteria 2400 
directory. (These PDRs and granules 
will NOT be tested as part of the 
Criteria 300 test). 

 

3 <i>2400 S-2</i>  #comment 
4 This test uses the new capability that allows OMS to distribute metadata in 

.met file format. 
VATC will be DAAC #1 and PVC 
will be DAAC #2. Data will be pushed 
from DAAC #1 into DAAC #2 which 
will receive the DN and the ECS 
software will create a PDR so that 
DAAC #2 can perform ingest. 

 

5 <i>2400 S-3</i>  #comment 
6 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

List</i> 
 #comment 

7 Identify collections that are transferred from one DAAC to another via cross 
DAAC ingest. Include at least two collections that represent ancillary 
granules and two collections that do not. 

DAAC #2: From DPL Ingest GUI, 
Configuration/Providers, locate the 
'DDIST' provider. (This provider will 
be configured for Local transfers). 
Determine the host and polling 
location for this provider. 

 

8 <i>2400 S-4</i>  #comment 
9 Distribute at least one day of granules for each collection via OMS in 

Synergy 4 mode to a directory that is polled for Data Pool Ingest. Ensure that 
the corresponding DN includes a checksum and that the distribution includes 
an ODL metadata file (configure OMS accordingly). 

a. Within OMS GUI, under ODL 
Metadata Users (delivered in OMS 
v7.20), add the 'xdaac email address' 
(EcInEmailGWServer_[mode] @ the 
mail server for DAAC #2 (p0ins02, 
f2ins02 or f3ins02) to the list of email 
addressees desiring ODL metadata.<br 
/>    b. DAAC #1: Within OMS, create 
a distribution request for the granules 
identified above. The data will be 
pushed to a directory that is local to 
DAAC #2.<br />    c. OMS will 
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# Action Expected Result Notes 
include a checksum in the Distribution 
Notice if a checksum was included in 
the metadata stored in the (DAAC#1) 
SDSRV database<br />    d. Cause 
OMS to send an email notification to 
the 'xdaac email address' configured 
above. (OMS is case sensitive).<br />    
e. Also send the DN to cmshared or 
tester account (in order to verify the 
DN and to examine any possible error 
emails).<br />    f. At DAAC #2, a 
script will save the email as a 
[x].notify file and then the Email 
Parser will convert the .notify file into 
a PDR. The .notify file will be deleted 
and the PDR will be moved into the 
DDIST polling location. 

10 <i>2400 V-1</i>  #comment 
11 Verify that the corresponding Distribution Notices include a checksum. The DN, once converted into a PDR, 

is NOT saved. Instead verify that the 
PDR contains the checksum that was 
originally in the DN. 

 

12 <i>2400 V-2</i>  #comment 
13 Verify that the distribution includes an ODL metadata file (configure OMS 

accordingly) 
Verify that the PDR references both a 
Science granule and a Metadata file. 
Verify that both have been pushed (by 
DAAC #1) into the correct host and 
directory. 

 

14 <i>2400 V-3</i>  #comment 
15 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

16 Verify that the granules are ingested successfully. From DPL Ingest GUI, 
Monitoring/Request Status, monitor 
Ingest Request status for this request 
to ensure it proceeds to successful 
completion. 

 

17 <i>2400 V-4</i>  #comment 
18 <i>Document Reference: OMS GUI 609</i>  #comment 



 

1073 
 

# Action Expected Result Notes 
19 Reconfigure OMS to distribute metadata files to the destination in XML file 

format. 
Within the OMS GUI, under ODL 
Metadata Users, delete the eMail 
address configured above in step 4a. 
(OMS will now distribute metadata in 
XML format). 

 

20 <i>2400 V-5</i>  #comment 
21 Distribute at least one day of granules for each collection via OMS in 

Synergy 4 mode to a directory that is polled for Data Pool Ingest. Ensure that 
the corresponding DN includes a checksum and that the distribution includes 
a XML metadata file (configure OMS accordingly). 

Repeat Criterion 2400 S-4  

22 <i>2400 V-6</i>  #comment 
23 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

24 Verify that the granules are ingested successfully. From DPL Ingest GUI, 
Monitoring/Request Status, monitor 
Ingest Request status for this request 
to ensure it proceeds to successful 
completion. 

 

25 <i>2400 V-7</i>  #comment 
26 Verify that the SDSRV inventory contains the correct metadata. a. Use the OM CLI Driver to acquire 

the granule (and xml metadata) just 
inserted.<br />    b. Run 'diff' on the 
metadata file received from DAAC #1 
and the file produced by the OM CLI 
Driver. 

 

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

2400   
Ingest data into the 
VATC so it will be 

GDAS_0ZF, 
GDAS0ZFH, 

None 
1 days worth of 
XDAAC data. 

mixed 
/sotestdata/SynergyVI/DP_S6_01/ 
Criteria/2400/V086/ 
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Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

available for a push 
by OMS into the 
PVC 

MOD07_L2, 
MIL2ASAE 
 
[Cross-DAAC; 2 
ancillary ESDTs, 2 
not; requires 
Chksum] 

 
EXPECTED RESULTS: 
 

310 TRANSITION AND FALL-BACK (ECS-ECSTC-2721) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 
 
STEPS:   
# Action Expected Result Notes 
1 <i>2510 S-1</i>  #comment 
2 [Transition and Fall-back] This test may be performed as part of a 24 hour 

stability test. This test will first execute the INGST CI, then transition to Data 
Pool Ingest, then fall back to operation with the INGST CI, and finally 
transition back to Data Pool Ingest. It is permissible to have completed 
installation of Release 7.20 and any changes to Release 7.11 that are part of 
the transition preparation. 

Ver. 7.20 software will have been 
previously installed on the Linux 
boxes; Ver. 7.11 software will be 
configured for operation on the legacy 
hardware for the test mode. The Ingest 
database WILL have been converted 
to 7.20 style before this test.<br 
/>Ensure the 130 ESDTs, 9 providers 
and 11 polling locations defined in 
TestConfigData.xls are 
installed/configured in the v7.11 mode 
under test.<br />Ensure the ESDTs, 
providers, ftp hosts and polling 
locations are defined in DPL Ingest 
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# Action Expected Result Notes 
(without starting any 7.20 servers).<br 
/>Open a terminal window into the 
Ingest database for subsequent 
queries.<br />Note the Max 
RequestID 
(R&lt;sub&gt;0&lt;/sub&gt;) in 
InHistoricRequest table for use in 
subsequent database queries. 

3 <i>2510 S-2</i>  #comment 
4 <i>Document Reference: Sec 4.6.1 of v7.11 609</i>  #comment 
5 After executing Release 7.11 Ingest for the equivalent workload of 6 hours of 

a 24 hour test run, execute a 'first-time' transition to Release 7.20. 'First-time 
transition' means Release 7.20 may have been installed but must not have 
been executed yet in this mode. For example, the databases may not contain 
any data added by Release 7.20. Ensure that at the time of transition there are 
at least one hundred (100) PDR files in the polling directories that have not 
yet been polled by the INGST CI. During transition, continue to place new 
PDRs into the polling directories at the rate normally used during a 24-hour 
run. 

a. Bring up the 7.11 system in the 
mode.<br /><br />b. 'Cold' start the 11 
instances of EcInPolling (one for each 
of the 11 polling locations).<br /><br 
/>c. Initiate a 'trickle' script that feeds 
4000 PDRs into the 11 polling 
locations. The script will use tiny 
granules of &quot;ver 86&quot; 
data.<br /><br />d. From Ingest GUI, 
monitor the progress of ingests. These 
PDRS are called Phase 1.<br /><br 
/>e. After Ingest classic has ingested 
these granules, perform a graceful 
shutdown of the 7.11 mode. (Turn off 
the Polling Servers and allow all in-
progress PDRs to complete 
processing, then shutdown the 
mode).<br /><br />f. Note any 'active' 
requests that fail to complete.<br 
/><br />g. Perform the 'Transition 
Script' to: archive completed requests, 
import the 'OldList' files, and remove 
non-terminal uncompleted requests 
from InPDRList.<br /><br />h. Note 
the Max Request ID 
(R&lt;sub&gt;1&lt;/sub&gt;) in 
InHistoricRequest table for subsequent 
database queries.<br /><br />i. PDRs 
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# Action Expected Result Notes 
should continue to accumulate in the 
polling locations.<br /><br />j. Once 
at least 100 new PDRS have 
accumulated in the polling locations, 
continue to the next step. (Use the 
'Find' command listed below). 

6 <i>2510 V-1</i>  #comment 
7 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

8 Immediately after starting Data Pool Ingest, verify that the active request 
information does not include requests that were processed by the INGST CI. 

a. Start up v7.20 on the new Linux 
hardware in the same test mode.<br 
/><br />b. Note the exact date/time for 
the History report in step 14 below.<br 
/><br />c. 'Trickle' ~2666 PDRs into 
their polling locations at a '24-hour 
rate'. These PDRs are called Phase 
2.<br /><br />d. Perform the 'Active - 
Historic Query' (listed below) 
regularly during this phase. The query 
should always return an empty 
resultset. 

 

9 <i>2510 V-2</i>  #comment 
10 Verify that none of the requests whose ingest was completed by the INGST 

CI are processed again. 
Regularly perform the 'Historic Query' 
(listed below). The query should 
always return an empty resultset. 

 

11 <i>2510 V-3</i>  #comment 
12 Verify that all requests which were not processed by the INGST CI but whose 

PDRs were in the polling directories at the time of transition are indeed 
processed. 

a. Perform a 'find' command to list all 
of the PDRs in the various polling 
locations. Pipe the output to a file.<br 
/><br />b. Store the resultset of 
'Completed Phase 1 Requests' in an 
output file.<br /><br />c. Exclude the 
results from step b in the file created 
in step a. Remainder are PDRs 
awaiting 7.20 ingest.<br /><br />d. 
Verify in 
EcDlInProcessingService.ALOG that 
these PDRs are now processed by the 
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# Action Expected Result Notes 
Polling Service. 

13 <i>2510 V-4</i>  #comment 
14 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

15 Verify that it is possible to execute Data Pool Ingest for the equivalent 
workload of 4 hours of a 24 hour test run without error. 

From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
ingesting these Phase 2 PDRs works 
without failure. (No failure that would 
warrant an NCR). 

 

16 <i>2510 V-5</i>  #comment 
17 While processing this workload, use the Data Pool Ingest GUI to modify 

information for at least one provider. 
From DPL Ingest GUI, 
Configuration/Providers, modify the 
FTP Notification directory for one 
provider. (This change will be checked 
in INGST CI at step 10 below). 

 

18 <i>2510 V-6</i>  #comment 
19 Execute a fall-back to Release 7.11 INGST such that there is at least one 

ingest request that does not complete (e.g., keep it suspended) such that at 
least one granule completed and at least one did not, and at least one hundred 
(100) ingest requests that are still queued, and verify that the fallback can be 
completed in less than two hours. During fall-back, continue to place new 
PDRs into the polling directories at the rate normally used during a 24-hour 
run. 

a. After the last of the Phase 2 PDRs 
have been picked up by Polling (check 
table InPDRList), suspend the Polling 
Service.<br /><br />b. Suspend one 
request and allow another to go to 
completion.<br /><br />c. Suspend 
Procesing while there are still 100 
'new' requests. Note the time as 
'Fallback Start Time'.<br /><br />d. 
Allow time for the rest of the PDRs to 
complete processing. Bring down the 
v7.20 mode.<br /><br />e. PDRs will 
continue to accumulate in the polling 
locations.<br /><br />f. Perform the 
'Fallback Script' to archive completed 
requests, delete non-terminal, un-
completed requests from InPDRList, 
and to write the various OldList 
files.<br /><br />g. Re-start the mode 
in v7.11<br /><br />h. Perform a 
WARM start of the 11 Polling 
Servers.<br /><br />i. Note the time as 
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# Action Expected Result Notes 
'Fallback Complete Time'. This should 
be within two hours of the start 
time.<br /><br />j. Re-start the Ingest 
(classic) GUI.<br /><br />k. 'Trickle' 
~1333 PDRs into their polling 
locations. These PDRs are called 
Phase 3. 

20 <i>2510 V-7</i>  #comment 
21 Immediately after starting Release 7.11 INGST, verify that the active request 

information does not include requests that were processed by Data Pool 
Ingest. 

Perform the 'Active - Historic Query' 
(listed below) regularly during this 
phase. The query should always return 
an empty resultset. 

 

22 <i>2510 V-8</i>  #comment 
23 Verify that the provider modifications made with the Data Pool Ingest GUI 

are displayed by the INGST GUI. 
Check that the change made to the 
FTP notification directory in step 7 
above is reflected in the INGST CI 
GUI. 

 

24 <i>2510 V-9</i>  #comment 
25 Verify that none of the requests whose ingest was completed by Data Pool 

Ingest are processed again. 
Regularly perform the 'Historic Query' 
(listed below). The query should 
always return an empty resultset. 

 

26 <i>2510 V-10</i>  #comment 
27 Verify that all requests which were not processed by Data Pool Ingest but 

whose PDRs were in the polling directories at the time of transition are 
indeed processed. 

a. Perform a 'find' command to list all 
of the PDRs in the various polling 
locations. Pipe the output to a file.<br 
/><br />b. Store the resultset of 
'Completed Phase 2 Requests' in an 
output file.<br /><br />c. Exclude the 
results from step b in the file created 
in step a. Remainder are PDRs 
awaiting 7.11 ingest.<br /><br />d. 
Verify in 
EcDlInProcessingService.ALOG that 
these PDRs are now processed by the 
Polling Service. 

 

28 <i>2510 V-11</i>  #comment 
29 Verify that it is possible to execute the INGST CI for the equivalent workload 

of 2 hours of a 24 hour test run without error. 
From Ingest (classic) GUI, verify that 
none of the Phase 3 PDRs fail. (No 
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# Action Expected Result Notes 
failure that would warrant an NCR). 

30 <i>2510 V-12</i>  #comment 
31 While processing this workload, verify that it is possible to obtain ingest 

history reports for a time period that includes the time during which Data 
Pool Ingest was executing and that the information in the reports is correct. 

From INGST CI GUI, request a ingest 
history report that includes the Phase 2 
and Phase 3 time periods. Verify that 
the ~2666 requests in Phase 2 
(R&lt;sub&gt;1&lt;/sub&gt; to 
R&lt;sub&gt;2&lt;/sub&gt;) and 
~1333 requests in Phase 3 
(R&lt;sub&gt;2&lt;/sub&gt; to 
R&lt;sub&gt;3&lt;/sub&gt;) are 
correctly included. 

 

32 <i>2510 V-13</i>  #comment 
33 While processing this workload, exercise the Ingest History Log Viewing 

TAB and the Ingest Status Monitoring TAB, and verify that they function 
without errors. 

From INGST GUI, verify that 
selection of History Log and 
Monitor/Control tabs functions 
properly. (We are not testing INGST 
CI GUI, but the fact that our requests 
ingested in 7.20 are displayed in this 
7.11 GUI). 

 

34 <i>2510 V-14</i>  #comment 
35 Execute another transition to Release 7.20 (this transition is not a 'first-time' 

transition) while there at least one hundred (100) PDR files in the polling 
directories that have not yet been polled by the INGST CI, and verify that it is 
possible to complete the transition in less than two hours. During transition, 
continue to place new PDRs into the polling directories at the rate normally 
used during a 24-hour run. 

a. After the last of the Phase 3 PDRs 
have been picked up by the Polling 
Servers, kill each instance of the 
Polling Server.<br /><br />b. Note the 
time as 'Transition Start Time'.<br 
/><br />c. Allow time for all of these 
PDRs to complete processing.<br 
/><br />d. After InGran has processed 
the last of the Phase 3 PDRs, 
shutdown the rest of the v7.11 
mode.<br /><br />e. Allow PDRs to 
continue to accumulate in the polling 
locations.<br /><br />f. Perform the 
'Transition Script' to: archive 
completed requests, import the 
'OldList' files, and remove non-
terminal uncompleted requests from 
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# Action Expected Result Notes 
InPDRList.<br /><br />g. Once at 
least 100 new PDRS have 
accumulated in the polling locations, 
continue to the next step. (Use the 
'Find' command listed below).<br 
/><br />h. Re-start the mode in 
v7.20<br /><br />i. When Polling and 
Processing have started, note the time 
as 'Transition Completed Time'. 
Verify that this time is within two 
hours of the start time.<br /><br />j. 
'Trickle' ~1333 PDRs into their polling 
locations. (These PDRs are called 
Phase 4). 

36 <i>2510 V-15</i>  #comment 
37 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page, 

Provider Status List, File System Status</i> 
 #comment 

38 Immediately after transition, verify that the statistics displayed for Data Pool 
Ingest in total, for each provider, and for archives and file systems are correct 
(it is permissible to suspend ingest processing and polling while performing 
this check). 

Wait for the system to come up. From 
DPL Ingest GUI, Home, suspend the 
Polling and Processing Services. 
Verify the number of requests and 
granules agree with the numbers and 
types submitted by 'trickle' scripts.<br 
/><br />a. Home Page<br /><br />b. 
Monitoring/Provider Status, and<br 
/><br />c. Monitoring/File System 
Status (for Archiving and File 
Systems)<br />Resume Polling and 
Processing. 

 

39 <i>2510 V-16</i>  #comment 
40 Immediately after starting Data Pool Ingest, verify that the active request 

information does not include requests that were processed by the INGST CI. 
Perform the 'Active - Historic Query' 
(listed below) regularly during this 
phase. The query should always return 
an empty resultset. 

 

41 <i>2510 V-17</i>  #comment 
42 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
43 Immediately after starting Data Pool Ingest, verify that there are no pending 

alerts and no operator interventions. 
From the DPL Ingest GUI, 
Intervention &amp;amp; 
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# Action Expected Result Notes 
Alerts/System Alerts page, verify that 
there are neither System Alerts nor 
Operator Interventions. 

44 <i>2510 V-18</i>  #comment 
45 Verify that none of the requests whose ingest was completed by the INGST 

CI are processed again. 
Regularly perform the 'Historic Query' 
(listed below). The query should 
always return an empty resultset. 

 

46 <i>2510 V-19</i>  #comment 
47 Verify that all requests which were not processed by the INGST CI but whose 

PDRs were in the polling directories at the time of transition are indeed 
processed. 

a. Perform a 'find' command to list all 
of the PDRs in the various polling 
locations. Pipe the output to a file.<br 
/><br />b. Store the resultset of 
'Completed Phase 3 Requests' in an 
output file.<br /><br />c. Exclude the 
results from step b in the file created 
in step a. Remainder are PDRs 
awaiting 7.20 ingest.<br /><br />d. 
Verify in 
EcDlInProcessingService.ALOG that 
these PDRs are now processed by the 
Polling Service. 

 

48 <i>2510 V-20</i>  #comment 
49 Verify that it is possible to execute Data Pool Ingest for the equivalent 

workload of 2 hours of a 24 hour test run without error. 
Continue Data Pool Ingest until the 
script completes, all PDRs are 
ingested and verify that there are no 
failed requests. (No failure that would 
warrant an NCR). 

 

50 <i>Find Commands</i>  #comment 
51 <i>1. Count PDRs on remote host polling location,<br />e.g. on origin: 

 find  /devdata1/INGEST/sotestdata/  -name '*.PDR' | wc –l<br 
/>Count PDRs on local host polling location,<br />e.g. on f3acg01: find  
/usr/ecs/DEV02/CUSTOM/data/INS/local/  -name '*.PDR' | wc -l</i> 

 #comment 

52 <i>2 To get a listing of PDRs at a polling location in an output file, execute 
the following:<br />On origin: find  /devdata1/INGEST/sotestdata/  -
name '*.PDR' &gt; [outfile]<br />On f3acg01: find  
/usr/ecs/DEV02/CUSTOM/data/INS/local/  -name '*.PDR' &gt; [outfile]</i> 

 #comment 

53 <i>Store each of these queries in a separate input file</i>  #comment 
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# Action Expected Result Notes 
54 <i>Completed Phase 1 Requests<br />   select PDRFileName from 

InHistoricRequest<br />    where RequestID &gt; R0 and RequestID &lt;= 
R1</i> 

 #comment 

55 <i>Completed Phase 2 Requests<br />   select PDRFileName from 
InHistoricRequest<br />    where RequestID &gt; R1 and RequestID &lt;= 
R2</i> 

 #comment 

56 <i>Completed Phase 3 Requests<br />   select PDRFileName from 
InHistoricRequest<br />    where RequestID &gt; R2 and RequestID &lt;= 
R3</i> 

 #comment 

57 <i>then to store the result of the query in a file, execute:<br />isql –S[server] 
–D[database] –U[user] –P[password] –I[input file] –O[output file]</i> 

 #comment 

58 <i>Active – Historic Query (Compare PDR filenames in Active table with 
those in Historic table)<br />Are there any PDR filenames in the Active table 
that are also in the Historic table?<br /><br />   select A.PDRFileName, 
A.RequestID, H.RequestID<br />     from InDPLIngestPDR A, 
InHistoricRequest H<br />    where A.PDRFileName = H.DANFileName<br 
/>      and H.RequestID &gt; R0</i> 

 #comment 

59 <i>Historic Query<br />Are there any PDR filenames in the Historic table 
more than once (other than terminated requests)?<br /><br />select 
DANFileName, count(*) from InRequestSummaryHeader<br /> where 
RequestID &gt; R0 and RequestStateKey &lt;&gt; 11<br />group by 
DANFileName<br />having count(*) &gt; 1</i> 

 #comment 

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit 
ccr no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

2510   

6 hrs of Ingest CI 
(4000 PDRs) 
 
4 hrs of DPL Ingest 
(2666 PDRs) 
 

None None Mixed 
Tiny granules 
OK 

/sotestdata/SynergyVI/ 
 
DP_S6_01/V86_Tiny_Size/ 
 
Remote/[provider] 
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Crit 
id 

Crit 
ccr no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

2 hrs of Ingest CI 
(1333 PDRs) 
 
2 hrs of DPL Ingest 
(1333 PDRs) 

 
EXPECTED RESULTS: 
 

311 REGRESSION - MOVE AND REMAP COLLECTION. (ECS-ECSTC-2722) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 
 
STEPS:   
# Action Expected Result Notes 
1 <i>2600 S-1</i>  #comment 
2 [Regression - Move And Remap Collection.] This criterion may be verified 

by a separate test procedure or as part of the test procedure for criteria 300 to 
395. 

  

3 <i>2600 S-2</i>  #comment 
4 Identify two hidden directories used by ingest that contain at least twenty 

ingested granules such that each contains at least one granule which has not 
yet been archived 

a. Submit the PDRs described in 
&quot;Test Data 
Requirements&quot;<br />    b. 
Suspend each request at the moment 
where the last granule is in the 
&quot;Pre-processing&quot; state 
(about to be archived). The result 
should be that both requests have a 
granule that has not yet been 
archived.<br />    c. Identify the two 
DataPool hidden directories 
containing these granules by running 
ProcGetGranuleDatapoolDirs 
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# Action Expected Result Notes 
[GranuleID] for each granule. 

5 <i>2600 S-3</i>  #comment 
6 Note the complete path for two ingested but hidden granules each in two 

different collections. 
a. From DPL Ingest GUI, 
Monitoring/Request Status/Ingest 
Request Details, choose one granule 
from each request<br />    b. Expand 
the details next to each granule and 
record the full path in the hidden 
directory. 

 

7 <i>2600 S-4</i>  #comment 
8 Ensure that an alert e-mail is configured for the Data Pool ftp log analyzer. In the DPL database 

(DataPool_&lt;MODE&gt;), ensure in 
the table DlConfig that parameter 
AlertNotifyEmailAddress is set to an 
email address. 

 

9 <i>2600 V-1</i>  #comment 
10 Move one of the identified hidden directories to a new file system. Verify that 

the move is executed correctly; including the ingested granules and that the 
granules that remained to be archived are archived correctly. 

a. Move the first collection to a new 
FS by executing on the DPL Ingest 
host:<br />EcDlMoveCollection.pl 
&lt;MODE&gt; -shortname 
&lt;ShortName&gt; -versionId 
&lt;versionid&gt; -targetfs 
&lt;FileSystemPath&gt;<br />    b. 
Verify that the collection has been 
moved to a new file system, including 
the ingested granules, in the specified 
mode.<br />    c. From the DPL Ingest 
GUI, Monitoring/Request Status page, 
resume this request by checking the 
box next to it and clicking 
&quot;Resume Requests&quot;.<br />   
d. Verify that the granules that 
remained to be archived are archived 
correctly, in the specified mode:<br />   
1. From the STMGT database, record 
the volume group for the collection 
associated with R1:<br 
/>DsStVolumeGroup table, 
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# Action Expected Result Notes 
VersionedDataType field.<br />    2. 
From the PDR, find the filenames 
associated with the remaining 
granules, and record the core part of 
each filename, as well as the size for 
each. (Since the names won't be 
exactly the same in the archive 
location, we will use size and core 
name for matching purposes.)<br />    
3. Locate the ECS Service host, log 
into it, and change directories to the 
directory specified in the volume 
group table; perform an 'ls -l'.<br />    
4. Based on size and core filename, 
verify that each of the files above is 
present, although the exact names will 
differ. 

11 <i>2600 V-2</i>  #comment 
12 Remap the other of the identified hidden directories to a new collection 

group. Verify that the remap is executed correctly including the ingested 
granules and that the granules that remained to be archived are archived 
correctly. 

a. Remap the second collection to a 
new collection group by executing on 
the DPL Ingest host:<br 
/>EcDlRemap.pl &lt;MODE&gt; -esdt 
&lt;esdt&gt; -version &lt;version&gt; 
-oldgrp &lt;oldgroup&gt; -newgrp 
&lt;newgroup&gt;<br />    b. Verify 
that the collection has been remapped 
to a new collection group, including 
the ingested granules, in the specified 
mode.<br />    c. From the DPL Ingest 
GUI, Monitoring/Request Status page, 
resume the request by checking the 
box next to it and clicking 
&quot;Resume Requests&quot;.<br />   
d. Verify that the granules that 
remained to be archived are archived 
correctly, in the specified mode:<br />   
1. From the STMGT database, record 
the volume group for the collection 
associated with R1:<br 
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# Action Expected Result Notes 
/>DsStVolumeGroup table, 
VersionedDataType field.<br />    2. 
From the PDR, find the filenames 
associated with the remaining 
granules, and record the core part of 
each filename, as well as the size for 
each. (Since the names won't be 
exactly the same in the archive 
location, we will use size and core 
name for matching purposes.)<br />    
3. Locate the ECS Service host, log 
into it, and change directories to the 
directory specified in the volume 
group table; perform an 'ls -l'.<br />    
4. Based on size and core filename, 
verify that each of the files above is 
present, although the exact names will 
differ. 

13 <i>2600 V-3</i>  #comment 
14 Use anonymous ftp to download the identified granules ingested into hidden 

directories from outside the firewall. Verify that when the ftp log analyzer is 
run an alert e-mail is sent to the configured address. 

a. Using an anonymous FTP, 
download from outside the firewall the 
identified granules ingested into the 
hidden directories.<br />    b. Run 
EcDlRollupFwFtpLogs.pl 
&lt;MODE&gt; on the DPL Ingest 
host.<br />    c. Verify that an alert 
email is received at the address 
recorded in Criterion 2600 S-4 

 

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 
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Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

2600   2 PDRs 

MOD29P1D 
(FS2) 
 
MYD29P1D 
(FS2) 
 
[2 hidden 
directories] 

None 20 granules/PDR None 
/sotestdata/SynergyVI/DP_S6_01/ 
Criteria/2600/V086/ 

  

 
EXPECTED RESULTS: 
 

312 DPL INGEST SHOULD PROPERLY RESPOND TO AND REPORT ON VARIOUS PDR ERRORS 
(ECS-ECSTC-2723) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 
 
STEPS:   
# Action Expected Result Notes 
1  a. For provider 

MODAPS_TERRA_FPROC, set the 
Notification Method to 'Email' and 
specify cmshared's email address.<br 
/><br />b. Open a terminal window as 
cmshared in order to check email 
when specifically directed.<br /><br 
/>c. Ensure that no PDRs but those 
specified below are placed in any 
Polling Location. 

 

2 <i>3020 S-1</i>  #comment 
3 [PDR Error: Omitted ORIGINATING_SYSTEM] This criterion may be 

verified by a separate test procedure or as part of the test procedure for 
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# Action Expected Result Notes 
criteria 300 to 395. 

4 <i>3020 S-2</i>  #comment 
5 Submit a PDR containing one or several file groups that omits the 

ORIGINATING_SYSTEM keyword. 
Copy file 
&quot;Criteria_3020_V086_1.PDR&q
uot; from the specified SO Test Data 
Directory to the MODAPS_TERRA 
Polling location 

 

6 <i>3020 V-1</i>  #comment 
7 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

8 Verify that the ingest request is marked as 'Failed'. a. Wait for the PDR to be picked up 
and validated<br />    b. From DPL 
Ingest GUI, Monitoring/Request 
Status, verify the request status is 
marked as &quot;FAILED&quot; 

 

9 <i>3020 V-2</i>  #comment 
10 Verify that a PDRD is transmitted using the notification method configured 

for the provider. 
Verify that a PDRD is received at the 
email address specified in step 1 
above. 

 

11 <i>3020 V-3</i>  #comment 
12 <i>Document Reference: SIPS ICD</i>  #comment 
13 Verify that the PDRD is formatted in compliance with the SIPS ICD. Open the PDRD email, verify that the 

email is formatted according to the 
SIPS ICD 

 

14 <i>3020 V-4</i>  #comment 
15 <i>Document Reference: SIPS ICD</i>  #comment 
16 Verify that the PDRD correctly identifies the error as specified in the SIPS 

ICD. 
Verify that the PDRD email 
notification contains the error 
&quot;missing or invalid 
originating_system parameter&quot; 

 

17 <i>3030 S-1</i>  #comment 
18 [PDR Error: Omitted DATA_TYPE] This criterion may be verified by a 

separate test procedure or as part of the test procedure for criteria 300 to 395. 
  

19 <i>3030 S-2</i>  #comment 
20 Submit a PDR containing one or several file groups that omits a 

DATA_TYPE keyword. 
Copy file 
&quot;Criteria_3030_V086_1.PDR&q
uot; from the specified SO Test Data 
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# Action Expected Result Notes 
Directory to the MODAPS_TERRA 
Polling location 

21 <i>3030 V-1</i>  #comment 
22 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

23 Verify that the ingest request is marked as 'Failed'. a. Wait for the PDR to be picked up 
and validated<br />    b. From DPL 
Ingest GUI, Monitoring/Request 
Status, verify the request status is 
marked as &quot;FAILED&quot; 

 

24 <i>3030 V-2</i>  #comment 
25 Verify that a PDRD is transmitted using the notification method configured 

for the provider. 
Verify that a PDRD is received at the 
email address specified in step 1 
above. 

 

26 <i>3030 V-3</i>  #comment 
27 <i>Document Reference: SIPS ICD</i>  #comment 
28 Verify that the PDRD is formatted in compliance with the SIPS ICD. Open the PDRD email, verify that the 

email is formatted according to the 
SIPS ICD 

 

29 <i>3030 V-4</i>  #comment 
30 <i>Document Reference: SIPS ICD</i>  #comment 
31 Verify that the PDRD correctly identifies the error as specified in the SIPS 

ICD. 
Verify that the PDRD email 
notification contains the error 
&quot;INVALID DATA TYPE&quot; 

 

32 <i>3040 S-1</i>  #comment 
33 [PDR Error: Omitted DIRECTORY_ID] This criterion may be verified by a 

separate test procedure or as part of the test procedure for criteria 300 to 395. 
  

34 <i>3040 S-2</i>  #comment 
35 Submit a PDR containing one or several file groups that omits a 

DIRECTORY_ID keyword. 
Copy file 
&quot;Criteria_3040_V086_1.PDR&q
uot; from the specified SO Test Data 
Directory to the MODAPS_TERRA 
Polling location 

 

36 <i>3040 V-1</i>  #comment 
37 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 
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# Action Expected Result Notes 
38 Verify that the ingest request is marked as 'Failed'. a. Wait for the PDR to be picked up 

and validated<br />    b. From DPL 
Ingest GUI, Monitoring/Request 
Status, verify the request status is 
marked as &quot;FAILED&quot; 

 

39 <i>3040 V-2</i>  #comment 
40 Verify that a PDRD is transmitted using the notification method configured 

for the provider. 
Verify that a PDRD is received at the 
email address specified in step 1 
above. 

 

41 <i>3040 V-3</i>  #comment 
42 <i>Document Reference: SIPS ICD</i>  #comment 
43 Verify that the PDRD is formatted in compliance with the SIPS ICD. Open the PDRD email, verify that the 

email is formatted according to the 
SIPS ICD 

 

44 <i>3040 V-4</i>  #comment 
45 <i>Document Reference: SIPS ICD</i>  #comment 
46 Verify that the PDRD correctly identifies the error as specified in the SIPS 

ICD. 
Verify that the PDRD email 
notification contains the error 
&quot;INVALID 
DIRECTORY&quot; 

 

47 <i>3050 S-1</i>  #comment 
48 [PDR Error: Omitted NODE_NAME] This criterion may be verified by a 

separate test procedure or as part of the test procedure for criteria 300 to 395. 
  

49 <i>3050 S-2</i>  #comment 
50 Submit a PDR containing one or several file groups that omits a 

NODE_NAME keyword. 
Copy file 
&quot;Criteria_3050_V086_1.PDR&q
uot; from the specified SO Test Data 
Directory to the MODAPS_TERRA 
Polling location 

 

51 <i>3050 V-1</i>  #comment 
52 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

53 Verify that the ingest request is marked as 'Failed'. a. Wait for the PDR to be picked up 
and validated<br />    b. From DPL 
Ingest GUI, Monitoring/Request 
Status, verify the request status is 
marked as &quot;FAILED&quot; 
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# Action Expected Result Notes 
54 <i>3050 V-2</i>  #comment 
55 Verify that a PDRD is transmitted using the notification method configured 

for the provider. 
Verify that a PDRD is received at the 
email address specified in step 1 
above. 

 

56 <i>3050 V-3</i>  #comment 
57 <i>Document Reference: SIPS ICD</i>  #comment 
58 Verify that the PDRD is formatted in compliance with the SIPS ICD. Open the PDRD email, verify that the 

email is formatted according to the 
SIPS ICD 

 

59 <i>3050 V-4</i>  #comment 
60 <i>Document Reference: SIPS ICD</i>  #comment 
61 Verify that the PDRD correctly identifies the error as specified in the SIPS 

ICD. 
Verify that the PDRD email 
notification contains the error 
&quot;INVALID NODE 
NAME&quot; 

 

62 <i>3060 S-1</i>  #comment 
63 [PDR Error: DATA_VERSION Syntax Error] This criterion may be verified 

by a separate test procedure or as part of the test procedure for criteria 300 to 
395. 

  

64 <i>3060 S-2</i>  #comment 
65 Submit a PDR containing one or several file groups that specify a 

syntactically incorrect DATA_VERSION. 
Copy file 
&quot;Criteria_3060_V086_1.PDR&q
uot; from the specified SO Test Data 
Directory to the MODAPS_TERRA 
Polling location 

 

66 <i>3060 V-1</i>  #comment 
67 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

68 Verify that the ingest request is marked as 'Failed'. a. Wait for the PDR to be picked up 
and validated<br />    b. From DPL 
Ingest GUI, Monitoring/Request 
Status, verify the request status is 
marked as &quot;FAILED&quot; 

 

69 <i>3060 V-2</i>  #comment 
70 Verify that a PDRD is transmitted using the notification method configured 

for the provider. 
Verify that a PDRD is received at the 
email address specified in step 1 
above. 
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# Action Expected Result Notes 
71 <i>3060 V-3</i>  #comment 
72 <i>Document Reference: SIPS ICD</i>  #comment 
73 Verify that the PDRD is formatted in compliance with the SIPS ICD. Open the PDRD email, verify that the 

email is formatted according to the 
SIPS ICD 

 

74 <i>3060 V-4</i>  #comment 
75 <i>Document Reference: SIPS ICD</i>  #comment 
76 Verify that the PDRD correctly identifies the error as specified in the SIPS 

ICD. 
Verify that the PDRD email 
notification contains the error 
&quot;INVALID DATA TYPE&quot; 

 

77 <i>3070 S-1</i>  #comment 
78 [PDR Error: Invalid FILE_TYPE] This criterion may be verified by a 

separate test procedure or as part of the test procedure for criteria 300 to 395. 
  

79 <i>3070 S-2</i>  #comment 
80 Submit a PDR containing one file group that contains an invalid 

FILE_TYPE. 
Copy file 
&quot;Criteria_3070_V086_1.PDR&q
uot; from the specified SO Test Data 
Directory to the MODAPS_TERRA 
Polling location 

 

81 <i>3070 V-1</i>  #comment 
82 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

83 Verify that the ingest request is marked as 'Failed'. a. Wait for the PDR to be picked up 
and validated<br />    b. From DPL 
Ingest GUI, Monitoring/Request 
Status, verify the request status is 
marked as &quot;FAILED&quot; 

 

84 <i>3070 V-2</i>  #comment 
85 Verify that a PDRD is transmitted using the notification method configured 

for the provider. 
Verify that a PDRD is received at the 
email address specified in step 1 
above. 

 

86 <i>3070 V-3</i>  #comment 
87 <i>Document Reference: SIPS ICD</i>  #comment 
88 Verify that the PDRD is formatted in compliance with the SIPS ICD. Open the PDRD email, verify that the 

email is formatted according to the 
SIPS ICD 
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# Action Expected Result Notes 
89 <i>3070 V-4</i>  #comment 
90 <i>Document Reference: SIPS ICD</i>  #comment 
91 Verify that the PDRD correctly identifies the error as specified in the SIPS 

ICD. 
Verify that the PDRD email 
notification contains the error 
&quot;INVALID FILE TYPE&quot; 

 

92 <i>3080 S-1</i>  #comment 
93 [PDR Error: Omitted mandatory FILE_TYPE] This criterion may be verified 

by a separate test procedure or as part of the test procedure for criteria 300 to 
395. 

  

94 <i>3080 S-2</i>  #comment 
95 Submit a PDR containing one file group that omits a mandatory FILE_TYPE. Copy file 

&quot;Criteria_3080_V086_1.PDR&q
uot; from the specified SO Test Data 
Directory to the MODAPS_TERRA 
Polling location 

 

96 <i>3080 V-1</i>  #comment 
97 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

98 Verify that the ingest request is marked as 'Failed'. a. Wait for the PDR to be picked up 
and validated<br />    b. From DPL 
Ingest GUI, Monitoring/Request 
Status, verify the request status is 
marked as &quot;FAILED&quot; 

 

99 <i>3080 V-2</i>  #comment 
100 Verify that a PDRD is transmitted using the notification method configured 

for the provider. 
Verify that a PDRD is received at the 
email address specified in step 1 
above. 

 

101 <i>3080 V-3</i>  #comment 
102 <i>Document Reference: SIPS ICD</i>  #comment 
103 Verify that the PDRD is formatted in compliance with the SIPS ICD. Open the PDRD email, verify that the 

email is formatted according to the 
SIPS ICD 

 

104 <i>3080 V-4</i>  #comment 
105 <i>Document Reference: SIPS ICD</i>  #comment 
106 Verify that the PDRD correctly identifies the error as specified in the SIPS 

ICD. 
Verify that the PDRD email 
notification contains the error 
&quot;INVALID FILE TYPE&quot; 
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# Action Expected Result Notes 
107 <i>3090 S-1</i>  #comment 
108 [PDR Error: Invalid ESDT] This criterion may be verified by a separate test 

procedure or as part of the test procedure for criteria 300 to 395. 
  

109 <i>3090 S-2</i>  #comment 
110 Submit a PDR containing one or several file groups referencing an invalid 

ESDT. 
Copy file 
&quot;Criteria_3090_V086_1.PDR&q
uot; from the specified SO Test Data 
Directory to the MODAPS_TERRA 
Polling location 

 

111 <i>3090 V-1</i>  #comment 
112 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

113 Verify that the ingest request is marked as 'Failed'. a. Wait for the PDR to be picked up 
and validated<br />    b. From DPL 
Ingest GUI, Monitoring/Request 
Status, verify the request status is 
marked as &quot;FAILED&quot; 

 

114 <i>3090 V-2</i>  #comment 
115 Verify that a PDRD is transmitted using the notification method configured 

for the provider. 
Verify that a PDRD is received at the 
email address specified in step 1 
above. 

 

116 <i>3090 V-3</i>  #comment 
117 <i>Document Reference: SIPS ICD</i>  #comment 
118 Verify that the PDRD is formatted in compliance with the SIPS ICD. Open the PDRD email, verify that the 

email is formatted according to the 
SIPS ICD 

 

119 <i>3090 V-4</i>  #comment 
120 <i>Document Reference: SIPS ICD</i>  #comment 
121 Verify that the PDRD correctly identifies the error as specified in the SIPS 

ICD. 
Verify that the PDRD email 
notification contains the error 
&quot;INVALID DATA TYPE&quot; 

 

122 <i>3100 S-1</i>  #comment 
123 [PDR Error: Unconfigured ESDT Version] This criterion may be verified by 

a separate test procedure or as part of the test procedure for criteria 300 to 
395. 

  

124 <i>3100 S-2</i>  #comment 
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# Action Expected Result Notes 
125 Submit a PDR containing several file groups referencing a valid ESDT but 

specifying an ESDT version not configured for ingest. 
Copy file 
&quot;Criteria_3100_V086_1.PDR&q
uot; from the specified SO Test Data 
Directory to the MODAPS_TERRA 
Polling location 

 

126 <i>3100 V-1</i>  #comment 
127 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

128 Verify that the ingest request is marked as 'Failed'. a. Wait for the PDR to be picked up 
and validated<br />    b. From DPL 
Ingest GUI, Monitoring/Request 
Status, verify the request status is 
marked as &quot;FAILED&quot; 

 

129 <i>3100 V-2</i>  #comment 
130 Verify that a PDRD is transmitted using the notification method configured 

for the provider. 
Verify that a PDRD is received at the 
email address specified in step 1 
above. 

 

131 <i>3100 V-3</i>  #comment 
132 <i>Document Reference: SIPS ICD</i>  #comment 
133 Verify that the PDRD is formatted in compliance with the SIPS ICD. Open the PDRD email, verify that the 

email is formatted according to the 
SIPS ICD 

 

134 <i>3100 V-4</i>  #comment 
135 <i>Document Reference: SIPS ICD</i>  #comment 
136 Verify that the PDRD correctly identifies the error as specified in the SIPS 

ICD. 
Verify that the PDRD email 
notification contains the error 
&quot;INVALID DATA TYPE&quot; 

 

137 <i>3110 S-1</i>  #comment 
138 [PDR Error: Incorred TOTAL_FILE_COUNT] This criterion may be verified 

by a separate test procedure or as part of the test procedure for criteria 300 to 
395. 

  

139 <i>3110 S-2</i>  #comment 
140 Submit a PDR containing several file groups whose TOTAL_FILE_COUNT 

does not match the number of files. 
Copy file 
&quot;Criteria_3110_V086_1.PDR&q
uot; from the specified SO Test Data 
Directory to the MODAPS_TERRA 
Polling location 
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# Action Expected Result Notes 
141 <i>3110 V-1</i>  #comment 
142 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

143 Verify that the ingest request is marked as 'Failed'. a. Wait for the PDR to be picked up 
and validated<br />    b. From DPL 
Ingest GUI, Monitoring/Request 
Status, verify the request status is 
marked as &quot;FAILED&quot; 

 

144 <i>3110 V-2</i>  #comment 
145 Verify that a PDRD is transmitted using the notification method configured 

for the provider. 
Verify that a PDRD is received at the 
email address specified in step 1 
above. 

 

146 <i>3110 V-3</i>  #comment 
147 <i>Document Reference: SIPS ICD</i>  #comment 
148 Verify that the PDRD is formatted in compliance with the SIPS ICD. Open the PDRD email, verify that the 

email is formatted according to the 
SIPS ICD 

 

149 <i>3110 V-4</i>  #comment 
150 <i>Document Reference: SIPS ICD</i>  #comment 
151 Verify that the PDRD correctly identifies the error as specified in the SIPS 

ICD. 
Verify that the PDRD email 
notification contains the error 
&quot;invalid file count&quot; 

 

152 <i>3130 S-1</i>  #comment 
153 [PDR Error: Missing required checksum] This criterion may be verified by a 

separate test procedure or as part of the test procedure for criteria 300 to 395. 
  

154 <i>3130 S-2</i>  #comment 
155 Submit a PDR containing one or several file groups without checksum for a 

provider that must provide a checksum 
Copy file 
&quot;Criteria_3130_V086_1.PDR&q
uot; from the specified SO Test Data 
Directory to the MODAPS_TERRA 
Polling location 

 

156 <i>3130 V-1</i>  #comment 
157 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

158 Verify that the ingest request is marked as 'Failed'. a. Wait for the PDR to be picked up 
and validated<br />    b. From DPL 
Ingest GUI, Monitoring/Request 
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# Action Expected Result Notes 
Status, verify the request status is 
marked as &quot;FAILED&quot; 

159 <i>3130 V-2</i>  #comment 
160 Verify that a PDRD is transmitted using the notification method configured 

for the provider. 
Verify that a PDRD is received at the 
email address specified in step 1 
above. 

 

161 <i>3130 V-3</i>  #comment 
162 <i>Document Reference: SIPS ICD</i>  #comment 
163 Verify that the PDRD is formatted in compliance with the SIPS ICD. Open the PDRD email, verify that the 

email is formatted according to the 
SIPS ICD 

 

164 <i>3130 V-4</i>  #comment 
165 <i>Document Reference: SIPS ICD</i>  #comment 
166 Verify that the PDRD correctly identifies the error as specified in the SIPS 

ICD. 
Verify that the PDRD email 
notification contains the error 
&quot;MISSING 
FILE_CKSUM_TYPE 
PARAMETER&quot; 

 

167 <i>3140 S-1</i>  #comment 
168 [PDR Error: Invalid checksum type] This criterion may be verified by a 

separate test procedure or as part of the test procedure for criteria 300 to 395. 
  

169 <i>3140 S-2</i>  #comment 
170 Submit a PDR containing one or several file groups with an invalid checksum 

type. 
Copy file 
&quot;Criteria_3140_V086_1.PDR&q
uot; from the specified SO Test Data 
Directory to the MODAPS_TERRA 
Polling location 

 

171 <i>3140 V-1</i>  #comment 
172 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

173 Verify that the ingest request is marked as 'Failed'. a. Wait for the PDR to be picked up 
and validated<br />    b. From DPL 
Ingest GUI, Monitoring/Request 
Status, verify the request status is 
marked as &quot;FAILED&quot; 

 

174 <i>3140 V-2</i>  #comment 
175 Verify that a PDRD is transmitted using the notification method configured Verify that a PDRD is received at the  



 

1098 
 

# Action Expected Result Notes 
for the provider. email address specified in step 1 

above. 
176 <i>3140 V-3</i>  #comment 
177 <i>Document Reference: SIPS ICD</i>  #comment 
178 Verify that the PDRD is formatted in compliance with the SIPS ICD. Open the PDRD email, verify that the 

email is formatted according to the 
SIPS ICD 

 

179 <i>3140 V-4</i>  #comment 
180 <i>Document Reference: SIPS ICD</i>  #comment 
181 Verify that the PDRD correctly identifies the error as specified in the SIPS 

ICD. 
Verify that the PDRD email 
notification contains the error 
&quot;UNSUPPORTED 
CHECKSUM TYPE&quot; 

 

182 <i>3150 S-1</i>  #comment 
183 [PDR Error: Invalid cksum] This criterion may be verified by a separate test 

procedure or as part of the test procedure for criteria 300 to 395. 
  

184 <i>3150 S-2</i>  #comment 
185 Submit a PDR containing one or several file groups with cksum as the 

checksum type but a checksum value that is not numeric. 
Copy file 
&quot;Criteria_3150_V086_1.PDR&q
uot; from the specified SO Test Data 
Directory to the MODAPS_TERRA 
Polling location 

 

186 <i>3150 V-1</i>  #comment 
187 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

188 Verify that the ingest request is marked as 'Failed'. a. Wait for the PDR to be picked up 
and validated<br />    b. From DPL 
Ingest GUI, Monitoring/Request 
Status, verify the request status is 
marked as &quot;FAILED&quot; 

 

189 <i>3150 V-2</i>  #comment 
190 Verify that a PDRD is transmitted using the notification method configured 

for the provider. 
Verify that a PDRD is received at the 
email address specified in step 1 
above. 

 

191 <i>3150 V-3</i>  #comment 
192 <i>Document Reference: SIPS ICD</i>  #comment 
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# Action Expected Result Notes 
193 Verify that the PDRD is formatted in compliance with the SIPS ICD. Open the PDRD email, verify that the 

email is formatted according to the 
SIPS ICD 

 

194 <i>3150 V-4</i>  #comment 
195 <i>Document Reference: SIPS ICD</i>  #comment 
196 Verify that the PDRD correctly identifies the error as specified in the SIPS 

ICD. 
Verify that the PDRD email 
notification contains the error 
&quot;INVALID 
FILE_CKSUM_VALUE&quot; 

 

197 <i>3160 S-1</i>  #comment 
198 [PDR Error: cksum overflow] This criterion may be verified by a separate 

test procedure or as part of the test procedure for criteria 300 to 395. 
  

199 <i>3160 S-2</i>  #comment 
200 Submit a PDR containing one or several file groups with cksum as the 

checksum but a checksum value that exceeds the size of 32 bit unsigned 
integer. 

Copy file 
&quot;Criteria_3160_V086_1.PDR&q
uot; from the specified SO Test Data 
Directory to the MODAPS_TERRA 
Polling location 

 

201 <i>3160 V-1</i>  #comment 
202 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

203 Verify that the ingest request is marked as 'Failed'. a. Wait for the PDR to be picked up 
and validated<br />    b. From DPL 
Ingest GUI, Monitoring/Request 
Status, verify the request status is 
marked as &quot;FAILED&quot; 

 

204 <i>3160 V-2</i>  #comment 
205 Verify that a PDRD is transmitted using the notification method configured 

for the provider. 
Verify that a PDRD is received at the 
email address specified in step 1 
above. 

 

206 <i>3160 V-3</i>  #comment 
207 <i>Document Reference: SIPS ICD</i>  #comment 
208 Verify that the PDRD is formatted in compliance with the SIPS ICD. Open the PDRD email, verify that the 

email is formatted according to the 
SIPS ICD 

 

209 <i>3160 V-4</i>  #comment 
210 <i>Document Reference: SIPS ICD</i>  #comment 
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# Action Expected Result Notes 
211 Verify that the PDRD correctly identifies the error as specified in the SIPS 

ICD. 
Verify that the PDRD email 
notification contains the error 
&quot;INVALID 
FILE_CKSUM_VALUE&quot; 

 

212 <i>3170 S-1</i>  #comment 
213 [PDR Error: Invalid MD5] This criterion may be verified by a separate test 

procedure or as part of the test procedure for criteria 300 to 395. 
  

214 <i>3170 S-2</i>  #comment 
215 Submit a PDR containing one or several file groups with MD5 as the 

checksum type but a checksum value that is not a lower case 32-character 
hexadecimal string. 

Copy file 
&quot;Criteria_3170_V086_1.PDR&q
uot; from the specified SO Test Data 
Directory to the MODAPS_TERRA 
Polling location 

 

216 <i>3170 V-1</i>  #comment 
217 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

218 Verify that the ingest request is marked as 'Failed'. a. Wait for the PDR to be picked up 
and validated<br />    b. From DPL 
Ingest GUI, Monitoring/Request 
Status, verify the request status is 
marked as &quot;FAILED&quot; 

 

219 <i>3170 V-2</i>  #comment 
220 Verify that a PDRD is transmitted using the notification method configured 

for the provider. 
Verify that a PDRD is received at the 
email address specified in step 1 
above. 

 

221 <i>3170 V-3</i>  #comment 
222 <i>Document Reference: SIPS ICD</i>  #comment 
223 Verify that the PDRD is formatted in compliance with the SIPS ICD. Open the PDRD email, verify that the 

email is formatted according to the 
SIPS ICD 

 

224 <i>3170 V-4</i>  #comment 
225 <i>Document Reference: SIPS ICD</i>  #comment 
226 Verify that the PDRD correctly identifies the error as specified in the SIPS 

ICD. 
Verify that the PDRD email 
notification contains the error 
&quot;INVALID 
FILE_CKSUM_VALUE&quot; 

 

227 <i>3180 S-1</i>  #comment 
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# Action Expected Result Notes 
228 [PDR Error: MD5 with incorrect length] This criterion may be verified by a 

separate test procedure or as part of the test procedure for criteria 300 to 395. 
  

229 <i>3180 S-2</i>  #comment 
230 Submit a PDR containing one or several file groups with MD5 as the 

checksum type but a checksum value that is a lower case hexadecimal string 
of incorrect length. 

Copy file 
&quot;Criteria_3180_V086_1.PDR&q
uot; from the specified SO Test Data 
Directory to the MODAPS_TERRA 
Polling location 

 

231 <i>3180 V-1</i>  #comment 
232 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

233 Verify that the ingest request is marked as 'Failed'. a. Wait for the PDR to be picked up 
and validated<br />    b. From DPL 
Ingest GUI, Monitoring/Request 
Status, verify the request status is 
marked as &quot;FAILED&quot; 

 

234 <i>3180 V-2</i>  #comment 
235 Verify that a PDRD is transmitted using the notification method configured 

for the provider. 
Verify that a PDRD is received at the 
email address specified in step 1 
above. 

 

236 <i>3180 V-3</i>  #comment 
237 <i>Document Reference: SIPS ICD</i>  #comment 
238 Verify that the PDRD is formatted in compliance with the SIPS ICD. Open the PDRD email, verify that the 

email is formatted according to the 
SIPS ICD 

 

239 <i>3180 V-4</i>  #comment 
240 <i>Document Reference: SIPS ICD</i>  #comment 
241 Verify that the PDRD correctly identifies the error as specified in the SIPS 

ICD. 
Verify that the PDRD email 
notification contains the error 
&quot;INVALID 
FILE_CKSUM_VALUE&quot; 

 

242 <i>3190 S-1</i>  #comment 
243 [PDR Error: Missing checksum value] This criterion may be verified by a 

separate test procedure or as part of the test procedure for criteria 300 to 395. 
  

244 <i>3190 S-2</i>  #comment 
245 Submit a PDR containing one or several file groups with a valid checksum 

type but no checksum value. 
Copy file 
&quot;Criteria_3190_V086_1.PDR&q
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# Action Expected Result Notes 
uot; from the specified SO Test Data 
Directory to the MODAPS_TERRA 
Polling location 

246 <i>3190 V-1</i>  #comment 
247 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

248 Verify that the ingest request is marked as 'Failed'. a. Wait for the PDR to be picked up 
and validated<br />    b. From DPL 
Ingest GUI, Monitoring/Request 
Status, verify the request status is 
marked as &quot;FAILED&quot; 

 

249 <i>3190 V-2</i>  #comment 
250 Verify that a PDRD is transmitted using the notification method configured 

for the provider. 
Verify that a PDRD is received at the 
email address specified in step 1 
above. 

 

251 <i>3190 V-3</i>  #comment 
252 <i>Document Reference: SIPS ICD</i>  #comment 
253 Verify that the PDRD is formatted in compliance with the SIPS ICD. Open the PDRD email, verify that the 

email is formatted according to the 
SIPS ICD 

 

254 <i>3190 V-4</i>  #comment 
255 <i>Document Reference: SIPS ICD</i>  #comment 
256 Verify that the PDRD correctly identifies the error as specified in the SIPS 

ICD. 
Verify that the PDRD email 
notification contains the error 
&quot;MISSING 
FILE_CKSUM_TYPE 
PARAMETER&quot; 

 

257 <i>3200 S-1</i>  #comment 
258 [PDR Error: Missing checksum type] This criterion may be verified by a 

separate test procedure or as part of the test procedure for criteria 300 to 395. 
  

259 <i>3200 S-2</i>  #comment 
260 Submit a PDR containing one or several file groups where for one of the files 

a checksum value was specified but no checksum type. 
Copy file 
&quot;Criteria_3200_V086_1.PDR&q
uot; from the specified SO Test Data 
Directory to the MODAPS_TERRA 
Polling location 

 

261 <i>3200 V-1</i>  #comment 
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# Action Expected Result Notes 
262 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

263 Verify that the ingest request is marked as 'Failed'. a. Wait for the PDR to be picked up 
and validated<br />    b. From DPL 
Ingest GUI, Monitoring/Request 
Status, verify the request status is 
marked as &quot;FAILED&quot; 

 

264 <i>3200 V-2</i>  #comment 
265 Verify that a PDRD is transmitted using the notification method configured 

for the provider. 
Verify that a PDRD is received at the 
email address specified in step 1 
above. 

 

266 <i>3200 V-3</i>  #comment 
267 <i>Document Reference: SIPS ICD</i>  #comment 
268 Verify that the PDRD is formatted in compliance with the SIPS ICD. Open the PDRD email, verify that the 

email is formatted according to the 
SIPS ICD 

 

269 <i>3200 V-4</i>  #comment 
270 <i>Document Reference: SIPS ICD</i>  #comment 
271 Verify that the PDRD correctly identifies the error as specified in the SIPS 

ICD. 
Verify that the PDRD email 
notification contains the error 
&quot;MISSING 
FILE_CKSUM_TYPE PARAMETER 

 

272 <i>3210 S-1</i>  #comment 
273 [PDR Error: 3 or more errors] This criterion may be verified by a separate 

test procedure or as part of the test procedure for criteria 300 to 395. 
  

274 <i>3210 S-2</i>  #comment 
275 Submit a PDR containing several file groups with at least three of the above 

errors each for a different file group. 
Copy file 
&quot;Criteria_3210_V086_1.PDR&q
uot; from the specified SO Test Data 
Directory to the MODAPS_TERRA 
Polling location 

 

276 <i>3210 V-1</i>  #comment 
277 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

278 Verify that the ingest request is marked as 'Failed'. a. Wait for the PDR to be picked up 
and validated<br />    b. From DPL 
Ingest GUI, Monitoring/Request 
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# Action Expected Result Notes 
Status, verify the request status is 
marked as &quot;FAILED&quot; 

279 <i>3210 V-2</i>  #comment 
280 Verify that a PDRD is transmitted using the notification method configured 

for the provider. 
Verify that a PDRD is received at the 
email address specified in step 1 
above. 

 

281 <i>3210 V-3</i>  #comment 
282 <i>Document Reference: SIPS ICD</i>  #comment 
283 Verify that the PDRD is formatted in compliance with the SIPS ICD. Open the PDRD email, verify that the 

email is formatted according to the 
SIPS ICD &quot;Long PDRD 
PVL&quot; 

 

284 <i>3210 V-4</i>  #comment 
285 <i>Document Reference: SIPS ICD</i>  #comment 
286 Verify that the PDRD correctly identifies the error as specified in the SIPS 

ICD. 
Verify that the PDRD email 
notification contains these errors:<br 
/>&quot;UNSUPPORTED 
CHECKSUM TYPE&quot; 
(CKONE)<br />&quot;INVALID 
FILE_CKSUM_VALUE&quot; 
(NONUMBER)<br 
/>&quot;MISSING 
FILE_CKSUM_VALUE 
PARAMETER&quot; 

 

287 <i>3220 S-1</i>  #comment 
288 [PDR Error: Expiration dates] This criterion may be verified by a separate 

test procedure or as part of the test procedure for criteria 300 to 395. 
  

289 <i>3220 S-2</i>  #comment 
290 Submit a PDR specifying an expiration date that is in the future (PDR1) a 

date that is incorrect (PDR2) and one that is in the past (PDR3). 
Copy files 
&quot;Criteria_3220_V086_1.PDR, 
Criteria_3220_V086_2.PDR, 
Criteria_3220_V086_3.PDR&quot; 
from the specified SO Test Data 
Directory to the MODAPS_TERRA 
Polling location 

 

291 <i>3220 V-1</i>  #comment 
292 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request  #comment 
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# Action Expected Result Notes 
List</i> 

293 Verify that all three requests are marked as 'Validated' and no PDRD is sent. a. Wait for the PDR to be picked up 
and validated<br />    b. From DPL 
Ingest GUI, Monitoring/Request 
Status, verify that all three requests' 
status are marked as 
&quot;Successful&quot; 

 

294 <i>3220 V-2</i>  #comment 
295 Verify that the Data Pool Ingest log contains a warning indicating that the 

expiration date is incorrect identifying PDR2 as the offending request. 
a. Tail 
EcDlInProcessingService.ALOG<br 
/>    b. Verify that a warning message 
is printed indicating the expiration 
date is incorrect for PDR2 

 

296 <i>3220 V-3</i>  #comment 
297 Verify that the Data Pool Ingest log contains a warning indicating that the 

expiration date is in the past identifying PDR3 as the offending request. 
a. Tail 
EcDlInProcessingService.ALOG<br 
/>    b. Verify that a warning message 
is printed indicating the expiration 
date is in the past for PDR3 

 

 
 
TEST DATA: 
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Crit 
id 

Crit 
ccr 
no 

Test Data Description 
Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

                  

3020   

1 PDR with one file group that 
omits the 
ORIGINATING_SYSTEM 
keyword 

None None 1 gran/PDR None 
/sotestdata/SynergyVI/DP_S6_01/ 
Criteria/3020/V086/ 

  

3030   
1 PDR with one file group that 
omits a DATA_TYPE 
keyword 

None None 1 gran/PDR None 
/sotestdata/SynergyVI/DP_S6_01/ 
Criteria/3030/V086/ 

  

3040   
1 PDR with one file group that 
omits a DIRECTORY_ID 
keyword 

None None 1 gran/PDR None 
/sotestdata/SynergyVI/DP_S6_01/ 
Criteria/3040/V086/ 

  

3050   
1 PDR with one file group that 
omits a NODE_NAME 
keyword 

None None 1 gran/PDR None 
/sotestdata/SynergyVI/DP_S6_01/ 
Criteria/3050/V086/ 

  

3060   

1 PDR with one file group that 
contains specifies a 
syntactically incorrect 
DATA_VERSION 

None None 1 gran/PDR None 
/sotestdata/SynergyVI/DP_S6_01/ 
Criteria/3060/V086/ 

  

3070   
1 PDR with one file group that 
contains an invalid 
FILE_TYPE 

None None 1 gran/PDR None 
/sotestdata/SynergyVI/DP_S6_01/ 
Criteria/3070/V086/ 

  

3080   
1 PDR with one file group that 
omits a mandatory 
FILE_TYPE 

None None 1 gran/PDR None 
/sotestdata/SynergyVI/DP_S6_01/ 
Criteria/3080/V086/ 
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Crit 
id 

Crit 
ccr 
no 

Test Data Description 
Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

3090   
1 PDR with one file group 
referencing an invalid ESDT 

None None 1 gran/PDR None 
/sotestdata/SynergyVI/DP_S6_01/ 
Criteria/3090/V086/ 

  

3100   

1 PDR with several file groups 
referencing a valid ESDT but 
specifying an ESDT version 
different from the one 
configured for ingest 

None None 2 gran/PDR None 
/sotestdata/SynergyVI/DP_S6_01/ 
Criteria/3100/V086/ 

  

3110   
1 PDR with several file groups 
whose file count does not 
match the number of files 

None None 2 gran/PDR None 
/sotestdata/SynergyVI/DP_S6_01/ 
Criteria/3110/V086/ 

  

3130   
1 PDR with one file group that 
omits a mandatory checksum 

None None 1 gran/PDR None 
/sotestdata/SynergyVI/DP_S6_01/ 
Criteria/3130/V086/ 

  

3140   
1 PDR with one file group 
with an invalid checksum type 

None None 1 gran/PDR None 
/sotestdata/SynergyVI/DP_S6_01/ 
Criteria/3140/V086/ 

  

3150   

1 PDR with one file group 
with cksum as the checksum 
type but a checksum value that 
is not numeric 

None None 1 gran/PDR None 
/sotestdata/SynergyVI/DP_S6_01/ 
Criteria/3150/V086/ 

  

3160   

1 PDR with one file group 
with cksum as the checksum 
but a checksum value that 
exceeds the size of 32 bit 
unsigned integer 

None None 1 gran/PDR None 
/sotestdata/SynergyVI/DP_S6_01/ 
Criteria/3160/V086/ 

  

3170   

1 PDR with one file group 
with MD5 as the checksum 
type but a checksum value that 
is not a lower case 32-
character hexadecimal string 

None None 1 gran/PDR None 
/sotestdata/SynergyVI/DP_S6_01/ 
Criteria/3170/V086/ 

  

3180   
1 PDR with one file group 
with MD5 as the checksum 
type but a checksum value that 

None None 1 gran/PDR None 
/sotestdata/SynergyVI/DP_S6_01/ 
Criteria/3180/V086/ 
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Crit 
id 

Crit 
ccr 
no 

Test Data Description 
Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

is a lower case hexadecimal 
string of incorrect length 

3190   
1 PDR with one file group 
with a valid checksum type 
but no checksum value 

None None 1 gran/PDR None 
/sotestdata/SynergyVI/DP_S6_01/ 
Criteria/3190/V086/ 

  

3200   

1 PDR with one file group 
where for one of the files a 
checksum value was specified 
but no checksum type 

None None 1 gran/PDR None 
/sotestdata/SynergyVI/DP_S6_01/ 
Criteria/3200/V086/ 

  

3210   

1 PDR with several file groups 
with at least three of the above 
errors each for a different file 
group 

None None 2 gran/PDR None 
/sotestdata/SynergyVI/DP_S6_01/ 
Criteria/3210/V086/ 

  

3220   

PDR1 with a future expiration 
date 
 
PDR2 with an incorrect 
expiration date 
 
PDR3 with an expiration date 
in the past. 

None None 1 gran/PDR None 
/sotestdata/SynergyVI/DP_S6_01/ 
Criteria/3220/V086/ 

  

 
EXPECTED RESULTS: 
 

313 FILE TRANSFER ERROR - FAIL GRANULE FROM REQUEST SCREEN (ECS-ECSTC-2724) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 
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STEPS:   
# Action Expected Result Notes 
1 <i>3230 S-1</i>  #comment 
2 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

List</i> 
 #comment 

3 [File Transfer Error - Fail Granule from Request Screen]<br /><br />This 
criterion may be verified by a separate test procedure or as part of the test 
procedure for criteria 300 to 395. 

a. From DPL Ingest GUI, 
Configuration/Providers, click on 
Provider 
&quot;MODAPS_AQUA_FPROC&q
uot;<br />    b. Ensure the provider's 
notification method is configured to a 
valid e-mail address. 

 

4 <i>3230 S-2</i>  #comment 
5 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

Detail</i> 
 #comment 

6 Submit a valid PDR for at least two granules that require an FTP transfer. a. Ensure the first granule (g1) of the 
request described in &quot;Test Data 
Requirements&quot; for this criterion 
contains the specified error.<br />    b. 
From DPL Ingest GUI, 
Configuration/ECS Services, on the 
details of each relevant ECS Service 
Host, change the &quot;Max 
Concurrent File Transfers&quot; to 1 
and change the &quot;Max 
Concurrent Archive File&quot; to 
1.<br />    c. Submit the PDR by 
placing it in a valid polling directory 
(identified on DPL Ingest GUI, 
Configuration/Providers/Provider 
Configuration Detail) 

 

7 <i>3230 S-3</i>  #comment 
8 Cause a file transfer for one of the granules to fail because the file does not 

exist and time this failure so the remaining granules are not yet completed 
when this occurs. 

The details for g1 in the PDR should 
point to a non-existent file, causing a 
transfer error. 

 

9 <i>3230 V-1</i>  #comment 
10 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
11 Verify that the error is logged in the ingest application log in accordance with Check  
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# Action Expected Result Notes 
S-DPL-18320. EcDlInProcessingService.ALOG to 

verify that the transfer error is 
recorded in the log in accordance with 
S-DPL-18320. 

12 <i>3230 V-2</i>  #comment 
13 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

14 Verify that the request state changes to 'Partially_Suspended' From DPL Ingest GUI, 
Monitoring/Request Status, verify the 
request status changes to 
&quot;Partially Suspended&quot; 

 

15 <i>3230 V-3</i>  #comment 
16 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

17 Verify that the request list shows the appropriate error type for the request. On DPL Ingest GUI, 
Monitoring/Request Status, verify that 
under the Request status column, there 
is specific error type provided for this 
request &quot;XferError&quot; 

 

18 <i>3230 V-4</i>  #comment 
19 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List, 

Active Ingest Request Detail; DP_S6_01 ticket</i> 
 #comment 

20 Access the request details and perform the verification steps regarding the 
request details and dispositioning of the granule before the request goes into 
intervention. Verify that the request details include the information listed in 
S-DPL-16670. 

From DPL Ingest GUI, 
Monitoring/Request Status/Ingest 
Request Details for the request, verify 
that the page includes the information 
listed in S-DPL-16670 before request 
goes into intervention.<br 
/>&quot;Status changed to New,<br 
/>Validated,<br />Active,<br 
/>Partially_Suspended&quot; 

 

21 <i>3230 V-5</i>  #comment 
22 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

Detail</i> 
 #comment 

23 Verify that the request details do not show an open intervention. On the Ingest Request Details page, 
verify there is no intervention showing 

 

24 <i>3230 V-6</i>  #comment 
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# Action Expected Result Notes 
25 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

Detail</i> 
 #comment 

26 Verify that the request details include the list of granules associated with the 
request with the suspended granules appearing first and then in order of 
sequence in the PDR. 

On the Ingest Request Details page, 
verify that the list of granules 
appearing in order : g1 the suspended 
granule should appear first and then 
the other granules follow in PDR 
sequence. 

 

27 <i>3230 V-7</i>  #comment 
28 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request Detail; 

DP_S6_01 ticket</i> 
 #comment 

29 Verify that the granule list includes the information in S-DPL-16690. On the Ingest Request Details page, 
verify that the granule list includes the 
information in s-dpl-16690<br />    a. 
granule identification (i.e., sequence 
number in the PDR),<br />    b. data 
type name and version,<br />    c. 
granule status and if Failed or 
Suspended, the type of the error [for 
classification of errors see S-DPL-
17245],<br />    d. time of last status 
change,<br />    e. granule size. 

 

30 <i>3230 V-8</i>  #comment 
31 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request Detail; 

DP_S6_01 ticket</i> 
 #comment 

32 Verify that it is possible to resort the granule list as specified in S-DPL-
16700. 

On the Ingest Request Details page, 
verify that it is possible to resort the 
granule list by state/status in sequence 
or reverse sequence as specified in S-
DPL-16700 

 

33 <i>3230 V-9</i>  #comment 
34 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request Detail; 

DP_S6_01 ticket</i> 
 #comment 

35 Verify that it is possible to access granule details and that they include the 
information required by S-DPL-16702. 

On the Ingest Request Details page, 
select one of the granules from the 
granule list to show granule details, 
verify the details include the 
information as required by S-DPL-
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# Action Expected Result Notes 
16702<br />    a. number of files,<br 
/>    b. list of the path names of the 
associated files and their file types as 
per PDR,<br />    c. if the granule is 
suspended or failed, detailed error 
information when available, such as 
the specific link in the linkage file that 
failed or the error information returned 
by the SDSRV or the error details 
returned by the Data Pool Insert 
action. 

36 <i>3230 V-10</i>  #comment 
37 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

Detail</i> 
 #comment 

38 Verify that the request details show the correct granule(s) as 'Suspended' and 
that the request details provide the correct and sufficient error information. 

On the Ingest Request Details page, 
verify that granule g1 has a 
&quot;suspended&quot; status and the 
correct/sufficient error information 
indicates the failure in transfer. 

 

39 <i>3230 V-11</i>  #comment 
40 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

Detail</i> 
 #comment 

41 Verify that it is possible to fail the granule. On the Ingest Request Details page, 
check the box next to granule g1 and 
click &quot;Fail selected 
granules&quot;, 

 

42 <i>3230 V-12</i>  #comment 
43 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

Detail</i> 
 #comment 

44 After all remaining granules complete processing successfully verify that the 
request state becomes 'Partial_Failure' 

From DPL Ingest GUI, 
Monitoring/Request Status, wait till g2 
completes processing and verify that 
the status of the request is now 
&quot;Partial_Failure&quot; 

 

45 <i>3230 V-13</i>  #comment 
46 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

Detail</i> 
 #comment 
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# Action Expected Result Notes 
47 Verify that the request list shows the appropriate error type for the request. On DPL Ingest GUI, 

Monitoring/Request Status, verify that 
under the Request status column, there 
is specific error type provided for this 
request (XferError) 

 

48 <i>3230 V-14</i>  #comment 
49 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

Detail</i> 
 #comment 

50 Verify that the granule state becomes 'XferErr'. From DPL Ingest GUI, 
Monitoring/Request Status/Ingest 
Request Details for the request, verify 
that the granule g1's state becomes 
&quot;XferErr&quot; 

 

51 <i>3230 V-15</i>  #comment 
52 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

Detail</i> 
 #comment 

53 Verify that the granule details provide details regarding the nature of the error 
sufficient to identify the cause of the error (e.g. that the file was missing). 

On the Ingest Request Details page, 
wait until all granules finish ingest. 
Click on the first granule to view the 
details and verify that the error 
specifies that the metadatafile failed 
transfer 

 

54 <i>3230 V-16</i>  #comment 
55 Verify that a PAN is transmitted using the notification method configured for 

the provider. 
Verify that a PAN is sent to the e-mail 
address configured in Criterion 3230 
S-1. 

 

56 <i>3230 V-17</i>  #comment 
57 <i>Document Reference: SIPS ICD</i>  #comment 
58 Verify that the PAN is formatted in compliance with the SIPS ICD. Perform clause text.  
59 <i>3230 V-18</i>  #comment 
60 <i>Document Reference: SIPS ICD</i>  #comment 
61 Verify that the PAN correctly identifies the disposition of each granule as 

specified in the SIPS ICD. 
Verify that the PAN correctly 
identifies the disposition of each 
granule as specified in the SIPS 
ICD:<br />Disposition for g1 should 
be &quot;REQUEST 
CANCELLED&quot; and 
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# Action Expected Result Notes 
&quot;FTP/KFTP 
FAILURE&quot;<br />Disposition for 
the other granules should be 
&quot;successful&quot;&quot; 

62 <i>3235 S-1</i>  #comment 
63 [File Transfer Error - Fail Granule from Request Screen] This criterion may 

be verified by a separate test procedure or as part of the test procedure for 
criteria 300 to 395. 

TBD SCP  

64 <i>3235 S-2</i>  #comment 
65 Submit a valid PDR for at least two granules that require an SCP transfer. TBD SCP  
66 <i>3235 S-3</i>  #comment 
67 Cause a file transfer for one of the granules to fail because the file does not 

exist and time this failure so the remaining granules are not yet completed 
when this occurs. 

TBD SCP  

68 <i>3235 V-1</i>  #comment 
69 Verify that the error is logged in the ingest application log in accordance with 

S-DPL-18320. 
TBD SCP  

70 <i>3235 V-2</i>  #comment 
71 Verify that the request state changes to 'Partially_Suspended' TBD SCP  
72 <i>3235 V-3</i>  #comment 
73 Verify that the request list shows the appropriate error type for the request. TBD SCP  
74 <i>3235 V-4</i>  #comment 
75 Access the request details and perform the verification steps regarding the 

request details and dispositioning of the granule before the request goes into 
intervention. Verify that the request details include the information listed in 
S-DPL-16670. 

TBD SCP  

76 <i>3235 V-5</i>  #comment 
77 Verify that the request details do not show an open intervention. TBD SCP  
78 <i>3235 V-6</i>  #comment 
79 Verify that the request details include the list of granules associated with the 

request with the suspended granules appearing first and then in order of 
sequence in the PDR. 

TBD SCP  

80 <i>3235 V-7</i>  #comment 
81 Verify that the granule list includes the information in S-DPL-16690. TBD SCP  
82 <i>3235 V-8</i>  #comment 
83 Verify that it is possible to resort the granule list as specified in S-DPL- TBD SCP  
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# Action Expected Result Notes 
16700. 

84 <i>3235 V-9</i>  #comment 
85 Verify that it is possible to access granule details and that they include the 

information required by S-DPL-16702. 
TBD SCP  

86 <i>3235 V-10</i>  #comment 
87 Verify that the request details show the correct granule(s) as 'Suspended' and 

that the request details provide the correct and sufficient error information. 
TBD SCP  

88 <i>3235 V-11</i>  #comment 
89 Verify that it is possible to fail the granule. TBD SCP  
90 <i>3235 V-12</i>  #comment 
91 After all remaining granules complete processing successfully verify that the 

request state becomes 'Partial_Failure' 
TBD SCP  

92 <i>3235 V-13</i>  #comment 
93 Verify that the request list shows the appropriate error type for the request. TBD SCP  
94 <i>3235 V-14</i>  #comment 
95 Verify that the granule state becomes 'XferErr'. TBD SCP  
96 <i>3235 V-15</i>  #comment 
97 Verify that the granule details provide details regarding the nature of the error 

sufficient to identify the cause of the error (e.g. that the file was missing). 
TBD SCP  

98 <i>3235 V-16</i>  #comment 
99 Verify that a PAN is transmitted using the notification method configured for 

the provider. 
TBD SCP  

100 <i>3235 V-17</i>  #comment 
101 Verify that the PAN is formatted in compliance with the SIPS ICD. TBD SCP  
102 <i>3235 V-18</i>  #comment 
103 Verify that the PAN correctly identifies the disposition of each granule as 

specified in the SIPS ICD. 
TBD SCP  

104 <i>3240 S-1</i>  #comment 
105 [File Transfer Error - Fail Granule from Intervention Screen] This criterion 

may be verified by a separate test procedure or as part of the test procedure 
for criteria 300 to 395. 

  

106 <i>3240 S-2</i>  #comment 
107 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration List, 

Provider Configuration Detail</i> 
 #comment 

108 Submit a valid PDR for at least two granules that require an FTP transfer. a. From DPL Ingest GUI, 
Configuration/Providers/Provider 
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# Action Expected Result Notes 
Configuration Details, ensure 
MODAPS_AQUA_FPROC requires 
FTP transfer.<br />    d. Ensure the 
first granule (g1) of the request 
described in &quot;Test Data 
Requirements&quot; for this criterion 
contains the specified error.<br />    e. 
From DPL Ingest GUI, 
Configuration/ECS Services, on the 
details of each relevant ECS Service 
Host, change the &quot;Max 
Concurrent File Transfers&quot; to 
1.<br />    b. Submit the PDR by 
placing it in a valid polling directory 
(identified on DPL Ingest GUI, 
Configuration/Providers/Provider 
Configuration Detail) 

109 <i>3240 S-3</i>  #comment 
110 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions List</i>  #comment 
111 Ensure that an e-mail address for operator notification regarding ingest 

interventions is configured. 
From DPL Ingest GUI, Interventions 
&amp;amp; Alerts/Interventions, 
ensure that the field 
&quot;Interventions are sent as email 
to:&quot; is valid. 

 

112 <i>3240 S-4</i>  #comment 
113 Cause a file transfer for one of the granule to fail because the file does not 

exist and time this failure so the remaining granules are not yet completed 
when this occurs. 

Make sure one of the granules is 
missing a file 

 

114 <i>3240 V-1</i>  #comment 
115 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
116 Verify that the error is logged in the ingest application log in accordance with 

S-DPL-18320. 
Check 
EcDlInProcessingService.ALOG to 
verify that the transfer error is 
recorded in the log in accordance with 
S-DPL-18320. 

 

117 <i>3240 V-2</i>  #comment 
118 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 
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# Action Expected Result Notes 
119 Verify that the request state changes to 'Partially_Suspended' From DPL Ingest GUI, 

Monitoring/Request Status, verify that 
the request state changes to 
&quot;Partially_Suspended&quot; 

 

120 <i>3240 V-3</i>  #comment 
121 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

122 Verify that the request state eventually changes to 'Suspended'. On DPL Ingest GUI, 
Monitoring/Request Status, wait until 
the remaining granules of the request 
complete ingest and then perform 
clause text. 

 

123 <i>3240 V-4</i>  #comment 
124 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List, 

Ingest Interventions List</i> 
 #comment 

125 Verify that an operator intervention is queued for the request after all 
remaining granules complete ingest and that the intervention appears in the 
monitoring screen. 

From DPL Ingest GUI, Interventions 
&amp;amp; Alerts/Interventions, 
Verify an Intervention is generated for 
the request. 

 

126 <i>3240 V-5</i>  #comment 
127 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
128 Verify that an e-mail is sent to the configured e-mail address regarding the 

intervention that provides the information mandated in S-DPL-17255. 
Verify that an email is received at the 
address recorded in Criterion 3240 S-
3, and complies with S-DPL-17255 

 

129 <i>3240 V-6</i>  #comment 
130 Verify that the operator intervention request is logged in the Data Pool Ingest 

Service application log. 
Open 
EcDlInProcessingService.ALOG, 
search for the request ID, and verify 
that there exists an entry indicating 
&quot;Created Operator 
Intervention&quot; for the request. 

 

131 <i>3240 V-7</i>  #comment 
132 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions List; 

DP_S6_01 ticket</i> 
 #comment 

133 Verify that the intervention monitoring screen shows the information 
mandated in S-DPL-17265. 

From DPL Ingest GUI, Interventions 
&amp;amp; Alerts/Interventions, 
perform clause text.<br />    a. time 
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# Action Expected Result Notes 
the intervention request was 
created,<br />    b. data provider,<br 
/>    c. request identification<br />    d. 
type of the error causing the 
intervention [for the list of error types 
see S-DPL-17245.]<br />    e. if 
available, the identification of the 
operator currently working the 
intervention<br />    f. if available, the 
time the intervention was 
acknowledged 

134 <i>3240 V-8</i>  #comment 
135 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions List</i>  #comment 
136 Verify that the error type displayed in the monitoring screen is appropriate. On DPL Ingest GUI, Interventions 

&amp;amp; Alerts/Interventions, 
verify that the Intervention Type 
displayed is &quot;XferError&quot; 

 

137 <i>3240 V-9</i>  #comment 
138 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions 

Details</i> 
 #comment 

139 Verify that it is possible to select an intervention and access its details from 
the intervention monitoring screen. 

On DPL Ingest GUI, Interventions 
&amp;amp; Alerts/Interventions, 
verify that clicking on a Request ID 
results in a Details screen. 

 

140 <i>3240 V-10</i>  #comment 
141 <i>Document Reference: DPL Ingest GUI 609: Intervention Detail Page</i>  #comment 
142 Verify that the intervention details include a granule list showing suspended 

granules first. 
On the Intervention Detail page, 
perform clause text. 

 

143 <i>3240 V-11</i>  #comment 
144 <i>Document Reference: DPL Ingest GUI 609: Intervention Detail Page; 

DP_S6_01 ticket</i> 
 #comment 

145 Verify that the granule list contains the information mandated by S-DPL-
17330 and indicates the correct error type. 

On the Intervention Detail page, 
perform clause text.<br />    a. granule 
identification (e.g., sequence number 
in the PDR),<br />    b. data type name 
and version,<br />    c. granule status 
and if Failed or Suspended, the type of 
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# Action Expected Result Notes 
the error [for classification of errors 
see S-DPL-17245],<br />    d. granule 
size. 

146 <i>3240 V-12</i>  #comment 
147 Deleted   
148 <i>3240 V-13</i>  #comment 
149 <i>Document Reference: DPL Ingest GUI 609: Intervention Detail Page; 

DP_S6_01 ticket</i> 
 #comment 

150 Verify that it is possible to display granule details for a suspended granule as 
mandated by S-DPL-17340. 

On the Intervention Detail page, verify 
that clicking on a particular granule 
results in a Granule Details screen, 
and the screen shows the information 
mandated by S-DPL-17340<br />    a. 
number of files<br />    b. the list of 
the pathnames associated with the 
granule and their file types as per 
PDR<br />    c. detailed error 
information when available, such as 
the specific link in the linkage file that 
failed or the error information returned 
by the SDSRV or the error details 
returned by the Data Pool Insert action 
or the specific target archive, location, 
and error information for granules 
suspended due to archiving errors. 

 

151 <i>3240 V-14</i>  #comment 
152 <i>Document Reference: DPL Ingest GUI 609: Intervention Detail Page</i>  #comment 
153 Verify that it is possible to select the suspended granule and fail it. On the Intervention Detail page, select 

the checkbox next to the suspended 
granule and click &quot;Fail Selected 
Granules&quot;. Refresh the page and 
verify that the granule status 
eventually changes to &quot;Failed by 
Operator&quot; 

 

154 <i>3240 V-15</i>  #comment 
155 <i>Document Reference: DPL Ingest GUI 609: Intervention Detail Page; 

DP_S6_01 ticket</i> 
 #comment 
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# Action Expected Result Notes 
156 Verify that the closure of the intervention was recorded correctly as per S-

DPL-17370. 
From DPL Ingest GUI, 
Monitoring/Request Status, go to the 
request details of the request. In the 
&quot;Request Notes&quot; and 
&quot;Status Change History&quot;, 
perform clause text. 

 

157 <i>3240 V-16</i>  #comment 
158 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

159 Verify that the request state becomes 'Partial_Failure' From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
the request state becomes 
&quot;Partial_Failure&quot;. 

 

160 <i>3240 V-17</i>  #comment 
161 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

Detail</i> 
 #comment 

162 Verify that the granule state becomes 'XferErr'. From DPL Ingest GUI, 
Monitoring/Request Status, view the 
request details for the request and 
perform clause text. 

 

163 <i>3240 V-18</i>  #comment 
164 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request Detail; 

DP_S6_01 ticket</i> 
 #comment 

165 Verify that the closure of the intervention is correctly recorded in the request 
annotations as per S-DPL-17216. 

On the Request Details page, Verify 
the detailed status notes the closure of 
the intervention. 

 

166 <i>3240 V-19</i>  #comment 
167 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

List</i> 
 #comment 

168 Verify that a PAN is transmitted using the notification method configured for 
the provider. 

Verify that a PAN is received, either 
by FTP or email as configured for that 
data provider (verifiable via 
Configuration/Providers). 

 

169 <i>3240 V-20</i>  #comment 
170 <i>Document Reference: SIPS ICD</i>  #comment 
171 Verify that the PAN is formatted in compliance with the SIPS ICD. Perform clause text.  
172 <i>3240 V-21</i>  #comment 
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# Action Expected Result Notes 
173 <i>Document Reference: SIPS ICD</i>  #comment 
174 Verify that the PAN correctly identifies the disposition of each granule as 

specified in the SIPS ICD. 
Verify the Pan identifies g1 as 
&quot;REQUEST 
CANCELLED&quot; with reason 
&quot;FTP/KFTP FAILURE&quot;; 
and all the other granules has 
&quot;successful&quot; status 

 

175 <i>3250 S-1</i>  #comment 
176 [File Transfer Error - Resume Granule from Request Screen] This criterion 

may be verified by a separate test procedure or as part of the test procedure 
for criteria 300 to 395. 

  

177 <i>3250 S-2</i>  #comment 
178 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration List, 

Provider Configuration Detail</i> 
 #comment 

179 Submit a valid PDR for at least two granules that require an FTP transfer. a. Identify the NODE_NAME (the 
host used for FTP transfers) in the 
PDR described in &quot;Test Data 
Requirements&quot; for this 
criterion.<br />    b. From DPL Ingest 
GUI, 
Configuration/Providers/Provider 
Configuration Details, ensure 
MODAPS_TERRA_FPROC requires 
FTP transfer.<br />    c. From DPL 
Ingest GUI, Configuration/ECS 
Services, on the details of each 
relevant ECS Service Host, change the 
&quot;Max Concurrent File 
Transfers&quot; to 1.<br />    d. 
Submit the PDR described in 
&quot;Test Data Requirements&quot; 

 

180 <i>S-3</i>  #comment 
181 <i>Document Reference: DPL Ingest GUI 609: FTP Host Configuration</i>  #comment 
182 Cause a file transfer for one of the granules to fail because the transfer times 

out without causing an alert (e.g. temporarily configure the time out 
parameters incorrectly) and time this failure so the remaining granules are not 
yet completed when this occurs. 

From DPL Ingest GUI, 
Configuration/Transfer Hosts/Host 
Details for the host identified in the 
previous step, note the current 
configuration of Pad Time and 
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# Action Expected Result Notes 
Throughput values. Set the Pad Time 
to 1 and the Throughput to 2 GB. 

183 <i>3250 V-1</i>  #comment 
184 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
185 Verify that the error is logged in the ingest application log in accordance with 

S-DPL-18320. 
Open 
EcDlInProcessingService.ALOG and 
verify that there is an entry indicating 
the time-out error with the information 
mandated by S-DPL-18320 

 

186 <i>3250 V-2</i>  #comment 
187 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

188 Verify that the request state changes to 'Partially_Suspended' From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
the request state changes to 
&quot;Partially_Suspended&quot; 

 

189 <i>3250 V-3</i>  #comment 
190 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

191 Verify that the request list shows the appropriate error type for the request. From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
the error displayed for the request is 
indicative of the fact that a time-out 
occurred during FTP transfer. 

 

192 <i>3250 V-4</i>  #comment 
193 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List, 

Active Ingest Request Detail; DP_S6_01 ticket</i> 
 #comment 

194 Access the request details and perform the verification steps regarding the 
request details and dispositioning of the granule before the request goes into 
intervention. Verify that the request details include the information listed in 
S-DPL-16670. 

From DPL Ingest GUI, 
Monitoring/Request Status, click on 
the request ID to bring up the Request 
Details screen. Verify:<br />    a. That 
the granule list shows the suspended 
granule and its disposition,<br />    b. 
That the request details shown include 
the information mandated by S-DPL-
16670 

 

195 <i>3250 V-5</i>  #comment 
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# Action Expected Result Notes 
196 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

Detail</i> 
 #comment 

197 Verify that the request details do not show an open intervention. On the Request Details page, perform 
clause text. 

 

198 <i>3250 V-6</i>  #comment 
199 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

Detail</i> 
 #comment 

200 Verify that the request details include the list of granules associated with the 
request with the suspended granules appearing first and then in order of 
sequence in the PDR. 

On the Request Details page, perform 
clause text. 

 

201 <i>3250 V-7</i>  #comment 
202 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request Detail; 

DP_S6_01 ticket</i> 
 #comment 

203 Verify that the granule list includes the information in S-DPL-16690. On the Request Details page, perform 
clause text 

 

204 <i>3250 V-8</i>  #comment 
205 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request Detail; 

DP_S6_01 ticket</i> 
 #comment 

206 Verify that it is possible to resort the granule list as specified in S-DPL-
16700. 

On the Request Details page, perform 
clause text. 

 

207 <i>3250 V-9</i>  #comment 
208 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request Detail; 

DP_S6_01 ticket</i> 
 #comment 

209 Verify that it is possible to access granule details and that they include the 
information required by S-DPL-16702. 

On the Request Details page, verify 
that clicking on a granule ID brings up 
the Granule Details screen with the 
information mandated in S-DPL-
16702 

 

210 <i>3250 V-10</i>  #comment 
211 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

Detail</i> 
 #comment 

212 Verify that the request details show the correct granule(s) as 'Suspended' and 
that the request details provide the correct and sufficient error information. 

On the Request Details page, verify 
that the first granule is listed as 
&quot;Suspended&quot; in the 
Granule List. View granule details and 
verify a note about the time-out is 
included. 
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# Action Expected Result Notes 
213 <i>3250 V-11</i>  #comment 
214 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

Detail</i> 
 #comment 

215 Verify that it is possible to resume the granule. On the Request Details page, verify 
that it is possible to select the 
suspended granules by clicking on the 
boxes next to their Granule IDs. 
Verify the &quot;Retry Selected 
Granules&quot; button is enabled. 

 

216 <i>3250 V-12</i>  #comment 
217 <i>Document Reference: DPL Ingest GUI 609: FTP Host Configuration</i>  #comment 
218 Correct whatever caused the file transfers to time out. Resume all granules for 

the request that timed out or still may time out before the change takes effect. 
Then verify that all granules complete processing successfully verify that the 
request state becomes 'Successful' 

a. On DPL Ingest GUI, 
Configuration/Transfer Hosts/Host 
Details for the host, change the 
overhead and throughput settings of 
the host handling the granule back to 
the correct value such that no time-out 
error will occur.<br />    b. From 
Monitoring/Request Status/Ingest 
Request Details of the affected 
request, resume all granules for the 
request that timed out or still may time 
out before the change takes effect.<br 
/>    c. From Monitoring/Request 
Status, verify that all the granules of 
the request complete successfully, and 
the request status changes to 
&quot;Successful&quot;. 

 

219 <i>3250 V-13</i>  #comment 
220 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

List</i> 
 #comment 

221 Verify that a PAN is transmitted using the notification method configured for 
the provider. 

Verify that a PAN is received, either 
by FTP or email as configured for that 
data provider (verifiable via DPL 
Ingest GUI, Configuration/Providers). 

 

222 <i>3250 V-14</i>  #comment 
223 <i>Document Reference: SIPS ICD</i>  #comment 
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# Action Expected Result Notes 
224 Verify that the PAN is formatted in compliance with the SIPS ICD. Perform clause text.  
225 <i>3250 V-15</i>  #comment 
226 <i>Document Reference: SIPS ICD</i>  #comment 
227 Verify that the PAN correctly identifies the request as having been successful 

in compliance with the SIPS ICD. 
Perform clause text.  

228 <i>3260 S-1</i>  #comment 
229 [File Transfer Error - Resume Granule from Intervention Screen] This 

criterion may be verified by a separate test procedure or as part of the test 
procedure for criteria 300 to 395. 

  

230 <i>3260 S-2</i>  #comment 
231 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration List, 

Provider Configuration Detail</i> 
 #comment 

232 Submit a valid PDR for at least two granules that require an FTP transfer. a. Identify the NODE_NAME (the 
host used for FTP transfers) in the 
PDR described in &quot;Test Data 
Requirements&quot; for this 
criterion.<br />    b. From DPL Ingest 
GUI, 
Configuration/Providers/Provider 
Configuration Details, ensure 
MODAPS_TERRA_FPROC requires 
FTP transfer.<br />    c. From DPL 
Ingest GUI, Configuration/ECS 
Services, on the details of each 
relevant ECS Service Host, change the 
&quot;Max Concurrent File 
Transfers&quot; to 1.<br />    d. 
Submit the PDR described in 
&quot;Test Data Requirements&quot; 

 

233 <i>3260 S-3</i>  #comment 
234 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions List</i>  #comment 
235 Ensure that an e-mail address for operator notification regarding ingest 

interventions is configured. 
On DPL Ingest GUI, Interventions 
&amp;amp; Alerts/Interventions, 
ensure that the field 
&quot;Interventions are sent as email 
to:&quot; is valid. 

 

236 <i>3260 S-4</i>  #comment 
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# Action Expected Result Notes 
237 <i>Document Reference: DPL Ingest GUI 609: FTP Host Configuration</i>  #comment 
238 Cause a file transfer for at least one granule to fail because the transfer times 

out without causing an alert (e.g. temporarily configure the time out 
parameters incorrectly) then correct the problem that caused the time out (as a 
result of which some of the granules in the request may be Successful). 

a. From DPL Ingest GUI, 
Configuration/Transfer Hosts/Host 
Details for the host identified in the 
previous step, note the current 
configuration of Pad Time and 
Throughput values. Set the Pad Time 
to 1 and the Throughput to 2 GB.<br 
/>    b. From DPL Ingest GUI, 
Monitoring/Request Status, view the 
details for the request and wait until 
the first granule is suspended.<br />    
c. Return to the host configuration 
detail page and restore the parameters 
to their original configuration. 

 

239 <i>3260 V-1</i>  #comment 
240 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
241 Verify that the error is logged in the ingest application log in accordance with 

S-DPL-18320. 
Open 
EcDlInProcessingService.ALOG and 
verify that the time-out error is logged 
in accordance with S-DPL-18320 

 

242 <i>3260 V-2</i>  #comment 
243 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

244 Verify that the request state eventually changes to 'Suspended'. From DPL Ingest GUI, 
Monitoring/Request Status, wait and 
verify that the request state becomes 
&quot;Suspended&quot;. 

 

245 <i>3260 V-3</i>  #comment 
246 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions List</i>  #comment 
247 Verify that an operator intervention is queued for the request after all 

remaining granules complete ingest and that the intervention appears in the 
monitoring screen. 

After all remaining granules complete 
ingest, from DPL Ingest GUI, 
Interventions &amp;amp; 
Alerts/Interventions, perform clause 
text. 

 

248 <i>3260 V-4</i>  #comment 
249 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
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# Action Expected Result Notes 
250 Verify that an e-mail is sent to the configured e-mail address regarding the 

intervention that provides the information mandated in S-DPL-17255. 
Verify that an email is received at the 
address recorded in Criterion 3260 S-
3, with the following details:<br />    
a. provider, request ID, and nature of 
the error that caused the intervention 
in the subject line,<br />    b. 
intervention detail that would be 
displayed on the intervention detail 
screen as part of the e-mail body. 

 

251 <i>3260 V-5</i>  #comment 
252 Verify that the operator intervention request is logged in the Data Pool Ingest 

Service application log. 
Open 
EcDlInProcessingService.ALOG, 
search for the request ID, and verify 
that there exists an entry indicating 
intervention is required. 

 

253 <i>3260 V-6</i>  #comment 
254 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions List; 

DP_S6_01 ticket</i> 
 #comment 

255 Verify that the intervention monitoring screen shows the information 
mandated in S-DPL-17265. 

From DPL Ingest GUI, Interventions 
&amp;amp; Alerts/Interventions, 
perform clause text.<br />[Note: The 
PDR Path and file name are not shown 
on the listing page, only in detail page] 

 

256 <i>3260 V-7</i>  #comment 
257 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions List</i>  #comment 
258 Verify that the error type displayed in the monitoring screen is appropriate. On DPL Ingest GUI, Interventions 

&amp;amp; Alerts/Interventions, 
verify that the error displayed is 
indicative of the fact that a time-out 
occurred for the granule. 

 

259 <i>3260 V-8</i>  #comment 
260 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions List</i>  #comment 
261 Verify that it is possible to select an intervention and access its details from 

the intervention monitoring screen. 
On the Ingest Intervention Details 
page, select the appropriate request id 
and verify intervention details appear. 

 

262 <i>3260 V-9</i>  #comment 
263 <i>Document Reference: DPL Ingest GUI 609: Intervention Detail Page</i>  #comment 
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# Action Expected Result Notes 
264 Verify that the intervention details include a granule list showing suspended 

granules first. 
On the Intervention Details page, 
perform clause text. 

 

265 <i>3260 V-10</i>  #comment 
266 <i>Document Reference: DPL Ingest GUI 609: Intervention Detail Page; 

DP_S6_01 ticket</i> 
 #comment 

267 Verify that the granule list contains the information mandated by S-DPL-
17330 and indicates the correct error type. 

On the Intervention Details page, 
perform clause text. 

 

268 <i>3260 V-11</i>  #comment 
269 Deleted   
270 <i>3260 V-12</i>  #comment 
271 <i>Document Reference: DPL Ingest GUI 609: Intervention Detail Page; 

DP_S6_01 ticket</i> 
 #comment 

272 Verify that it is possible to display granule details for a suspended granule as 
mandated by S-DPL-17340. 

On the Intervention Details page, 
verify that in the Granules list, 
clicking on a particular granule results 
in a Granule Details screen which 
includes the information mandated in 
S-DPL-17340 

 

273 <i>3260 V-13</i>  #comment 
274 <i>Document Reference: DPL Ingest GUI 609: Intervention Detail Page, 

Active Ingest Request List</i> 
 #comment 

275 Verify that it is possible to select the suspended granules and resume them. a. On the Intervention Details page, 
verify select the checkbox next to the 
suspended granule and click 
&quot;Retry Selected 
Granules&quot;.<br />    b. From DPL 
Ingest GUI, Monitoring/Request 
Status, verify that the granule was 
resumed. 

 

276 <i>3260 V-14</i>  #comment 
277 <i>Document Reference: DPL Ingest GUI 609: Intervention Detail Page; 

DP_S6_01 ticket</i> 
 #comment 

278 Verify that the closure of the intervention was recorded correctly as per S-
DPL-17370. 

From DPL Ingest GUI, 
Monitoring/Request Status, go to the 
request details of the request. In the 
request annotations, perform clause 
text. 
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# Action Expected Result Notes 
279 <i>3260 V-15</i>  #comment 
280 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

281 Verify that the request state becomes 'Successful' From DPL Ingest GUI, 
Monitoring/Request Status, perform 
clause text. 

 

282 <i>3260 V-16</i>  #comment 
283 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request Detail; 

DP_S6_01 ticket</i> 
 #comment 

284 Verify that the closure of the intervention is correctly recorded in the request 
annotations as per S-DPL-17216. 

From DPL Ingest GUI, 
Monitoring/Request Status/Ingest 
Request Details for the relevant 
request, perform clause text. 

 

285 <i>3260 V-17</i>  #comment 
286 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

List</i> 
 #comment 

287 Verify that a PAN is transmitted using the notification method configured for 
the provider. 

Verify that a PAN is received, either 
by FTP or email as configured for that 
data provider (verifiable via DPL 
Ingest GUI, Configuration/Providers). 

 

288 <i>3260 V-18</i>  #comment 
289 <i>Document Reference: SIPS ICD</i>  #comment 
290 Verify that the PAN is formatted in compliance with the SIPS ICD. Verify that the PAN complies with 

SIPS ICD (423-41-57) 
 

291 <i>3260 V-19</i>  #comment 
292 <i>Document Reference: SIPS ICD</i>  #comment 
293 Verify that the PAN correctly identifies the request as having been successful 

in compliance with the SIPS ICD. 
Verify that the disposition of each 
granule is correctly identified in this 
PAN. 

 

 
 
TEST DATA: 
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Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

3230   

1 PDR; 1st granule 
should point to a 
file that does not 
exist. 

MOD13Q1 
 
[Requires FTP 
transfer] 

None 4 granules 
Several minutes 
to transfer 

/sotestdata/SynergyVI/DP_S6_01/ 
Criteria/3230/V086/ 

  

3235   1 PDR 

TBD - SCP 
 
[Requires scp 
transfer] 

None 4 granules 
Several minutes 
to transfer 

/sotestdata/SynergyVI/DP_S6_01/ 
Criteria/3235/V086/ 

  

3240   

1 PDR; 2nd granule 
should point to a 
file that does not 
exist. 

MOD13Q1 
 
[Requires FTP 
transfer] 

None 4 granules 
Several minutes 
to transfer 

/sotestdata/SynergyVI/DP_S6_01/ 
Criteria/3240/V086/ 

  

3250   1 PDR 

MOD13Q1 
 
[Requires FTP 
transfer] 

None 4 granules 
Several minutes 
to transfer 

/sotestdata/SynergyVI/DP_S6_01/ 
Criteria/3250/V086/ 

  

3260   1 PDR 

MOD13Q1 
 
[Requires FTP 
transfer] 

None 4 granules 
Several minutes 
to transfer 

/sotestdata/SynergyVI/DP_S6_01/ 
Criteria/3260/V086/ 

  

 
EXPECTED RESULTS: 
 

314 FILE SIZE MISMATCH - FAIL GRANULE (ECS-ECSTC-2725) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 
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STEPS:   
# Action Expected Result Notes 
1 <i>3270 S-1</i>  #comment 
2 [File Size Mismatch - Fail Granule]<br /><br />This criterion may be verified 

by a separate test procedure or as part of the test procedure for criteria 300 to 
395. 

  

3 <i>3270 S-2</i>  #comment 
4 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions List</i>  #comment 
5 Ensure that an e-mail address for operator notification regarding ingest 

interventions is configured. 
From DPL Ingest GUI, Interventions 
&amp;amp; Alerts/Interventions, 
verify/change the email address to 
which operator interventions are sent. 

 

6 <i>3270 S-3</i>  #comment 
7 <i>Document Reference: DPL Ingest GUI 609: FTP Host Configuration</i>  #comment 
8 Submit a valid PDR for at least two granules that require an FTP transfer. a. From the DPL Ingest GUI 

Configuration/Transfer Hosts, set 
&quot;Maximum Operations&quot; to 
1 so that the second granule will not 
be transferred until the first one is 
suspended.<br />    b. Ensure the PDR 
described in &quot;Test Data 
Requirements&quot; has an invalid 
file size.<br />    c. Submit this PDR 

 

9 <i>3270 S-4</i>  #comment 
10 Cause a file transfers for the request to fail because the size of the file does 

not match the size specified in the PDR and time this failure so the remaining 
granules are not yet completed when this occurs. 

See previous step.  

11 <i>3270 V-1</i>  #comment 
12 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
13 Verify that the error is logged in the ingest application log in accordance with 

S-DPL-18320. 
Verify in 
EcDlInProcessingService.ALOG the 
file size mismatch is logged as a 
'XferErr' in compliance with S-DPL-
18320. 

 

14 <i>3270 V-2</i>  #comment 
15 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

16 Verify that the request state changes to 'Partially_Suspended' From DPL Ingest GUI,  



 

1132 
 

# Action Expected Result Notes 
Monitoring/Request Status, verify the 
state changes to &quot;Partially 
Suspended&quot;. 

17 <i>3270 V-3</i>  #comment 
18 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

19 Verify that the request state eventually changes to 'Suspended'. From DPL Ingest GUI, 
Monitoring/Request Status, verify the 
state changes to 
&quot;Suspended&quot;. 

 

20 <i>3270 V-4</i>  #comment 
21 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions List</i>  #comment 
22 Verify that an operator intervention is queued for the request after all 

remaining granules complete ingest and that the intervention appears in the 
monitoring screen. 

From DPL Ingest GUI, Interventions 
&amp;amp; Alerts/Interventions, 
perform clause text. 

 

23 <i>3270 V-5</i>  #comment 
24 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
25 Verify that an e-mail is sent to the configured e-mail address regarding the 

intervention that provides the information mandated in S-DPL-17255. 
Perform clause text.  

26 <i>3270 V-6</i>  #comment 
27 Verify that the operator intervention request is logged in the Data Pool Ingest 

Service application log. 
Verify 
EcDlInProcessingService.ALOG 
contains the operator intervention. 

 

28 <i>3270 V-7</i>  #comment 
29 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions List; 

DP_S6_01 ticket</i> 
 #comment 

30 Verify that the intervention monitoring screen shows the information 
mandated in S-DPL-17265. 

From DPL Ingest GUI, Interventions 
&amp;amp; Alerts/Interventions, 
perform clause text.<br />[Note: The 
PDR Path and file name are not shown 
on the listing page, only in detail page] 

 

31 <i>3270 V-8</i>  #comment 
32 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
33 Verify that the error type displayed in the monitoring screen is appropriate. On DPL Ingest GUI, Interventions 

&amp;amp; Alerts/Interventions, 
verify the error is logged in 
accordance with the error types listed 

 



 

1133 
 

# Action Expected Result Notes 
in S-DPL-18210. 

34 <i>3270 V-9</i>  #comment 
35 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions List, 

Intervention Detail Page</i> 
 #comment 

36 Verify that it is possible to select an intervention and access its details from 
the intervention monitoring screen. 

From DPL Ingest GUI, Interventions 
&amp;amp; Alerts/Interventions, 
select the Request ID field to display 
the Intervention details. 

 

37 <i>3270 V-10</i>  #comment 
38 <i>Document Reference: DPL Ingest GUI 609: Intervention Detail Page</i>  #comment 
39 Verify that the intervention details include a granule list showing suspended 

granules first. 
On DPL Ingest GUI, Interventions 
&amp;amp; Alerts/Interventions, 
verify the Intervention details include 
a list of all granules for the request 
with the suspended granules listed 
first. 

 

40 <i>3270 V-11</i>  #comment 
41 <i>Document Reference: DPL Ingest GUI 609: Intervention Detail Page; 

DP_S6_01 ticket</i> 
 #comment 

42 Verify that the granule list contains the information mandated by S-DPL-
17330 and indicates the correct error type. 

On the Ingest Intervention Detail page, 
perform clause text. 

 

43 <i>3270 V-12</i>  #comment 
44 Deleted   
45 <i>3270 V-13</i>  #comment 
46 <i>Document Reference: DPL Ingest GUI 609: Intervention Detail Page; 

DP_S6_01 ticket</i> 
 #comment 

47 Verify that it is possible to display granule details for a suspended granule as 
mandated by S-DPL-17340. 

On the Ingest Intervention Detail page, 
perform clause text. 

 

48 <i>3270 V-14</i>  #comment 
49 <i>Document Reference: DPL Ingest GUI 609: Intervention Detail Page</i>  #comment 
50 Verify that it is possible to select the suspended granule and fail it. a. On the Ingest Intervention Detail 

page, assign the current operator as the 
&quot;Worker&quot; for the 
intervention.<br />    b. Select the 
suspended granule and press the 
&quot;Fail Selected Granules&quot; 
button. 
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# Action Expected Result Notes 
51 <i>3270 V-15</i>  #comment 
52 <i>Document Reference: DPL Ingest GUI 609: Intervention Detail Page; 

DP_S6_01 ticket</i> 
 #comment 

53 Verify that the closure of the intervention was recorded correctly as per S-
DPL-17370. 

From DPL Ingest GUI, 
Monitoring/Request Status, go to the 
request details of the request with the 
suspended granule. In the 
&quot;Status Change History&quot; 
and &quot;Request Notes,&quot; 
perform clause text. 

 

54 <i>3270 V-16</i>  #comment 
55 <i>Document Reference: DPL Ingest GUI 609: Intervention Detail Page; 

DP_S6_01 ticket</i> 
 #comment 

56 Verify that the closure of the intervention is correctly recorded in the request 
annotations as per S-DPL-17216. 

On the Ingest Request Detail page, 
perform clause text. 

 

57 <i>3270 V-17</i>  #comment 
58 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

59 Verify that the request state becomes 'Partial_Failure'. From DPL Ingest GUI, 
Monitoring/Request Status, verify the 
state changes to &quot;Partially 
Failed&quot;. 

 

60 <i>3270 V-18</i>  #comment 
61 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

Detail</i> 
 #comment 

62 Verify that the granule state becomes 'XferErr'. From DPL Ingest GUI, 
Monitoring/Request Status, press the 
Request ID to display the Request 
details. Verify the state of this granule 
changes to &quot;Transfer 
Error&quot;. 

 

63 <i>3270 V-19</i>  #comment 
64 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

List</i> 
 #comment 

65 Verify that a PAN is transmitted using the notification method configured for 
the provider. 

From DPL Ingest GUI, 
Configuration/Providers, determine 
the email address of the provider. 

 



 

1135 
 

# Action Expected Result Notes 
Verify a PAN is received at this email 
address. 

66 <i>3270 V-20</i>  #comment 
67 <i>Document Reference: SIPS ICD</i>  #comment 
68 Verify that the PAN is formatted in compliance with the SIPS ICD. Verify the PAN is formatted IAW 

SIPS_ICD_Vol0_RevH_CH02.doc. 
Section 4.5.5 (page 4-46). (Should 
receive a 'Long PAN'). 

 

69 <i>3270 V-21</i>  #comment 
70 <i>Document Reference: SIPS ICD</i>  #comment 
71 Verify that the PAN correctly identifies the disposition of each granule as 

specified in the SIPS ICD. 
Verify the disposition (success or 
failure) of each granule is included in 
the PAN. 

 

72 <i>3280 S-1</i>  #comment 
73 [File Size Mismatch - Retry Granule] This criterion may be verified by a 

separate test procedure or as part of the test procedure for criteria 300 to 395. 
  

74 <i>3280 S-2</i>  #comment 
75 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions List</i>  #comment 
76 Ensure that an e-mail address for operator notification regarding ingest 

interventions is configured. 
From DPL Ingest GUI, Interventions 
&amp;amp; Alerts/Interventions, 
verify/change the email address to 
which operator interventions are sent. 

 

77 <i>3280 S-3</i>  #comment 
78 <i>Document Reference: DPL Ingest GUI 609: FTP Host Configuration</i>  #comment 
79 Submit a valid PDR for at least two granules that require an FTP transfer. a. From the DPL Ingest GUI 

Configuration/Transfer Hosts, set 
&quot;Maximum Operations&quot; to 
1 so that the second granule will not 
be transferred until the first one is 
suspended.<br />    b. In the PDR 
described in &quot;Test Data 
Requirements&quot;, identify the 
DIRECTORY_ID and FILE_ID of the 
first granule.<br />    c. Go to this 
directory and modify the file by 
adding an extra line to the beginning 
of the file. This will cause its file size 
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# Action Expected Result Notes 
to be slightly off from what is 
described in the PDR.<br />    d. 
Submit the PDR 

80 <i>3280 S-4</i>  #comment 
81 Cause a file transfers for the request to fail because the size of the file does 

not match the size specified in the PDR and time this failure so the remaining 
granules are not yet completed when this occurs. 

See previous step.  

82 <i>3280 V-1</i>  #comment 
83 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
84 Verify that the error is logged in the ingest application log in accordance with 

S-DPL-18320. 
Repeat Criterion 3270 V-1 through V-
13. 

 

85 <i>3280 V-2</i>  #comment 
86 Verify that the request state changes to 'Partially_Suspended'   
87 <i>3280 V-3</i>  #comment 
88 Verify that the request state eventually changes to 'Suspended'.   
89 <i>3280 V-4</i>  #comment 
90 Verify that an operator intervention is queued for the request after all 

remaining granules complete ingest and that the intervention appears in the 
monitoring screen. 

  

91 <i>3280 V-5</i>  #comment 
92 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
93 Verify that an e-mail is sent to the configured e-mail address regarding the 

intervention that provides the information mandated in S-DPL-17255. 
  

94 <i>3280 V-6</i>  #comment 
95 Verify that the operator intervention request is logged in the Data Pool Ingest 

Service application log. 
  

96 <i>3280 V-7</i>  #comment 
97 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
98 Verify that the intervention monitoring screen shows the information 

mandated in S-DPL-17265. 
  

99 <i>3280 V-8</i>  #comment 
100 Verify that the error type displayed in the monitoring screen is appropriate.   
101 <i>3280 V-9</i>  #comment 
102 Verify that it is possible to select an intervention and access its details from 

the intervention monitoring screen. 
  

103 <i>3280 V-10</i>  #comment 
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# Action Expected Result Notes 
104 Verify that the intervention details include a granule list showing suspended 

granules first. 
  

105 <i>3280 V-11</i>  #comment 
106 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
107 Verify that the granule list contains the information mandated by S-DPL-

17330 and indicates the correct error type. 
  

108 <i>3280 V-12</i>  #comment 
109 Deleted   
110 <i>3280 V-13</i>  #comment 
111 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
112 Verify that it is possible to display granule details for a suspended granule as 

mandated by S-DPL-17340. 
  

113 <i>3280 V-14</i>  #comment 
114 <i>Document Reference: DPL Ingest GUI 609: Intervention Detail Page</i>  #comment 
115 Correct the problem (e.g. substitute a file of the correct size or correct the 

PDR) and verify that it is possible to resume the granule. 
a. Remove the extra line from the first 
granule's metadata file modified in 
Criterion 3270 S-3.<br />    b. From 
DPL Ingest GUI, Interventions 
&amp;amp; Alerts/Ingest 
Intervention/Ingest Intervention 
Details for the relevant intervention 
and assign the current operator as the 
&quot;Worker&quot; for the 
intervention.<br />    c. Select the 
suspended granule, and press the 
'Retry Selected Granules' button. 

 

116 <i>3280 V-15</i>  #comment 
117 <i>Document Reference: DPL Ingest GUI 609: Intervention Detail Page; 

DP_S6_01 ticket</i> 
 #comment 

118 Verify that the closure of the intervention was recorded correctly as per S-
DPL-17370. 

From DPL Ingest GUI, 
Monitoring/Request Status, go to the 
request details of the request with the 
suspended granule. In the 
&quot;Status Change History&quot; 
and &quot;Request Notes,&quot; 
perform clause text. 

 

119 <i>3280 V-16</i>  #comment 
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# Action Expected Result Notes 
120 <i>Document Reference: DPL Ingest GUI 609: Intervention Detail Page; 

DP_S6_01 ticket</i> 
 #comment 

121 Verify that the closure of the intervention is correctly recorded in the request 
annotations as per S-DPL-17216. 

On the Ingest Request Detail page, 
perform clause text. 

 

122 <i>3280 V-17</i>  #comment 
123 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

124 Verify that the request completes and the request state changes to 
'Successful'. 

From DPL Ingest GUI, 
Monitoring/Request Status, perform 
clause text. 

 

125 <i>3280 V-18</i>  #comment 
126 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

List</i> 
 #comment 

127 Verify that a PAN is transmitted using the notification method configured for 
the provider. 

From DPL Ingest GUI, 
Configuration/Providers, determine 
the email address of the provider. 
Verify a PAN is received at this email 
address. 

 

128 <i>3280 V-19</i>  #comment 
129 <i>Document Reference: SIPS ICD</i>  #comment 
130 Verify that the PAN is formatted in compliance with the SIPS ICD. Verify the PAN is formatted IAW 

SIPS_ICD_Vol0_RevH_CH02.doc. 
Section 4.5.5 (page 4-46). (Should 
receive a 'Short PAN'). 

 

131 <i>3280 V-20</i>  #comment 
132 <i>Document Reference: SIPS ICD</i>  #comment 
133 Verify that the PAN correctly identifies the request as having been successful 

as per SIPS ICD. 
Perform clause text.  

 
 
TEST DATA: 
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Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

3270   
1 PDR; 1st granule 
with wrong file 
size in PDR 

[Requires Ftp 
transfer] 

None 2 granules None 
/sotestdata/SynergyVI/DP_S6_01/ 
Criteria/3270/V086/ 

  

3280   1 PDR 
[Requires Ftp 
transfer] 

None 2 granules None 
/sotestdata/SynergyVI/DP_S6_01/ 
Criteria/3280/V086/ 

  

 
EXPECTED RESULTS: 
 

315 CHECKSUM RETRY. (ECS-ECSTC-2726) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 
 
STEPS:   
# Action Expected Result Notes 
1 <i>3290 S-1</i>  #comment 
2 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 

3 [Checksum Retry.] This criterion may be verified by a separate test procedure 
or as part of the test procedure for criteria 300 to 395. 

From DPL Ingest GUI, 
Configuration/Global Tuning, identify 
the original configuration of the 
MAX_RETRY_CHECKSUM_VERIF
Y parameter and then set it to 20 to 
allow sufficient time to perform 
verifications and correct the error. 

 

4 <i>3290 S-2</i>  #comment 
5 <i>Document Reference: DPL Ingest GUI: Global Tuning Configuration</i>  #comment 
6 Submit a valid PDR for at least two granules that require checksum 

verification and configure a holding directory for files that encountered 
checksum verification errors. 

a. From DPL Ingest GUI, 
Configuration/Global Tuning, set 
'FAILED_CHECKSUM_HOLDING_
DIR' to a directory with at least 2 GB 
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# Action Expected Result Notes 
of space, i.e. 
/datapool/[mode]/FS1/hold_directory<
br />    b. In the 'writable' directory 
referenced above, run the 'bad' script 
to copy the 'bad' hdf file into the 
writable area.<br />    c. Submit the 
PDR located in the 'writable' directory. 

7 <i>3290 S-3</i>  #comment 
8 Cause a checksum mismatch for one of the files in one of the granules (but 

not other granules). 
See previous step  

9 <i>3290 V-1</i>  #comment 
10 Verify that the offending file is saved in the configured holding directory. After the file is transferred and the 

checksum mismatch is detected, verify 
that the 'bad' granule is copied to the 
'checksum holding directory'. 

 

11 <i>3290 V-2</i>  #comment 
12 Verify that the file is retransferred and re-checksummed. Check 

EcDlInProcessingService.ALOG and 
search for the file. Verify that there are 
entries showing it has been re-
transferred and re-checksummed. 

 

13 <i>3290 V-3</i>  #comment 
14 Verify that the granule returns to the 'Transferring' state after it failed 

checksumming during each retry. 
From 
EcDlInProcessingServiceDebug.log, 
search for 
&quot;InUpdateGranStatus&quot;, 
verify the granule state cycles between 
'Checksumming' and 'Transferring'. 

 

15 <i>3290 V-4</i>  #comment 
16 Verify that with each retry, the file is again saved in the holding directory and 

does not overwrite the previously saved file. 
Verify in the holding directory that 
each copy of this granule is given a 
unique filename. 

 

17 <i>3290 V-5</i>  #comment 
18 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
19 Verify that each error is logged in the ingest application log in accordance 

with S-DPL-18320. 
Check 
EcDlInProcessingService.ALOG to 
verify that the checksum failure is 
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# Action Expected Result Notes 
recorded in the log in accordance with 
S-DPL-18320. 

20 <i>3290 V-6</i>  #comment 
21 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

22 Correct whatever was used to cause the checksum problem. Verify that the 
request now completes and its state changes to 'Successful'. 

a. In the 'writable' directory referenced 
above, run the 'good' script to copy the 
'good' hdf file into the writable 
area.<br />    b. From DPL Ingest 
GUI, Monitoring/Request Status, 
verify that the request now 
successfully completes.<br />    c. 
From DPL Ingest GUI, 
Configuration/Global Tuning, restore 
MAX_RETRY_CHECKSUM_VERIF
Y to its original configuration. 

 

23 <i>3300 S-1</i>  #comment 
24 [Checksum Failure.] This criterion may be verified by a separate test 

procedure or as part of the test procedure for criteria 300 to 395. 
From DPL Ingest GUI, 
Configuration/Global Tuning, identify 
the original configuration of the 
MAX_RETRY_CHECKSUM_VERIF
Y parameter and then set it to 3. 

 

25 <i>3300 S-2</i>  #comment 
26 Submit a valid PDR for at least two granules that require checksum 

verification and configure a holding directory for files that encountered 
checksum verification errors. 

a. From DPL Ingest GUI, 
Configuration/Global Tuning, set 
'FAILED_CHECKSUM_HOLDING_
DIR' to a directory with at least 2 GB 
of space, i.e. 
/datapool/[mode]/FS1/hold_directory<
br />    b. Submit the PDR described in 
&quot;Test Data Requirements&quot;. 

 

27 <i>3300 S-3</i>  #comment 
28 Cause a checksum mismatch for one of the files in one of the granules (but 

not other granules). 
See previous step  

29 <i>3300 V-1</i>  #comment 
30 Verify that the offending file is saved in the configured holding directory. After the file is transferred and the 

checksum mismatch is detected, go to 
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# Action Expected Result Notes 
the holding directory and verify that 
the 'bad' granule is now there. 

31 <i>3300 V-2</i>  #comment 
32 Verify that the file is retransferred and re-checksummed the configured 

number of checksum retries 
Check 
EcDlInProcessingService.ALOG and 
search for the file. Verify that there are 
entries showing it has been repeatedly 
transferred and checksummed. 

 

33 <i>3300 V-3</i>  #comment 
34 Verify that the granule returns to the 'Transferring' state after it failed 

checksumming during each retry. 
From 
EcDlInProcessingServiceDebug.log, 
search for 
&quot;InUpdateGranStatus&quot;, 
verify the granule state cycles between 
'Checksumming' and 'Transferring'. 

 

35 <i>3300 V-4</i>  #comment 
36 Verify that with each retry, the file is again saved in the holding directory and 

does not overwrite the previously saved file. 
Verify in the holding area that each 
copy of this granule is given a unique 
filename. 

 

37 <i>3300 V-5</i>  #comment 
38 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
39 Verify that each error is logged in the ingest application log in accordance 

with S-DPL-18320. 
Check 
EcDlInProcessingService.ALOG to 
verify that the checksum failure is 
recorded in the log in accordance with 
S-DPL-18320. 

 

40 <i>3300 V-6</i>  #comment 
41 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

42 Verify that the request state changes to 'Partial_Failure'. From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
after the configured number of retries, 
the request state changes to 'Partial 
Failure'. 

 

43 <i>3300 V-7</i>  #comment 
44 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

Detail</i> 
 #comment 
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# Action Expected Result Notes 
45 Verify that the state of the granule that whose checksum verification failed 

changed to 'ChecksumErr'. 
a. From DPL Ingest GUI, 
Monitoring/Request Status/ Ingest 
Request Details for the request, verify 
that the state of the failed granule is 
'Checksum Error'.<br />    b. From 
DPL Ingest GUI, 
Configuration/Global Tuning, restore 
MAX_RETRY_CHECKSUM_VERIF
Y to its original configuration. 

 

 
 
TEST DATA: 
 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

3290   1 PDR MOD14 

Create a copy of 
the data for the 
first granule and 
modify it so that 
it remains the 
same size as 
actual data file, 
but will fail 
checksum. 

2 granules none 

/sotestdata/SynergyVI/DP_S6_01/ 
Criteria/3290/V086/ 
 
PDR in ‘writable’ directory at 
/home/cmshared//PDRS/scripts/TestProcedure_32 

  

3300   

1 PDR; The 
first granule 
should have 
an incorrect 
checksum 
value. 

MOD14   2 granules none 
/sotestdata/SynergyVI/DP_S6_01/ 
Criteria/3300/V086/ 
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EXPECTED RESULTS: 
 

316 LINKAGE FAILURE - RETRY SUCCEEDS (ECS-ECSTC-2727) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 
 
STEPS:   
# Action Expected Result Notes 
1 <i>3310 S-1</i>  #comment 
2 [Linkage failure - Retry Succeeds]<br /><br />This criterion may be verified 

by a separate test procedure or as part of the test procedure for criteria 300 to 
395. 

  

3 <i>3310 S-2</i>  #comment 
4 Submit a valid PDR for at least two granules and that includes for one of the 

granules a linkage file containing at least six links such that the translation of 
at least one link will initially fail. Ensure that the linkage translation will 
eventually succeed before causing the granule to suspend. 

a. From DPL Ingest GUI, 
Configuration/Providers, go to the 
details of MODAPS_TERRA_FPROC 
and note the &quot;Notification 
Method&quot; and the &quot;Email 
Address&quot; and/or 
&quot;Path&quot; configured to 
receive notifications.<br />    b. Copy 
PDR #1 to the 
MODAPS_TERRA_FPROC polling 
location.<br />    c. Allow PDR #1 to 
complete Ingest (4 granules will be 
ingested).<br />    d. Copy PDR #2 to 
the same polling location. It contains a 
refernce to one more granule and a 
Linkage file. (The linkage file contains 
links to 6 graules: the four from PDR 
#1, one from PDR #2 and one to an as 
yet un-ingested granule).<br />    e. 
Monitor 
EcDlInProcessingService.ALOG to 
identify when the link fails the first 
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# Action Expected Result Notes 
time. 

5 <i>3310 V-1</i>  #comment 
6 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
7 Verify that the error is logged in the ingest application log in accordance with 

S-DPL-18320. 
Check 
EcDlInProcessingService.ALOG to 
verify that the linkage translation is 
recorded as an error and that the error 
message complies with S-DPL-18320. 

 

8 <i>3310 V-2</i>  #comment 
9 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 

10 Verify that the linkage is re-attempted after the configured retry period 
expired. 

a. From DPL Ingest GUI, 
Configuration/Global Tuning, identify 
the host retry interval.<br />    b. Copy 
PDR #3 to the same polling location. 
It contains the 
6&lt;sup&gt;th&lt;/sup&gt; granule 
that the Linkage file requires.<br />    
c. Check 
EcDlInProcessingService.ALOG to 
verify that after the configured retry 
period expires, the linkage is re-
attempted 

 

11 <i>3310 V-3</i>  #comment 
12 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

13 Verify that the request state changes to 'Successful' after the linkage retry 
succeeds. 

From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
the appropriate request's status 
eventually changes to 'Successful' 

 

14 <i>3310 V-4</i>  #comment 
15 Verify that a PAN is transmitted using the notification method configured for 

the provider. 
Locate the PAN in the FTP directory 
and/or Email inbox identified in 
Criterion 3310 S-2 

 

16 <i>3310 V-5</i>  #comment 
17 <i>Document Reference: SIPS ICD</i>  #comment 
18 Verify that the PAN is formatted in compliance with the SIPS ICD. Verify that the PAN is formatted in  
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# Action Expected Result Notes 
compliance with the SIPS ICD, 
fulfilling the following 
qualifications:<br />    a. Message 
consists of all PVL (Parameter Value 
Language) statements: STATEMENT 
= VALUE<br />    b. Message should 
begin with MESSAGE_TYPE = 
SHORTPAN 

19 <i>3310 V-6</i>  #comment 
20 <i>Document Reference: SIPS ICD</i>  #comment 
21 Verify that the PAN correctly identifies the request as having been successful 

as per SIPS ICD. 
Verify that the PAN shows all 
dispositions equal to 
&quot;SUCCESSFUL&quot; 

 

22 <i>3320 S-1</i>  #comment 
23 [Linkage failure - Resumed.] This criterion may be verified by a separate test 

procedure or as part of the test procedure for criteria 300 to 395. 
  

24 <i>3320 S-2</i>  #comment 
25 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions List</i>  #comment 
26 Ensure that an e-mail address for operator notification regarding ingest 

interventions is configured. 
a. From DPL Ingest GUI, 
Configuration/Providers, go to the 
details of MODAPS_TERRA_FPROC 
and note the &quot;Notification 
Method&quot; and the &quot;Email 
Address&quot; and/or 
&quot;Path&quot; configured to 
receive notifications.<br />    b. From 
DPL Ingest GUI, Interventions 
&amp;amp; Alerts/Interventions, 
verify that at the top of the page the 
field &quot;Interventions are sent as 
email to:&quot; is configured to a 
valid e-mail address. 

 

27 <i>3320 S-3</i>  #comment 
28 Submit a valid PDR for at least two granules and that includes a linkage file 

containing at least three links such that the translation of two links will fail. 
a. Copy PDR #1 to the 
MODAPS_TERRA_FPROC polling 
location.<br />    b. Allow PDR #1 to 
complete Ingest (3 granules will be 
ingested).<br />    c. Copy PDR #2 to 
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# Action Expected Result Notes 
the same polling location. It contains a 
refernce to one more granule and a 
Linkage file. (The linkage file contains 
links to 6 graules: the three from PDR 
#1, one from PDR #2 and two to un-
ingested granules). 

29 <i>3320 V-1</i>  #comment 
30 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 

31 Verify that the linkage is re-attempted after the configured retry period 
expired and for the configured number of times. 

a. From DPL Ingest GUI, 
Configuration/Global Tuning, identify 
the host retry interval 
(DEFAULT_NUM_RETRY) and 
retry period 
(DEFAULT_ALERT_RETRY_SECS)
.<br />    b. Check 
EcDlInProcessingService.ALOG to 
verify that the configured number of 
retries occurs after the configured 
retry period expires. 

 

32 <i>3320 V-2</i>  #comment 
33 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
34 Verify that each linkage error is logged in the ingest application log in 

accordance with S-DPL-18320. 
Check 
EcDlInProcessingService.ALOG to 
verify that the linkage error is logged 
in accordance with S-DPL-18320 

 

35 <i>3320 V-3</i>  #comment 
36 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

37 Verify that the request state eventually changes to 'Suspended' after the 
configured number of linkage retries has been exhausted [Note: the request 
may temporarily be in the 'Partially_Suspended' state depending on how 
quickly the retries are exhausted as compared to the time needed to complete 
the remaining granules.] 

From DPL Ingest GUI, 
Monitoring/Request Status, verify the 
request eventually changes to 
'Suspended' 

 

38 <i>3320 V-4</i>  #comment 
39 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request Detail, 

Ingest Interventions List</i> 
 #comment 
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# Action Expected Result Notes 
40 Verify that an operator intervention is queued for the request after all 

remaining granules complete ingest and that the intervention appears in the 
monitoring screen. 

a. From DPL Ingest GUI, 
Monitoring/Request Status/Ingest 
Request Detail for the three requests, 
identify when all remaining granules 
complete ingest.<br />    b. From DPL 
Ingest GUI, Interventions &amp;amp; 
Alerts/Interventions, verify an 
operator intervention has appeared. 

 

41 <i>3320 V-5</i>  #comment 
42 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
43 Verify that an e-mail is sent to the configured e-mail address regarding the 

intervention that provides the information mandated in S-DPL-17255. 
Perform clause text.  

44 <i>3320 V-6</i>  #comment 
45 Verify that the operator intervention request is logged in the Data Pool Ingest 

Service application log. 
Check 
EcDlInProcessingService.ALOG to 
verify the operator intervention 
request has been logged. 

 

46 <i>3320 V-7</i>  #comment 
47 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions List, 

Intervention Detail Page; DP_S6_01 ticket</i> 
 #comment 

48 Verify that the intervention monitoring screen shows the information 
mandated in S-DPL-17265. 

From DPL Ingest GUI, Interventions 
&amp;amp; Alerts/Interventions, 
perform clause text.<br />[Note: The 
PDR Path and file name are not shown 
on the listing page, only in detail page] 

 

49 <i>3320 V-8</i>  #comment 
50 <i>Document Reference: DPL Ingest GUI 609: Intervention Detail Page</i>  #comment 
51 Verify that the error type displayed in the monitoring screen is appropriate. On the Ingest Intervention Details 

page, verify that the intervention type 
shows up as &quot;Preproccessing 
Error&quot;. 

 

52 <i>3320 V-9</i>  #comment 
53 <i>Document Reference: DPL Ingest GUI 609: Intervention Detail Page</i>  #comment 
54 Verify that it is possible to select an intervention and access its details from 

the intervention monitoring screen. 
On the Ingest Intervention Details 
page, select the appropriate request id 
and verify intervention details appear. 

 

55 <i>3320 V-10</i>  #comment 
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# Action Expected Result Notes 
56 <i>Document Reference: DPL Ingest GUI 609: Intervention Detail Page</i>  #comment 
57 Verify that the intervention details include a granule list showing suspended 

granules first. 
On the Ingest Intervention Details 
page, perform clause text. 

 

58 <i>3320 V-11</i>  #comment 
59 <i>Document Reference: DPL Ingest GUI 609: Intervention Detail Page; 

DP_S6_01 ticket</i> 
 #comment 

60 Verify that the granule list contains the information mandated by S-DPL-
17330 and indicates the correct error type. 

On the Ingest Intervention Details 
page, perform clause text 

 

61 <i>3320 V-12</i>  #comment 
62 Deleted   
63 <i>3320 V-13</i>  #comment 
64 <i>Document Reference: DPL Ingest GUI 609: Intervention Detail Page; 

DP_S6_01 ticket</i> 
 #comment 

65 Verify that it is possible to display granule details for a suspended granule as 
mandated by S-DPL-17340 and that the information includes information 
about the specific links that failed. 

On the Ingest Intervention Details 
page, show information for the 
suspended granule and verify the 
details comply with S-DPL-17340 

 

66 <i>3320 V-14</i>  #comment 
67 <i>Document Reference: DPL Ingest GUI 609: Ingest Request Detail</i>  #comment 
68 Correct the problem that caused the links to fail initially (e.g. update the 

linkage file) and verify that it is possible to resume the granule. 
a. Copy PDR #3 to the same polling 
location. It contains the 
5&lt;sup&gt;th&lt;/sup&gt; 
&amp;amp; 
6&lt;sup&gt;th&lt;/sup&gt; granules 
that the linkage file requires<br />    b. 
Select the suspended granule in the 
Granule Details and click 
&quot;Resume selected 
granules&quot;<br />    c. From DPL 
Ingest GUI, Monitoring/Request 
Status/Ingest Request Detail, verify 
that the granule eventually moves to 
the &quot;Resuming&quot; state 

 

69 <i>3320 V-15</i>  #comment 
70 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions List, 

Active Ingest Request Detail; DP_S6_01 ticket</i> 
 #comment 

71 Verify that the closure of the intervention was recorded correctly as per S- a. From DPL Ingest GUI,  
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# Action Expected Result Notes 
DPL-17370. Interventions &amp;amp; 

Alerts/Interventions page, verify 
closure intervention details do 
&lt;u&gt;not&lt;/u&gt; show up after 
the request is closed.<br />    b. From 
DPL Ingest GUI, Monitoring/Request 
Status/Ingest Request Detail, in the 
&quot;Request Notes&quot; and 
&quot;Status Change History&quot; 
perform clause text. 

72 <i>3320 V-16</i>  #comment 
73 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request Detail; 

DP_S6_01 ticket</i> 
 #comment 

74 Verify that the closure of the intervention is correctly recorded in the request 
annotations as per S-DPL-17216. 

On the Ingest Request Detail page, 
perform clause text. 

 

75 <i>3320 V-17</i>  #comment 
76 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

77 Verify that the request completes and the request state changes to 
'Successful'. 

From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
the appropriate request's status 
eventually changes to 'Successful' 

 

78 <i>3320 V-18</i>  #comment 
79 Verify that a PAN is transmitted using the notification method configured for 

the provider. 
Locate the PAN in the FTP directory 
or Email inbox identified in Criterion 
3320 S-2 

 

80 <i>3320 V-19</i>  #comment 
81 <i>Document Reference: SIPS ICD</i>  #comment 
82 Verify that the PAN is formatted in compliance with the SIPS ICD. Verify that the PAN is formatted in 

compliance with the SIPS ICD, 
fulfilling the following 
qualifications:<br />    a. Message 
consists of all PVL (Parameter Value 
Language) statements: STATEMENT 
= VALUE<br />    b. Message should 
begin with MESSAGE_TYPE = 
SHORTPAN 
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# Action Expected Result Notes 
83 <i>3320 V-20</i>  #comment 
84 <i>Document Reference: SIPS ICD</i>  #comment 
85 Verify that the PAN correctly identifies the request as having been successful 

as per SIPS ICD. 
Verify that the PAN shows all 
DISPOSITION = 
&quot;SUCCESSFUL&quot; 

 

86 <i>3330 S-1</i>  #comment 
87 [Linkage failure - Failed.] This criterion may be verified by a separate test 

procedure or as part of the test procedure for criteria 300 to 395. 
  

88 <i>3330 S-2</i>  #comment 
89 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions List</i>  #comment 
90 Ensure that an e-mail address for operator notification regarding ingest 

interventions is configured. 
a. From DPL Ingest GUI, 
Configuration/Providers, go to the 
details of MODAPS_TERRA_FPROC 
and note the &quot;Notification 
Method&quot; and the &quot;Email 
Address&quot; and/or 
&quot;Path&quot; configured to 
receive notifications.<br />    b. From 
DPL Ingest GUI, Interventions 
&amp;amp; Alerts/Interventions, 
verify that at the top of the page the 
field &quot;Interventions are sent as 
email to:&quot; is configured to a 
valid e-mail address. 

 

91 <i>3330 S-3</i>  #comment 
92 Submit a valid PDR for at least two granules and that includes a linkage file 

containing at least six links such that the translation of two links will fail. 
a. Copy PDR #1 to the 
MODAPS_TERRA_FPROC polling 
location.<br />    b. Allow PDR #1 to 
complete Ingest (3 granules will be 
ingested).<br />    c. Copy PDR #2 to 
the same polling location. (1 more 
granule will ingest, the linkage file 
contains links to 6 granules: the three 
from PDR #1, one from PDR #2 and 
two to yet un-ingested granules). 

 

93 <i>3330 V-1</i>  #comment 
94 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
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# Action Expected Result Notes 
95 Verify that the error is logged in the ingest application log in accordance with 

S-DPL-18320. 
Check 
EcDlInProcessingService.ALOG to 
verify that the linkage translation 
failure is recorded as an error and that 
the error message complies with S-
DPL-18320 

 

96 <i>3330 V-2</i>  #comment 
97 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

98 Verify that the request state eventually changes to 'Suspended' [Note: the 
request may temporarily be in the 'Partially_Suspended' state depending on 
how quickly the retries are exhausted as compared to the time needed to 
complete the remaining granules.] 

From DPL Ingest GUI, 
Monitoring/Request Status, verify the 
request eventually changes to 
'Suspended' 

 

99 <i>3330 V-3</i>  #comment 
100 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request Detail, 

Ingest Interventions List</i> 
 #comment 

101 Verify that an operator intervention is queued for the request after all 
remaining granules complete ingest and that the intervention appears in the 
monitoring screen. 

a. From DPL Ingest GUI, 
Monitoring/Request Status/Ingest 
Request Detail, wait until after all 
remaining granules complete 
ingest.<br />    b. From DPL Ingest 
GUI, Interventions &amp;amp; 
Alerts/Interventions, verify an 
operator intervention has appeared. 

 

102 <i>3330 V-4</i>  #comment 
103 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
104 Verify that an e-mail is sent to the configured e-mail address regarding the 

intervention that provides the information mandated in S-DPL-17255. 
Perform clause text.  

105 <i>3330 V-5</i>  #comment 
106 Verify that the operator intervention request is logged in the Data Pool Ingest 

Service application log. 
Check 
EcDlInProcessingService.ALOG to 
verify the operator intervention 
request has been logged. 

 

107 <i>3330 V-6</i>  #comment 
108 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions List, 

Intervention Detail Page; DP_S6_01 ticket</i> 
 #comment 

109 Verify that the intervention monitoring screen shows the information From DPL Ingest GUI, Interventions  



 

1153 
 

# Action Expected Result Notes 
mandated in S-DPL-17265. &amp;amp; Alerts/Interventions, 

perform clause text.<br />[Note: The 
PDR Path and file name are not shown 
on the listing page, only in detail page] 

110 <i>3330 V-7</i>  #comment 
111 <i>Document Reference: DPL Ingest GUI 609: Intervention Detail Page</i>  #comment 
112 Verify that the error type displayed in the monitoring screen is appropriate. From the Ingest Intervention Details 

page, verify that the intervention 
request error type shows up as 
&quot;Preproccessing Error&quot;. 

 

113 <i>3330 V-8</i>  #comment 
114 <i>Document Reference: DPL Ingest GUI 609: Intervention Detail Page</i>  #comment 
115 Verify that it is possible to select an intervention and access its details from 

the intervention monitoring screen. 
On the Ingest Intervention Details 
page, select the appropriate request id 
and verify intervention details appear. 

 

116 <i>3330 V-9</i>  #comment 
117 <i>Document Reference: DPL Ingest GUI 609: Intervention Detail Page</i>  #comment 
118 Verify that the intervention details include a granule list showing suspended 

granules first. 
On the Ingest Intervention Details 
page, perform clause text. 

 

119 <i>3330 V-10</i>  #comment 
120 <i>Document Reference: DPL Ingest GUI 609: Intervention Detail Page; 

DP_S6_01 ticket</i> 
 #comment 

121 Verify that the granule list contains the information mandated by S-DPL-
17330 and indicates the correct error type. 

On the Ingest Intervention Details 
page, perform clause text. 

 

122 <i>3330 V-11</i>  #comment 
123 Deleted   
124 <i>3330 V-12</i>  #comment 
125 <i>Document Reference: DPL Ingest GUI 609: Intervention Detail Page; 

DP_S6_01 ticket</i> 
 #comment 

126 Verify that it is possible to display granule details for a suspended granule as 
mandated by S-DPL-17340 including the specific links that failed. 

On the Ingest Intervention Details 
page, show information for the 
suspended granule and verify the 
details include the information 
mandated by S-DPL-17340. 

 

127 <i>3330 V-13</i>  #comment 
128 <i>Document Reference: DPL Ingest GUI 609: Intervention Detail Page</i>  #comment 
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# Action Expected Result Notes 
129 Verify that it is possible to select the suspended granule and fail it. On the Ingest Intervention Details 

page, select the suspended granule and 
click &quot;fail selected 
granule&quot; 

 

130 <i>3330 V-14</i>  #comment 
131 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions List, 

Active Ingest Request Detail; DP_S6_01 ticket</i> 
 #comment 

132 Verify that the closure of the intervention was recorded correctly as per S-
DPL-17370. 

a. From DPL Ingest GUI, 
Interventions &amp;amp; 
Alerts/Interventions page, verify 
closure intervention details do 
&lt;u&gt;not&lt;/u&gt; show up after 
the request is closed.<br />    b. From 
DPL Ingest GUI, Monitoring/Request 
Status/Ingest Request Detail for the 
relevant request, perform clause text 

 

133 <i>3330 V-15</i>  #comment 
134 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request Detail; 

DP_S6_01 ticket</i> 
 #comment 

135 Verify that the closure of the intervention is correctly recorded in the request 
annotations as per S-DPL-17216. 

On the Ingest Request Detail page, 
perform clause text 

 

136 <i>3330 V-16</i>  #comment 
137 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions List</i>  #comment 
138 Verify that the request state becomes 'Partial_Failure'. From DPL Ingest GUI, Interventions 

&amp;amp; Alerts/Interventions, 
verify that the request state becomes 
'Partial_Failure' 

 

139 <i>3330 V-17</i>  #comment 
140 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions List</i>  #comment 
141 Verify that the granule state becomes 'PreprocErr'. On DPL Ingest GUI, Interventions 

&amp;amp; Alerts/Interventions, 
select the Request Id and verify the 
granule's state becomes 
'Preproccessing Error'. 

 

142 <i>3330 V-18</i>  #comment 
143 Verify that a PAN is transmitted using the notification method configured for 

the provider. 
Locate the PAN in the FTP directory 
or Email inbox identified in Criterion 
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# Action Expected Result Notes 
3330 S-2. 

144 <i>3330 V-19</i>  #comment 
145 <i>Document Reference: SIPS ICD</i>  #comment 
146 Verify that the PAN is formatted in compliance with the SIPS ICD. Verify that the PAN is formatted in 

compliance with the SIPS ICD, 
fulfilling the following 
qualifications:<br />    a. Message 
consists of all PVL (Parameter Value 
Language) statements: STATEMENT 
= VALUE<br />    b. Message should 
begin with MESSAGE_TYPE = 
LONGPAN 

 

147 <i>3330 V-20</i>  #comment 
148 <i>Document Reference: SIPS ICD</i>  #comment 
149 Verify that the PAN correctly identifies the disposition of each granule as 

specified in the SIPS ICD. 
Verify that the PAN shows two of the 
DISPOSITIONS = 
&quot;REFERENCED GRANULE 
NOT FOUND&quot; and the 
remainder DISPOSITIONS = 
&quot;SUCCESSFUL&quot; 

 

 
 
TEST DATA: 
 
 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

3310   3 PDRs MOD14 None 

6 granules, 6 
browse files, 1 
Link file with 
1 link that will 
fail 

None /sotestdata/SynergyVI/DP_S6_01/Criteria/3310/V086/   
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Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

3320   3 PDRs MOD14 None 

6 granules, 6 
browse files, 1 
Link file with 
1 link that will 
fail 

None /sotestdata/SynergyVI/DP_S6_01/Criteria/3320/V086/   

3330   2 PDRs MOD14 None 

6 granules, 6 
browse files, 1 
Link file with 
1 link that will 
fail 

None /sotestdata/SynergyVI/DP_S6_01/Criteria/3330/V086/   

 
EXPECTED RESULTS: 
 

317 METADATA VALIDATION ERROR - RESUMED. (ECS-ECSTC-2728) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 
 
STEPS:   
# Action Expected Result Notes 
1 <i>3340 S-1</i>  #comment 
2 [Metadata validation error - Resumed]<br /><br />This criterion may be 

verified by a separate test procedure or as part of the test procedure for 
criteria 300 to 395. 

  

3 <i>3340 S-2</i>  #comment 
4 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions List</i>  #comment 
5 Ensure that an e-mail address for operator notification regarding ingest 

interventions is configured. 
From DPL Ingest GUI, Interventions 
&amp; Alerts/Interventions, verify 
that at the top of the page the field 
&quot;Interventions are sent as email 
to:&quot; is configured to a valid e-
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# Action Expected Result Notes 
mail address. 

6 <i>3340 S-3</i>  #comment 
7 Submit a valid PDR for at least two granules one of which includes a .met file 

that will fail metadata validation and time this failure so the remaining 
granules are not yet completed when this occurs 

a. From DPL Ingest GUI, 
Configuration/Providers, provider 
configuration detail for the 
MODAPS_TERRA_FPROC provider, 
change the &quot;Max Active 
Granules&quot; to 1.<br /><br />b. 
Identify the location of the .met file 
for the first granule in the PDR 
described in &quot;Test Data 
Requirements.&quot;<br /><br />c. 
Go to this location on the remote FTP 
Host and create a copy of the .met file. 
Perform the following in a terminal 
(This will replace all &quot;G&quot; 
with &quot;X&quot; so the file will 
stay the same size, but fail metadata 
validation):<br />    vi [filename]<br 
/>    :%s/G/X/g<br />    :wq<br /><br 
/>d. Submit the PDR 

 

8 <i>3340 V-1</i>  #comment 
9 Verify that the metadata validation is not retried. Check 

EcDlInProcessingService.ALOG to 
verify metadata validation is not 
retried. (Search for &quot;Type of 
error: Non-Retriable&quot;). 

 

10 <i>3340 V-2</i>  #comment 
11 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

Detail</i> 
 #comment 

12 Verify that the granule is suspended. From DPL Ingest GUI, 
Monitoring/Request Status, select the 
appropriate Request Id and check that 
the first granule is suspended in the 
Granule List. 

 

13 <i>3340 V-3</i>  #comment 
14 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
15 Verify that the error is logged in the ingest application log in accordance with Check  
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# Action Expected Result Notes 
S-DPL-18320. EcDlInProcessingService.ALOG to 

verify that the metadata validation 
failure is recorded as an error and is 
logged in accordance with S-DPL-
18320 

16 <i>3340 V-4</i>  #comment 
17 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

18 Verify that the request state changes to 'Partially_Suspended' From DPL Ingest GUI, 
Monitoring/Request Status, request 
details for the request verify the 
request changed to 
'Partially_Suspended' in the request 
annotations. 

 

19 <i>3340 V-5</i>  #comment 
20 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

21 Verify that the request state eventually changes to 'Suspended'. From DPL Ingest GUI, 
Monitoring/Request Status, verify the 
request eventually changes to 
'Suspended' 

 

22 <i>3340 V-6</i>  #comment 
23 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions List</i>  #comment 
24 Verify that an operator intervention is queued for the request after all 

remaining granules complete ingest and that the intervention appears in the 
monitoring screen. 

After all remaining granules complete 
ingest, verify DPL Ingest GUI, 
Interventions &amp; 
Alerts/Interventions shows an operator 
intervention. 

 

25 <i>3340 V-7</i>  #comment 
26 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
27 Verify that an e-mail is sent to the configured e-mail address regarding the 

intervention that provides the information mandated in S-DPL-17255. 
Perform clause text  

28 <i>3340 V-8</i>  #comment 
29 Verify that the operator intervention request is logged in the Data Pool Ingest 

Service application log. 
Check 
EcDlInProcessingService.ALOG to 
verify the operator intervention for the 
request has been logged. 
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# Action Expected Result Notes 
30 <i>3340 V-9</i>  #comment 
31 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions List, 

Intervention Detail Page; DP_S6_01 ticket</i> 
 #comment 

32 Verify that the intervention monitoring screen shows the information 
mandated in S-DPL-17265. 

From DPL Ingest GUI, Interventions 
&amp; Alerts/Interventions, perform 
clause text.<br />[Note: The provider, 
PDR Path, and file name are not 
shown on the listing page, only in 
detail page] 

 

33 <i>3340 V-10</i>  #comment 
34 <i>Document Reference: DPL Ingest GUI 609: Intervention Detail Page</i>  #comment 
35 Verify that the error type displayed in the monitoring screen is appropriate. On the Ingest Intervention Detail 

pages, verify that the intervention 
request error type shows up as 
&quot;Preproccessing Error&quot; 

 

36 <i>3340 V-11</i>  #comment 
37 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions List, 

Intervention Detail Page</i> 
 #comment 

38 Verify that it is possible to select an intervention and access its details from 
the intervention monitoring screen. 

On the Ingest Intervention Details 
page, select the appropriate request id 
and verify intervention details appear. 

 

39 <i>3340 V-12</i>  #comment 
40 <i>Document Reference: DPL Ingest GUI 609: Intervention Detail Page</i>  #comment 
41 Verify that the intervention details include a granule list showing suspended 

granules first. 
On the Ingest Intervention Detail page, 
verify that the intervention details 
include a granule list showing 
suspended granules first. 

 

42 <i>3340 V-13</i>  #comment 
43 <i>Document Reference: DPL Ingest GUI 609: Intervention Detail Page; 

DP_S6_01 ticket</i> 
 #comment 

44 Verify that the granule list contains the information mandated by S-DPL-
17330 and indicates the correct error type. 

On the Ingest Intervention Detail page, 
perform clause text. 

 

45 <i>3340 V-14</i>  #comment 
46 Deleted   
47 <i>3340 V-15</i>  #comment 
48 <i>Document Reference: DPL Ingest GUI 609: Intervention Detail Page;  #comment 
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# Action Expected Result Notes 
DP_S6_01 ticket</i> 

49 Verify that it is possible to display granule details for a suspended granule as 
mandated by S-DPL-17340 and that the information includes information 
pertinent to the specific metadata validation error. 

On the Ingest Intervention Detail page, 
perform clause text. 

 

50 <i>3340 V-16</i>  #comment 
51 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

Details</i> 
 #comment 

52 Correct the problem that caused the metadata validation error (e.g. update the 
.met file) and verify that it is possible to resume the granule. 

a. Return to the folder on the remote 
FTP Host where the .met file was 
changed. Overwrite the corrupted file 
with the copy of the .met file.<br 
/><br />b. From DPL Ingest GUI, 
Monitoring/Request Status/Ingest 
Request Details for the relevant 
request, select the suspended granule 
in the Granule Details and click 
&quot;Retry selected 
granules&quot;<br /><br />c. From 
DPL Ingest GUI, Monitoring/Request 
Status/Ingest Request Detail, verify 
that the granule eventually moves to 
the &quot;Resuming&quot; state 

 

53 <i>3340 V-17</i>  #comment 
54 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request Detail, 

Ingest Interventions List; DP_S6_01 ticket</i> 
 #comment 

55 Verify that the closure of the intervention was recorded correctly as per S-
DPL-17370. 

a. From DPL Ingest GUI, 
Interventions &amp; 
Alerts/Interventions page, verify 
closure intervention details do 
&lt;u&gt;not&lt;/u&gt; show up after 
the request is closed.<br /><br />b. 
From DPL Ingest GUI, 
Monitoring/Request Status/Ingest 
Request Detail for the relevant 
request, in the &quot;Request 
Notes&quot; and &quot;Status 
Change History&quot; perform clause 
text 
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# Action Expected Result Notes 
56 <i>3340 V-18</i>  #comment 
57 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request Detail; 

DP_S6_01 ticket</i> 
 #comment 

58 Verify that the closure of the intervention is correctly recorded in the request 
annotations as per S-DPL-17216. 

On the Ingest Request Detail page, 
perform clause text. 

 

59 <i>3340 V-19</i>  #comment 
60 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

61 Verify that the request completes and the request state changes to 
'Successful'. 

From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
the appropriate request's status 
eventually changes to 'Successful' 

 

62 <i>3340 V-20</i>  #comment 
63 Verify that a PAN is transmitted using the notification method configured for 

the provider. 
Locate the PAN in the configured FTP 
directory or Email inbox 

 

64 <i>3340 V-21</i>  #comment 
65 <i>Document Reference: SIPS ICD</i>  #comment 
66 Verify that the PAN is formatted in compliance with the SIPS ICD. Verify that the PAN is formatted in 

compliance with the SIPS ICD, 
fulfilling the following 
qualifications:<br /><br />a. Message 
consists of all PVL (Parameter Value 
Language) statements: STATEMENT 
= VALUE<br /><br />b. Message 
should begin with MESSAGE_TYPE 
= SHORTPAN 

 

67 <i>3340 V-22</i>  #comment 
68 <i>Document Reference: SIPS ICD</i>  #comment 
69 Verify that the PAN correctly identifies the request as having been successful 

as per SIPS ICD. 
Verify that the PAN shows all 
dispositions equal to 
&quot;SUCCESSFUL&quot; 

 

70 <i>3350 S-1</i>  #comment 
71 [Metadata Validation Error - Retransferred.] This criterion may be verified by 

a separate test procedure or as part of the test procedure for criteria 300 to 
395. 

  

72 <i>3350 S-2</i>  #comment 
73 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions List</i>  #comment 
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# Action Expected Result Notes 
74 Ensure that an e-mail address for operator notification regarding ingest 

interventions is configured. 
From DPL Ingest GUI, Interventions 
&amp; Alerts/Interventions, verify 
that at the top of the page the field 
&quot;Interventions are sent as email 
to:&quot; is configured to a valid e-
mail address. 

 

75 <i>3350 S-3</i>  #comment 
76 Submit a valid PDR for at least two granules one of which includes a .met file 

that will fail metadata validation and time this failure so the remaining 
granules are not yet completed when this occurs. The granules shall require 
FTP transfer. 

a. From DPL Ingest GUI, 
Configuration/Providers, provider 
configuration detail for the 
MODAPS_TERRA_FPROC provider, 
change the &quot;Max Active 
Granules&quot; to 1.<br /><br />b. 
Identify the location of the .met file 
for the first granule in the PDR 
described in &quot;Test Data 
Requirements.&quot;<br /><br />c. 
Go to this location on the remote FTP 
Host and create a copy of the .met file. 
Perform the following in a terminal 
(This will replace all &quot;G&quot; 
with &quot;X&quot; so the file will 
stay the same size, but fail metadata 
validation):<br />    vi [filename]<br 
/>    :%s/G/X/g<br />    :wq<br /><br 
/>d. Submit the PDR 

 

77 <i>3350 V-1</i>  #comment 
78 Verify that the metadata validation is not retried. Check 

EcDlInProcessingService.ALOG to 
verify validation insert is not retried. 
(Search for &quot;Type of error: Non-
Retriable&quot;). 

 

79 <i>3350 V-2</i>  #comment 
80 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

81 Verify that the granule is suspended. From DPL Ingest GUI, 
Monitoring/Request Status, select the 
appropriate Request Id and check that 
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# Action Expected Result Notes 
the first granule is suspended in the 
Granule List. 

82 <i>3350 V-3</i>  #comment 
83 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
84 Verify that the error is logged in the ingest application log in accordance with 

S-DPL-18320. 
Check 
EcDlInProcessingService.ALOG to 
verify that the metadata validation 
failure is recorded as an error and 
complies with S-DPL-18320. 

 

85 <i>3350 V-4</i>  #comment 
86 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

87 Verify that the request state changes to 'Partially_Suspended' From DPL Ingest GUI, 
Monitoring/Request Status, request 
details for the request verify the 
request changes to 
'Partially_Suspended' in the 
annotations. 

 

88 <i>3350 V-5</i>  #comment 
89 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

90 Verify that the request state eventually changes to 'Suspended'. From DPL Ingest GUI, 
Monitoring/Request Status, verify the 
request eventually changes to 
'Suspended' 

 

91 <i>3350 V-6</i>  #comment 
92 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions List</i>  #comment 
93 Verify that an operator intervention is queued for the request after all 

remaining granules complete ingest and that the intervention appears in the 
monitoring screen. 

After all remaining granules complete 
ingest, verify DPL Ingest GUI, 
Interventions &amp; 
Alerts/Interventions shows an operator 
intervention. 

 

94 <i>3350 V-7</i>  #comment 
95 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
96 Verify that an e-mail is sent to the configured e-mail address regarding the 

intervention that provides the information mandated in S-DPL-17255. 
Perform clause text.  

97 <i>3350 V-8</i>  #comment 
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# Action Expected Result Notes 
98 Verify that the operator intervention request is logged in the Data Pool Ingest 

Service application log. 
Check 
EcDlInProcessingService.ALOG to 
verify the operator intervention 
request has been logged. 

 

99 <i>3350 V-9</i>  #comment 
100 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions List, 

Intervention Detail Page; DP_S6_01 ticket</i> 
 #comment 

101 Verify that the intervention monitoring screen shows the information 
mandated in S-DPL-17265. 

From DPL Ingest GUI, Interventions 
&amp; Alerts/Interventions, perform 
clause text.<br />[Note: The PDR Path 
and file name are not shown on the 
listing page, only in detail page] 

 

102 <i>3350 V-10</i>  #comment 
103 <i>Document Reference: DPL Ingest GUI 609: Intervention Detail Page</i>  #comment 
104 Verify that the error type displayed in the monitoring screen is appropriate. On the Ingest Intervention Detail page, 

verify that the intervention request 
error type shows up as 
&quot;Preproccessing Error&quot; 

 

105 <i>3350 V-11</i>  #comment 
106 <i>Document Reference: DPL Ingest GUI 609: Intervention Detail Page</i>  #comment 
107 Verify that it is possible to select an intervention and access its details from 

the intervention monitoring screen. 
On the Ingest Intervention Details 
page, select the appropriate request id 
and verify intervention details appear. 

 

108 <i>3350 V-12</i>  #comment 
109 <i>Document Reference: DPL Ingest GUI 609: Intervention Detail Page</i>  #comment 
110 Verify that the intervention details include a granule list showing suspended 

granules first. 
On the Ingest Intervention Detail page, 
verify that the intervention details 
include a granule list showing 
suspended granules first. 

 

111 <i>3350 V-13</i>  #comment 
112 <i>Document Reference: DPL Ingest GUI 609: Intervention Detail Page; 

DP_S6_01 ticket</i> 
 #comment 

113 Verify that the granule list contains the information mandated by S-DPL-
17330 and indicates the correct error type. 

On the Ingest Intervention Detail page, 
perform clause text. 

 

114 <i>3350 V-14</i>  #comment 
115 Deleted   
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# Action Expected Result Notes 
116 <i>3350 V-15</i>  #comment 
117 <i>Document Reference: DPL Ingest GUI 609: Intervention Detail Page; 

DP_S6_01 ticket</i> 
 #comment 

118 Verify that it is possible to display granule details for a suspended granule as 
mandated by S-DPL-17340 and that the information includes information 
pertinent to the specific metadata validation error. 

On the Ingest Intervention Detail page, 
show information for the suspended 
granule and verify the details include 
the information mandated by S-DPL-
17340. 

 

119 <i>3350 V-16</i>  #comment 
120 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

Detail</i> 
 #comment 

121 Correct the problem that caused the metadata validation error by updating the 
original .met file located on the external FTP host and verify that it is possible 
to resume the granule. 

a. Return to the folder on the remote 
FTP Host where the .met file was 
changed. Overwrite the corrupted file 
with the copy of the .met file.<br 
/><br />b. From DPL Ingest GUI, 
Configuration/Providers/Provider 
Configuration Details for 
MODAPS_TERRA_FPROC, restore 
the &quot;Max Active 
Granules&quot; to its original 
configuration.<br /><br />c. From 
DPL Ingest GUI, Monitoring/Request 
Status/Ingest Request Details for the 
relevant request, select the suspended 
granule in the Granule Details and 
click &quot;Resume selected 
granules&quot;<br /><br />d. Verify 
that the granule eventually moves to 
the &quot;Resuming&quot; state 

 

122 <i>3350 V-17</i>  #comment 
123 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request Detail, 

Ingest Interventions List; DP_S6_01 ticket</i> 
 #comment 

124 Verify that the closure of the intervention was recorded correctly as per S-
DPL-17370. 

a. From DPL Ingest GUI, 
Interventions &amp; 
Alerts/Interventions page, verify 
closure intervention details do 
&lt;u&gt;not&lt;/u&gt; show up after 
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# Action Expected Result Notes 
the request is closed.<br /><br />b. 
From DPL Ingest GUI, 
Monitoring/Request Status/Ingest 
Request Detail for the relevant 
request, perform clause text 

125 <i>3350 V-18</i>  #comment 
126 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request Detail; 

DP_S6_01 ticket</i> 
 #comment 

127 Verify that the closure of the intervention is correctly recorded in the request 
annotations as per S-DPL-17216. 

On the Ingest Request Detail page, 
perform clause text 

 

128 <i>3350 V-19</i>  #comment 
129 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

130 Verify that the granule state returns to 'Transferring'. Check 
EcDlInProcessingServiceDebug.log to 
verify the granule state goes through 
transferring again. (Search for 
&quot;UpdateGranuleState to 
Transferring&quot;) 

 

131 <i>3350 V-20</i>  #comment 
132 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

133 Verify that the request state returns to 'Active'. From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
the appropriate request's status returns 
to 'Active' 

 

134 <i>3350 V-21</i>  #comment 
135 Verify that the granule files are re-transferred. Check 

EcDlInProcessingService.ALOG to 
verify to verify granule files are re-
transferred. 

 

136 <i>3350 V-22</i>  #comment 
137 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

138 Verify that the request completes and the request state changes to 
'Successful'. 

From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
the appropriate request's status 
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# Action Expected Result Notes 
eventually changes to 'Successful' 

139 <i>3350 V-23</i>  #comment 
140 Verify that a PAN is transmitted using the notification method configured for 

the provider. 
Locate the PAN in the configured FTP 
directory or Email inbox 

 

141 <i>3350 V-24</i>  #comment 
142 <i>Document Reference: SIPS ICD</i>  #comment 
143 Verify that the PAN is formatted in compliance with the SIPS ICD. Verify that the PAN is formatted in 

compliance with the SIPS ICD, 
fulfilling the following 
qualifications:<br /><br />a. Message 
consists of all PVL (Parameter Value 
Language) statements: STATEMENT 
= VALUE<br /><br />b. Message 
should begin with MESSAGE_TYPE 
= SHORTPAN 

 

144 <i>3350 V-25</i>  #comment 
145 <i>Document Reference: SIPS ICD</i>  #comment 
146 Verify that the PAN correctly identifies the request as having been successful 

as per SIPS ICD. 
Verify that the PAN shows all 
DISPOSITION = 
&quot;SUCCESSFUL&quot; 

 

147 <i>3360 S-1</i>  #comment 
148 [Metadata Validation Error - Failed.] This criterion may be verified by a 

separate test procedure or as part of the test procedure for criteria 300 to 395. 
  

149 <i>3360 S-2</i>  #comment 
150 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions List</i>  #comment 
151 Ensure that an e-mail address for operator notification regarding ingest 

interventions is configured. 
From DPL Ingest GUI, Interventions 
&amp; Alerts/Interventions, verify 
that at the top of the page the field 
&quot;Interventions are sent as email 
to:&quot; is configured to a valid e-
mail address. 

 

152 <i>3360 S-3</i>  #comment 
153 Submit a valid PDR for at least two granules the first of which includes a 

.met file that will fail metadata validation and time this failure so the 
remaining granules are not yet completed when this occurs. The granules 
shall require FTP transfer. 

a. From DPL Ingest GUI, 
Configuration/Providers, provider 
configuration detail for the 
MODAPS_TERRA_FPROC provider, 
note and then change &quot;Max 
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# Action Expected Result Notes 
Active Granules&quot; to 1.<br /><br 
/>b. Identify the location of the .met 
file for the first granule in the PDR 
described in &quot;Test Data 
Requirements.&quot;<br /><br />c. 
Go to this location on the remote FTP 
Host and create a copy of the .met file. 
Perform the following in a terminal 
(This will replace all &quot;G&quot; 
with &quot;X&quot; so the file will 
stay the same size, but fail metadata 
validation):<br />    vi [filename]<br 
/>    :%s/G/X/g<br />    :wq<br /><br 
/>d. Submit the PDR 

154 <i>3360 V-1</i>  #comment 
155 Verify that the metadata validation is not retried. Check 

EcDlInProcessingService.ALOG to 
verify metadata validation is not 
retried. (Search for &quot;Type of 
error: Non-Retriable&quot;). 

 

156 <i>3360 V-2</i>  #comment 
157 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

158 Verify that the granule is suspended. From DPL Ingest GUI, 
Monitoring/Request Status, select the 
appropriate Request Id and check that 
the first granule is suspended in the 
Granule List. 

 

159 <i>3360 V-3</i>  #comment 
160 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
161 Verify that the error is logged in the ingest application log in accordance with 

S-DPL-18320. 
Check 
EcDlInProcessingService.ALOG to 
verify that the metadata validation 
failure is recorded as an error and 
complies with S-DPL-18320 

 

162 <i>3360 V-4</i>  #comment 
163 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 
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# Action Expected Result Notes 
164 Verify that the request state changes to 'Partially_Suspended' From DPL Ingest GUI, 

Monitoring/Request Status, request 
details for the request verify the 
request changes to 
'Partially_Suspended' in the request 
annotations. 

 

165 <i>3360 V-5</i>  #comment 
166 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

167 Verify that the request state eventually changes to 'Suspended'. From DPL Ingest GUI, 
Monitoring/Request Status, verify the 
request eventually changes to 
'Suspended' 

 

168 <i>3360 V-6</i>  #comment 
169 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions List</i>  #comment 
170 Verify that an operator intervention is queued for the request after all 

remaining granules complete ingest and that the intervention appears in the 
monitoring screen. 

After all remaining granules complete 
ingest, verify DPL Ingest GUI, 
Interventions &amp; 
Alerts/Interventions shows an operator 
intervention. 

 

171 <i>3360 V-7</i>  #comment 
172 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
173 Verify that an e-mail is sent to the configured e-mail address regarding the 

intervention that provides the information mandated in S-DPL-17255. 
Perform clause text  

174 <i>3360 V-8</i>  #comment 
175 Verify that the operator intervention request is logged in the Data Pool Ingest 

Service application log. 
Check 
EcDlInProcessingService.ALOG to 
verify the operator intervention 
request has been logged. 

 

176 <i>3360 V-9</i>  #comment 
177 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions List, 

Intervention Detail Page; DP_S6_01 ticket</i> 
 #comment 

178 Verify that the intervention monitoring screen shows the information 
mandated in S-DPL-17265. 

From DPL Ingest GUI, Interventions 
&amp; Alerts/Interventions, perform 
clause text.<br />[Note: The PDR Path 
and file name are not shown on the 
listing page, only in detail page] 

 



 

1170 
 

# Action Expected Result Notes 
179 <i>3360 V-10</i>  #comment 
180 <i>Document Reference: DPL Ingest GUI 609: Intervention Detail Page</i>  #comment 
181 Verify that the error type displayed in the monitoring screen is appropriate. On the Ingest Intervention Details 

page, verify that the intervention 
request error type shows up as 
&quot;Preproccessing Error&quot; 

 

182 <i>3360 V-11</i>  #comment 
183 <i>Document Reference: DPL Ingest GUI 609: Intervention Detail Page</i>  #comment 
184 Verify that it is possible to select an intervention and access its details from 

the intervention monitoring screen. 
On the Ingest Intervention Details 
page, select the appropriate request id 
and verify intervention details appear. 

 

185 <i>3360 V-12</i>  #comment 
186 <i>Document Reference: DPL Ingest GUI 609: Intervention Detail Page</i>  #comment 
187 Verify that the intervention details include a granule list showing suspended 

granules first. 
On the Ingest Intervention Details 
page, verify that the intervention 
details include a granule list showing 
suspended granules first. 

 

188 <i>3360 V-13</i>  #comment 
189 <i>Document Reference: DPL Ingest GUI 609: Intervention Detail Page; 

DP_S6_01 ticket</i> 
 #comment 

190 Verify that the granule list contains the information mandated by S-DPL-
17330 and indicates the correct error type. 

On the Ingest Intervention Details 
page, perform clause text. 

 

191 <i>3360 V-14</i>  #comment 
192 Deleted   
193 <i>3360 V-15</i>  #comment 
194 <i>Document Reference: DPL Ingest GUI 609: Intervention Detail Page; 

DP_S6_01 ticket</i> 
 #comment 

195 Verify that it is possible to display granule details for a suspended granule as 
mandated by S-DPL-17340 and that the information includes information 
pertinent to the specific metadata validation error. 

On the Ingest Intervention Details 
page, show information for the 
suspended granule and verify the 
details include the details mandated by 
S-DPL-17340. 

 

196 <i>3360 V-16</i>  #comment 
197 <i>Document Reference: DPL Ingest GUI 609: Intervention Detail Page</i>  #comment 
198 Verify that it is possible to select the suspended granule and fail it. On the Ingest Intervention Details 

page, select the suspended granule and 
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# Action Expected Result Notes 
click &quot;fail selected 
granule&quot; 

199 <i>3360 V-17</i>  #comment 
200 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request Detail, 

Ingest Interventions List; DP_S6_01 ticket</i> 
 #comment 

201 Verify that the closure of the intervention was recorded correctly as per S-
DPL-17370. 

a. From DPL Ingest GUI, 
Interventions &amp; 
Alerts/Interventions page, verify 
closure intervention details do 
&lt;u&gt;not&lt;/u&gt; show up after 
the request is closed.<br /><br />b. 
From DPL Ingest GUI, 
Monitoring/Request Status/Ingest 
Request Detail for the relevant 
request, in the &quot;Request 
Notes&quot; and &quot;Status 
Change History&quot; perform clause 
text 

 

202 <i>3360 V-18</i>  #comment 
203 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request Detail; 

DP_S6_01 ticket</i> 
 #comment 

204 Verify that the closure of the intervention is correctly recorded in the request 
annotations as per S-DPL-17216. 

a. On the Ingest Request Detail page, 
perform clause text.<br /><br />b. 
From DPL Ingest GUI, 
Configuration/Providers/ Provider 
Configuration Details for 
MODAPS_TERRA_FPROC, restore 
the &quot;Max Active 
Granules&quot; to its original 
configuration. 

 

205 <i>3360 V-19</i>  #comment 
206 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions List</i>  #comment 
207 Verify that the request state becomes 'Partial_Failure'. From DPL Ingest GUI, Interventions 

&amp; Alerts/Interventions, verify 
that the request state becomes 
'Partial_Failure' 

 

208 <i>3360 V-20</i>  #comment 
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# Action Expected Result Notes 
209 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions List</i>  #comment 
210 Verify that the granule state becomes 'PreprocErr'. On DPL Ingest GUI, Interventions 

&amp; Alerts/Interventions, select the 
Request Id and verify the granule's 
state becomes 'PreprocErr'. 

 

211 <i>3360 V-21</i>  #comment 
212 Verify that a PAN is transmitted using the notification method configured for 

the provider. 
Locate the PAN in the configured FTP 
directory or Email inbox 

 

213 <i>3360 V-22</i>  #comment 
214 <i>Document Reference: SIPS ICD</i>  #comment 
215 Verify that the PAN is formatted in compliance with the SIPS ICD. Verify that the PAN is formatted in 

compliance with the SIPS ICD, 
fulfilling the following 
qualifications:<br /><br />a. Message 
consists of all PVL (Parameter Value 
Language) statements: STATEMENT 
= VALUE<br /><br />b. Message 
should begin with MESSAGE_TYPE 
= LONGPAN 

 

216 <i>3360 V-23</i>  #comment 
217 <i>Document Reference: SIPS ICD</i>  #comment 
218 Verify that the PAN correctly identifies the disposition of each granule as 

specified in the SIPS ICD. 
Verify that the PAN 
showsDISPOSITION = 
&quot;SUCCESSFUL&quot; for one 
granule and DISPOSITION = 
&quot;DATA CONVERSION 
FAILURE&quot; and 
&quot;CANCELLED&quot; for 
another. 

 

 
 
TEST DATA: 
 
 
 
 
 



 

1173 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

3340   1 PDR MOD14 
Granule to fail 
Metadata 
Insert 

2 granules None /sotestdata/SynergyVI/DP_S6_01/Criteria/3340/V086/   

3350   1 PDR 

MOD14 
 
[Requires FTP 
Transfer] 

Granule to fail 
Metadata 
Insert 

2 granules None /sotestdata/SynergyVI/DP_S6_01/Criteria/3350/V086/   

3360   1 PDR MOD14 
Granule to fail 
Metadata 
Insert 

2 granules None /sotestdata/SynergyVI/DP_S6_01/Criteria/3360/V086/   

 
EXPECTED RESULTS: 
 

318 ARCHIVE WRITE ERROR - RESUME. (ECS-ECSTC-2729) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 
 
STEPS:   
# Action Expected Result Notes 
1 <i>3365 S-1</i>  #comment 
2 [Archive Write Error - Resume.] This criterion may be verified by a separate 

test procedure or as part of the test procedure for criteria 300 to 395. 
  

3 <i>3365 S-2</i>  #comment 
4 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions List</i>  #comment 
5 Ensure that an e-mail address for operator notification regarding ingest 

interventions is configured. 
From DPL Ingest GUI, Interventions 
&amp; Alerts/Interventions, verify 
that at the top of the page the field 
&quot;Interventions are sent as email 
to:&quot; is configured to a valid e-
mail address. 

 



 

1174 
 

# Action Expected Result Notes 
6 <i>3365 S-3</i>  #comment 
7 <i>Document Reference: STMGT GUI 609: Volume Group Configuration 

(Vol Grp Config.) Tab</i> 
 #comment 

8 Submit a valid PDR for at least two granules and cause one of them (G1) to 
fail during archiving (e.g., map the corresponding ESDT to a non-existing 
archive directory). Ensure that there will be at least one other request in 
intervention because of an error unrelated to the archive used by G1. 

a. From STMGT GUI, Vol Grp 
Config, change the volume group for 
C1, the ESDT of the second granule 
(G1), so that it is pointing to a 
directory that does not exist. The 
directory must have the same root as 
an existing file system (e.g. 
MOD14A2.086 set to non-existing 
archive 
/stornext/snfs1/DEV02/MODIS/BadA
rchive<br /><br />b. Submit the 
request from C2 described in 
&quot;Test Data 
Requirements&quot;<br /><br />c. 
From DPL Ingest GUI, 
Monitoring/Request Status, make sure 
this request is in intervention before 
continuing this test.<br /><br />d. 
Place the request from C2 described in 
&quot;Test Data Requirements&quot; 
in a valid polling directory where the 
Data Pool Ingest Service will pick it 
up. 

 

9 <i>3365 V-1</i>  #comment 
10 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

11 Verify that the G1 is suspended. a. From DPL Ingest GUI, 
Monitoring/Request Status, select the 
request Id of the primary request for 
this test.<br /><br />b. Verify that G1 
is suspended in the granule list 

 

12 <i>3365 V-2</i>  #comment 
13 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
14 Verify that the error is logged in the ingest application log in accordance with 

S-DPL-18320. 
Check 
EcDlInProcessingService.ALOG to 
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# Action Expected Result Notes 
verify an error is logged concerning 
the missing metadata file in 
accordance with S-DPL-18320. 

15 <i>3365 V-3</i>  #comment 
16 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

17 Verify that the request state eventually changes to 'Suspended'. From DPL Ingest GUI, 
Monitoring/Request Status, verify the 
request eventually changes to 
'Suspended' 

 

18 <i>3365 V-4</i>  #comment 
19 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions List</i>  #comment 
20 Verify that an operator intervention is queued for the request and that the 

intervention appears in the monitoring screen. 
After all remaining granules complete 
ingest, verify DPL Ingest GUI, 
Interventions &amp; 
Alerts/Interventions shows an operator 
intervention. 

 

21 <i>3365 V-5</i>  #comment 
22 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
23 Verify that an e-mail is sent to the configured e-mail address regarding the 

intervention that provides the information mandated in S-DPL-17255. 
Perform clause text.  

24 <i>3365 V-6</i>  #comment 
25 Verify that the operator intervention request is logged in the Data Pool Ingest 

Service application log. 
Check 
EcDlInProcessingService.ALOG to 
verify the operator intervention 
request has been logged. 

 

26 <i>3365 V-7</i>  #comment 
27 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions List; 

DP_S6_01 ticket</i> 
 #comment 

28 Verify that the intervention monitoring screen shows the information 
mandated in S-DPL-17265. 

From DPL Ingest GUI, Interventions 
&amp; Alerts/Interventions, perform 
clause text.<br />[Note: The PDR Path 
and file name are not shown on the 
listing page, only in detail page] 

 

29 <i>3365 V-8</i>  #comment 
30 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions List</i>  #comment 
31 Filter the intervention by the archive used by G1. Verify that the resulting On DPL Ingest GUI, Interventions  
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# Action Expected Result Notes 
intervention list shows the intervention for G1 and does not show any 
interventions that do not relate to failures from that archive. 

&amp; Alerts/Interventions, filter the 
intervention by the archive used by 
G1. Verify that the resulting 
intervention list shows the intervention 
for G1 and does not show any 
interventions that do not relate to 
failures from that archive. 

32 <i>3365 V-9</i>  #comment 
33 <i>Document Reference: DPL Ingest GUI 609: Intervention Detail</i>  #comment 
34 View the intervention details. Verify that it is possible to display granule 

details that include the target archive and archive location as well as error 
details that match the error that was used to cause the failure. 

On Intervention Details, expand the 
info for G1 and verify that information 
includes: target archive, archive 
location, and error details identifying 
the non-existing archiving directory as 
the cause of the error 

 

35 <i>3365 V-10</i>  #comment 
36 <i>Document Reference: DPL Ingest GUI 609: Ingest Request Detail</i>  #comment 
37 Correct the problem (e.g. correct the volume group definition), resume the 

granule and retry the request. Verify that the archiving of the granule 
succeeds. 

a. Redirect the volume group for the 
ESDT of G1 so it points to an existing 
directory<br /><br />b. Select G1 in 
the Granule Details and click 
&quot;Retry from START selected 
granules&quot;<br /><br />c. From 
DPL Ingest GUI, Monitoring/Request 
Status/Ingest Request Detail, verify 
that the granule eventually moves to 
the &quot;Successful&quot; state 

 

38 <i>3366 S-1</i>  #comment 
39 [Archive Time-out Error - Fail.] This criterion may be verified as part of the 

test procedures testing alert conditions. 
  

40 <i>3366 S-2</i>  #comment 
41 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions List</i>  #comment 
42 Ensure that an e-mail address for operator notification regarding ingest 

interventions is configured. 
From DPL Ingest GUI, Interventions 
&amp; Alerts/Interventions, verify 
that at the top of the page the field 
&quot;Interventions are sent as email 
to:&quot; is configured to a valid e-
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# Action Expected Result Notes 
mail address. 

43 <i>3366 S-3</i>  #comment 
44 <i>Document Reference: DPL Ingest GUI 609:</i>  #comment 
45 Submit a valid PDR containing at least one granule that will time out during 

archiving (but not so many that this will raise an alert). For example 
temporarily reconfigure the time out parameters for archiving. 

a. From DPL Ingest GUI, 
Configuration/ECS Services, select 
View/Edit the host being used for 
archiving.<br /><br />b. Set the Time 
Limit under the Archive section to one 
second.<br /><br />c. Set throughput 
to 2 GB<br /><br />d. Place the PDR 
described in &quot;Data Type 
Requirements&quot; in a valid polling 
directory where the Data Pool Ingest 
Service will pick it up. 

 

46 <i>3366 V-1</i>  #comment 
47 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

48 Verify that at least one granule is suspended due to time-out of the archiving 
operation. 

From DPL Ingest GUI, 
Monitoring/Request Status, select the 
appropriate request and verify that one 
granule is suspended due to time-out 
of the archiving operation 

 

49 <i>3366 V-2</i>  #comment 
50 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
51 Verify that the error is logged in the ingest application log in accordance with 

S-DPL-18320. 
Check 
EcDlInProcessingService.ALOG to 
verify that the archiving timeout error 
is recorded in accordance with S-DPL-
18320. 

 

52 <i>3366 V-3</i>  #comment 
53 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

54 Verify that the request state eventually changes to 'Suspended'. From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
the appropriate request's status 
eventually changes to 'Suspended' 

 

55 <i>3366 V-4</i>  #comment 
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# Action Expected Result Notes 
56 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions List</i>  #comment 
57 Verify that an operator intervention is queued for the request and that the 

intervention appears in the monitoring screen. 
After all remaining granules complete 
ingest, check DPL Ingest GUI, 
Interventions &amp; 
Alerts/Interventions and verify that an 
intervention appears on the monitoring 
screen. 

 

58 <i>3366 V-5</i>  #comment 
59 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
60 Verify that an e-mail is sent to the configured e-mail address regarding the 

intervention that provides the information mandated in S-DPL-17255. 
Perform clause text.  

61 <i>3366 V-6</i>  #comment 
62 Verify that the operator intervention request is logged in the Data Pool Ingest 

Service application log. 
Check 
EcDlInProcessingService.ALOG to 
verify the operator intervention 
request has been logged. 

 

63 <i>3366 V-7</i>  #comment 
64 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions List; 

DP_S6_01 ticket</i> 
 #comment 

65 Verify that the intervention monitoring screen shows the information 
mandated in S-DPL-17265. 

From DPL Ingest GUI, Interventions 
&amp; Alerts/Interventions, perform 
clause text.<br />[Note: The PDR Path 
and file name are not shown on the 
listing page, only in detail page] 

 

66 <i>3366 V-8</i>  #comment 
67 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions 

Detail</i> 
 #comment 

68 View the intervention details. Verify that it is possible to display granule 
details that include the target archive and archive location as well as error 
details that indicate the time out condition. 

a. From DPL Ingest GUI, 
Monitoring/Ingest Interventions, select 
the appropriate request id<br /><br 
/>b. Display granule details<br /><br 
/>c. Verify that details include target 
archive and archive location as well as 
error details that indicate the time out 
condition 

 

69 <i>3366 V-9</i>  #comment 
70 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request  #comment 
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# Action Expected Result Notes 
Detail</i> 

71 Fail at least one of the granule suspended due to the time-out and continue the 
request. Verify that all information related to the granule in the Data Pool 
including any temporary files or directories are removed. 

a. On the Ingest Request Detail page, 
fail one of the granules suspended due 
to the time-out and continue the 
request. Note the granule's 
&quot;GranuleSequence&quot; 
number.<br /><br />b. In the Ingest 
database (Ingest_&lt;MODE&gt;) on 
the InDPLIngestGranule table, 
perform the following and note the 
StagingDir and the IngestGranId:<br 
/>    select StagingDir, 
IngestGranID<br />    from 
InDPLIngestGranule<br />    where 
Request ID = &lt;RID&gt;<br />    
and GranSeqNum = 
&lt;GranuleSequence&gt;<br /><br 
/>c. Verify that there are no temporary 
files for the granule in the database 
with the following command:<br />    
select FileName<br />    from 
InDPLIngestFile<br />    where 
IngestGranID = &lt;ID&gt;<br /><br 
/>d. Go to the location of the 
StagingDir for the granule and verify 
that there are no files associated with 
the granule 

 

72 <i>3366 V-10</i>  #comment 
73 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request Detail, 

Ingest Interventions List; DP_S6_01 ticket</i> 
 #comment 

74 Verify that the closure of the intervention was recorded correctly as per S-
DPL-17370. 

a. From DPL Ingest GUI, 
Interventions &amp; 
Alerts/Interventions page, verify 
closure intervention details do NOT 
show up after the request is closed.<br 
/><br />b. From DPL Ingest GUI, 
Monitoring/Request Status/Ingest 
Request Detail for the relevant 
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# Action Expected Result Notes 
request, in the &quot;Request 
Notes&quot; and &quot;Status 
Change History&quot; perform clause 
text. 

75 <i>3366 V-11</i>  #comment 
76 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request Detail; 

DP_S6_01 ticket</i> 
 #comment 

77 Verify that the closure of the intervention is correctly recorded in the request 
annotations as per S-DPL-17216. 

From the Ingest Request Detail page, 
perform clause text. 

 

78 <i>3366 V-12</i>  #comment 
79 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

80 Verify that the request state becomes 'Partial_Failure'. From DPL Ingest GUI, 
Monitoring/Request Status, verify the 
request changes to 'Partial_Failure' 

 

81 <i>3366 V-13</i>  #comment 
82 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

Detail</i> 
 #comment 

83 Verify that the granule state becomes 'ArchErr'. On DPL Ingest GUI, 
Monitoring/Request Status, select the 
Request Id and verify the granule's 
state becomes 'Archiving Error'. 

 

84 <i>3366 V-14</i>  #comment 
85 Verify that a PAN is transmitted using the notification method configured for 

the provider. 
Locate the PAN in the configured FTP 
directory or Email inbox 

 

86 <i>3366 V-15</i>  #comment 
87 <i>Document Reference: SIPS ICD</i>  #comment 
88 Verify that the PAN is formatted in compliance with the SIPS ICD. Verify that the PAN is formatted in 

compliance with the SIPS ICD, 
fulfilling the following 
qualifications:<br /><br />a. Message 
consists of all PVL (Parameter Value 
Language) statements: STATEMENT 
= VALUE<br /><br />b. Message 
should begin with MESSAGE_TYPE 
= LONGPAN 

 

89 <i>3366 V-16</i>  #comment 
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# Action Expected Result Notes 
90 <i>Document Reference: SIPS ICD</i>  #comment 
91 Verify that the PAN correctly identifies the disposition of each granule as 

specified in the SIPS ICD. 
Verify that the PAN shows one 
DISPOSITION = &quot;REQUEST 
CANCELLED&quot; and the 
remainder DISPOSITION = 
&quot;SUCCESSFUL&quot; 

 

 
 
TEST DATA: 
 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

3365   

2 PDRs 
 
1st PDR should be 
from C2 and point 
to non-existent 
metadata 
 
2nd PDR includes 
both ESDTs 

C1: MOD14, 
C2: MYD14 
 
[2 archives] 

None 3 granules None 
/sotestdata/SynergyVI/DP_S6_01/ 
Criteria/3365/V086/ 

  

3366   1 PDR MOD14 None 3 granules None 
/sotestdata/SynergyVI/DP_S6_01/ 
Criteria/3366/V086/ 

  

 
EXPECTED RESULTS: 
 

319 DATA POOL REGISTRATION ERROR - RETRIED (ECS-ECSTC-2730) 

DESCRIPTION: 
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PRECONDITIONS: 
None 
 
STEPS:   
# Action Expected Result Notes 
1 <i>3400 S-1</i>  #comment 
2 [Data Pool Registration Error - Retried]<br /><br />This criterion may be 

verified by a separate test procedure or as part of the test procedure for 
criteria 300 to 395. 

  

3 <i>3400 S-2</i>  #comment 
4 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions List</i>  #comment 
5 Ensure that an e-mail address for operator notification regarding ingest 

interventions is configured. 
From DPL Ingest GUI, Interventions 
&amp; Alerts/Interventions, verify 
that at the top of the page the field 
&quot;Interventions are sent as email 
to:&quot; is configured to a valid e-
mail address. 

 

6 <i>3400 S-3</i>  #comment 
7 Submit a valid PDR for at least two granules neither of which will be 

published in the Data Pool as part of the insert. 
a. From DPL Ingest GUI, 
Configuration/Providers, go to the 
details of the AMSER_E_SIPS 
provider. Note the current 
configuration of &quot;Max Active 
Granules&quot; and change it to 1.<br 
/><br />b. Place the PDR described in 
&quot;Test Data Requirements&quot; 
in the AMSR_E polling directory, 

 

8 <i>3400 S-4</i>  #comment 
9 Cause one of the granules to return a retriable error during Data Pool 

registration i.e. while trying to register the granule and its file in the Data 
Pool inventory. 

a. From an xterm, view the file 
DPL_ENV and configure it for the 
desired mode. Source this file.<br 
/><br />b. Perform the following:<br 
/>o ln -s 
ProcGetGranuleLockOwner.new 
ProcGetGranuleLockOwner.sp<br 
/><br />c. From DPL Ingest GUI, 
Monitoring/Request Status, identify 
the submitted request's request id. 
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# Action Expected Result Notes 
Wait until the first granule's status 
shows it has completed 
&quot;Preprocessing&quot; (moves to 
a subsequent state).<br /><br />d. 
From an xterm, execute the file 
ProcGetGranuleLockOwner.sp. This 
will drop the existing stored procedure 
ProcGetGranuleLockOwner and create 
an identical SP that always raises an 
error. The registration will fail 
repeatedly for all remaining granules, 
causing a request suspension. 

10 <i>3400 V-1</i>  #comment 
11 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 

12 Verify that the Data Pool registration is retried using the configured retry 
interval and retry limit but ensure that the error condition persists. 

a. From DPL Ingest GUI, 
Configuration/Global Tuning, identify 
the configuration of 
&quot;DEFAULT_NUM_RETRIES&
quot; and 
&quot;RETRY_INTERVAL&quot;<b
r /><br />b. Check 
EcDlInProcessingService.ALOG to 
verify that the set number of retries 
occurs by searching for the request 
id.<br /><br />c. Verify the error 
condition continues to appear in the 
log after the retries complete 

 

13 <i>3400 V-2</i>  #comment 
14 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
15 Verify that each error is logged in the ingest application log in accordance 

with S-DPL-18320. 
Check 
EcDlInProcessingService.ALOG to 
verify that the Data Pool registration 
error is recorded in the log in 
accordance with S-DPL-18320. 

 

16 <i>3400 V-3</i>  #comment 
17 Verify that the granule is suspended after the configured retry limit is 

exhausted. 
While checking the logs, perform 
clause text. 
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# Action Expected Result Notes 
18 <i>3400 V-4</i>  #comment 
19 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

20 Verify that the request state eventually changes to 'Suspended' [Note: the 
request may temporarily be in the 'Partially_Suspended' state depending on 
how quickly the retries are exhausted as compared to the time needed to 
complete the remaining granules.] 

From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
the appropriate request's status 
eventually changes to 'Suspended' 

 

21 <i>3400 V-5</i>  #comment 
22 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions List</i>  #comment 
23 Verify that an operator intervention is queued for the request after all 

remaining granules complete ingest and that the intervention appears in the 
monitoring screen. 

a. After all remaining granules 
complete ingest, check DPL Ingest 
GUI, Interventions &amp; 
Alerts/Interventions and verify that an 
intervention appears on the monitoring 
screen.<br /><br />b. Check 
EcDlInProcessingService.ALOG to 
verify that the intervention occurred 
after the granules reached a 
&quot;SUCCESSFUL&quot; state. 

 

24 <i>3400 V-6</i>  #comment 
25 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
26 Verify that an e-mail is sent to the configured e-mail address regarding the 

intervention that provides the information mandated in S-DPL-17255. 
Perform clause text.  

27 <i>3400 V-7</i>  #comment 
28 Verify that the operator intervention request is logged in the Data Pool Ingest 

Service application log. 
Check 
EcDlInProcessingService.ALOG to 
verify the operator intervention 
request has been logged. 

 

29 <i>3400 V-8</i>  #comment 
30 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions List, 

Intervention Detail Page; DP_S6_01 ticket</i> 
 #comment 

31 Verify that the intervention monitoring screen shows the information 
mandated in S-DPL-17265. 

From DPL Ingest GUI, Interventions 
&amp; Alerts/Interventions/Ingest 
Intervention Detail pages for the 
appropriate request, verify the 
information mandated in S-DPL-
17265 is included. 
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# Action Expected Result Notes 
32 <i>3400 V-9</i>  #comment 
33 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions List</i>  #comment 
34 Verify that the error type displayed in the monitoring screen is appropriate. From DPL Ingest GUI, Interventions 

&amp; Alerts/Interventions, verify 
that the intervention request error 
types shows up as 
&quot;PreprocErr&quot; 

 

35 <i>3400 V-10</i>  #comment 
36 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions List, 

Intervention Detail Page</i> 
 #comment 

37 Verify that it is possible to select an intervention and access its details from 
the intervention monitoring screen. 

From DPL Ingest GUI, Interventions 
&amp; Alerts/Interventions, select the 
appropriate intervention id and verify 
intervention details appear. 

 

38 <i>3400 V-11</i>  #comment 
39 <i>Document Reference: DPL Ingest GUI 609: Intervention Detail Page</i>  #comment 
40 Verify that the intervention details include a granule list showing suspended 

granules first. 
On the Ingest Intervention Detail page, 
perform clause text. 

 

41 <i>3400 V-12</i>  #comment 
42 <i>Document Reference: DPL Ingest GUI 609: Intervention Detail Page; 

DP_S6_01 ticket</i> 
 #comment 

43 Verify that the granule list contains the information mandated by S-DPL-
17330 and indicates the correct error type. 

On the Ingest Intervention Detail page, 
perform clause text. 

 

44 <i>3400 V-13</i>  #comment 
45 <i>Document Reference: DPL Ingest GUI 609: Intervention Detail Page; 

DP_S6_01 ticket</i> 
 #comment 

46 Verify that it is possible to display granule details for a suspended granule as 
mandated by S-DPL-17340 and that the information includes information 
pertinent to the specific Data Pool registration error. 

On the Ingest Intervention Detail page, 
show information for the suspended 
granule and verify the details include 
the information mandated by S-DPL-
17340 

 

47 <i>3400 V-14</i>  #comment 
48 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

Details</i> 
 #comment 

49 Correct the problem that caused the Data Pool registration error and verify 
that it is possible to resume the granule. 

a. Restor the original stored procedure 
by performing the following:<br />    
ln -s ProcGetGranuleLockOwner.orig 
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# Action Expected Result Notes 
ProcGetGranuleLockOwner.sp<br />    
ProcGetGranuleLockOwner.sp<br 
/><br />b. From DPL Ingest GUI, 
Monitoring/Request Status, go to the 
details for the appropriate request id, 
select the suspended granules and 
click &quot;retry selected 
granules.&quot; Verify that the 
granule status changes from 
'Suspended' to 'Resuming' 

50 <i>3400 V-15</i>  #comment 
51 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request Detail, 

Ingest Interventions List; DP_S6_01 ticket</i> 
 #comment 

52 Verify that the closure of the intervention is recorded correctly as per S-DPL-
17370. 

a. From DPL Ingest GUI, 
Interventions &amp; 
Alerts/Interventions page, verify the 
intervention does 
&lt;u&gt;not&lt;/u&gt; show up after 
the request reaches a state of 
successful<br /><br />b. From DPL 
Ingest GUI, Monitoring/Request 
Status/Ingest Request Detail for the 
relevant request, in the &quot;Request 
Notes&quot; and &quot;Status 
Change History&quot; perform clause 
text 

 

53 <i>3400 V-16</i>  #comment 
54 <i>Document Reference: DPL Ingest GUI 609: Intervention Detail Page; 

DP_S6_01 ticket</i> 
 #comment 

55 Verify that the closure of the intervention is correctly recorded in the request 
annotations as per S-DPL-17216. 

From the DPL Ingest GUI, 
Interventions &amp; 
Alerts/Interventions, perform clause 
text. 

 

56 <i>3400 V-17</i>  #comment 
57 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

58 Verify that the request completes and the request state changes to 
'Successful'. 

From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
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# Action Expected Result Notes 
the appropriate request's status 
eventually changes to 'Successful' 

59 <i>3400 V-18</i>  #comment 
60 Verify that a PAN is transmitted using the notification method configured for 

the provider. 
Locate the PAN in the configured FTP 
directory or Email inbox 

 

61 <i>3400 V-19</i>  #comment 
62 <i>Document Reference: SIPS ICD</i>  #comment 
63 Verify that the PAN is formatted in compliance with the SIPS ICD. Verify that the PAN is formatted in 

compliance with the SIPS ICD, 
fulfilling the following 
qualifications:<br /><br />a. Message 
consists of all PVL (Parameter Value 
Language) statements: STATEMENT 
= VALUE<br /><br />b. Message 
should begin with MESSAGE_TYPE 
= SHORTPAN 

 

64 <i>3400 V-20</i>  #comment 
65 <i>Document Reference: SIPS ICD</i>  #comment 
66 Verify that the PAN correctly identifies the request as having been successful 

as per SIPS ICD. 
Verify that the PAN shows all 
DISPOSITION = 
&quot;SUCCESSFUL&quot; 

 

67 <i>3410 S-1</i>  #comment 
68 [Data Pool Registration Error - Failed.] This criterion may be verified by a 

separate test procedure or as part of the test procedure for criteria 300 to 395. 
  

69 <i>3410 S-2</i>  #comment 
70 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions List</i>  #comment 
71 Ensure that an e-mail address for operator notification regarding ingest 

interventions is configured. 
From DPL Ingest GUI, Interventions 
&amp; Alerts/Interventions, verify 
that at the top of the page the field 
&quot;Interventions are sent as email 
to:&quot; is configured to a valid e-
mail address. 

 

72 <i>3410 S-3</i>  #comment 
73 Submit a valid PDR for at least two granules neither of which will be 

published in the Data Pool as part of the insert. 
a. From DPL Ingest GUI, 
Configuration/Providers, go to the 
details of the AMSER_E_SIPS 
provider. Note the current 
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# Action Expected Result Notes 
configuration of &quot;Max Active 
Granules&quot; and change it to 1.<br 
/><br />b. Place the PDR described in 
&quot;Data Type 
Requirements&quot; in a valid polling 
directory where the Data Pool Ingest 
Service will pick it up. 

74 <i>3410 S-4</i>  #comment 
75 Cause one of the granules to return a retriable error during Data Pool 

registration i.e. while trying to register the granule and its file in the Data 
Pool inventory. 

a. From DPL Ingest GUI, 
Monitoring/Request Status, identify 
the submitted request's request id. 
Wait until the first granule's status 
shows it has completed 
&quot;Preprocessing&quot; (moves to 
a subsequent state).<br /><br />b. 
Immediately, in the DPL Ingest 
database, drop existing stored 
procedure ProcGetGranuleLockOwner 
and create an identical SP that always 
raises an error. The registration will 
fail repeatedly for all remaining 
granules, causing a request 
suspension. 

 

76 <i>3410 V-1</i>  #comment 
77 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 

78 Verify that the Data Pool registration is retried using the configured retry 
interval and retry limit but ensure that the error condition persists. 

a. From DPL Ingest GUI, 
Configuration/Global Tuning, identify 
the host retry interval and limit.<br 
/><br />b. Check 
EcDlInProcessingService.ALOG to 
verify that the set number of retries 
occurs (search for 
&quot;State=RegisterErr&quot; the 
specified number of times).<br /><br 
/>c. Verify the error condition 
continues to appear in the log after the 
retries complete 
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# Action Expected Result Notes 
79 <i>3410 V-2</i>  #comment 
80 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
81 Verify that each error is logged in the ingest application log in accordance 

with S-DPL-18320. 
Check 
EcDlInProcessingService.ALOG to 
verify that the data pool registration 
error is recorded in the log in 
accordance with S-DPL-18320. 

 

82 <i>3410 V-3</i>  #comment 
83 Verify that the granule is suspended after the configured retry limit is 

exhausted. 
While checking the log, perform 
clause text. 

 

84 <i>3410 V-4</i>  #comment 
85 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

86 Verify that the request state eventually changes to 'Suspended' [Note: the 
request may temporarily be in the 'Partially_Suspended' state depending on 
how quickly the retries are exhausted as compared to the time needed to 
complete the remaining granules.] 

From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
the appropriate request's status 
eventually changes to 'Suspended' 

 

87 <i>3410 V-5</i>  #comment 
88 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions List</i>  #comment 
89 Verify that an operator intervention is queued for the request after all 

remaining granules complete ingest and that the intervention appears in the 
monitoring screen. 

After all remaining granules complete 
ingest, check DPL Ingest GUI, 
Interventions &amp; 
Alerts/Interventions and verify that an 
intervention appears on the monitoring 
screen. 

 

90 <i>3410 V-6</i>  #comment 
91 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
92 Verify that an e-mail is sent to the configured e-mail address regarding the 

intervention that provides the information mandated in S-DPL-17255. 
Perform clause text.  

93 <i>3410 V-7</i>  #comment 
94 Verify that the operator intervention request is logged in the Data Pool Ingest 

Service application log. 
Check 
EcDlInProcessingService.ALOG to 
verify the operator intervention 
request has been resumed. 

 

95 <i>3410 V-8</i>  #comment 
96 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions List, 

Intervention Detail Page; DP_S6_01 ticket</i> 
 #comment 
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# Action Expected Result Notes 
97 Verify that the intervention monitoring screen shows the information 

mandated in S-DPL-17265. 
From DPL Ingest GUI, Interventions 
&amp; Alerts/Interventions/Ingest 
Intervention Detail page for the 
appropriate request, perform clause 
text. 

 

98 <i>3410 V-9</i>  #comment 
99 <i>Document Reference: DPL Ingest GUI 609: Intervention Detail Page</i>  #comment 
100 Verify that the error type displayed in the monitoring screen is appropriate. On the Ingest Intervention Detail page, 

verify that the intervention request 
error type shows up as 
&quot;PreprocErr&quot; 

 

101 <i>3410 V-10</i>  #comment 
102 <i>Document Reference: DPL Ingest GUI 609: Intervention Detail Page</i>  #comment 
103 Verify that it is possible to select an intervention and access its details from 

the intervention monitoring screen. 
On the Ingest Intervention Detail page, 
select the appropriate intervention id 
and verify intervention details appear. 

 

104 <i>3410 V-11</i>  #comment 
105 <i>Document Reference: DPL Ingest GUI 609: Intervention Detail Page</i>  #comment 
106 Verify that the intervention details include a granule list showing suspended 

granules first. 
On the Ingest Intervention Detail page, 
verify that the intervention details 
include a granule list showing 
suspended granules first. 

 

107 <i>3410 V-12</i>  #comment 
108 <i>Document Reference: DPL Ingest GUI 609: Intervention Detail Page; 

DP_S6_01 ticket</i> 
 #comment 

109 Verify that the granule list contains the information mandated by S-DPL-
17330 and indicates the correct error type. 

On the Ingest Intervention Detail page, 
perform clause text. 

 

110 <i>3410 V-13</i>  #comment 
111 <i>Document Reference: DPL Ingest GUI 609: Intervention Detail Page; 

DP_S6_01 ticket</i> 
 #comment 

112 Verify that it is possible to display granule details for a suspended granule as 
mandated by S-DPL-17340 and that the information includes information 
pertinent to the specific Data Pool registration error. 

On the Ingest Intervention Detail page, 
show information for the suspended 
granule and verify the details include 
the information mandated by S-DPL-
17340. 

 

113 <i>3410 V-14</i>  #comment 
114 <i>Document Reference: DPL Ingest GUI 609: Intervention Detail Page</i>  #comment 
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# Action Expected Result Notes 
115 Verify that it is possible to select the suspended granule and fail it. On the Ingest Intervention Detail page, 

select the suspended granule and click 
&quot;fail selected granules&quot; 

 

116 <i>3410 V-15</i>  #comment 
117 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

Details, Ingest Interventions List, Intervention Detail Page; DP_S6_01 
ticket</i> 

 #comment 

118 Verify that the closure of the intervention was recorded correctly as per S-
DPL-17370. 

a. From the DPL Ingest GUI, 
Interventions &amp; 
Alerts/Interventions page, verify 
closure intervention details does 
&lt;u&gt;not&lt;/u&gt; show up after 
the request is closed.<br /><br />b. 
From DPL Ingest GUI, 
Monitoring/Request Status/Ingest 
Intervention Details for the relevant 
request, in the &quot;Request 
Notes&quot; and &quot;Status 
Change History&quot; perform clause 
text. 

 

119 <i>3410 V-16</i>  #comment 
120 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

Details; DP_S6_01 ticket</i> 
 #comment 

121 Verify that the closure of the intervention is correctly recorded in the request 
annotations as per S-DPL-17216. 

From the DPL Ingest GUI, 
Monitoring/Request Status perform 
clause text. 

 

122 <i>3410 V-17</i>  #comment 
123 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions List</i>  #comment 
124 Verify that the request state becomes 'Partial_Failure'. From DPL Ingest GUI, Interventions 

&amp; Alerts/Interventions, verify 
that the request state becomes 
'Partial_Failure' 

 

125 <i>3410 V-18</i>  #comment 
126 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions List</i>  #comment 
127 Verify that the granule state becomes 'PreprocErr'. On DPL Ingest GUI, Interventions 

&amp; Alerts/Interventions, select the 
Request Id and verify the granules 
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# Action Expected Result Notes 
state becomes 
&quot;PreprocErr&quot; 

128 <i>3410 V-19</i>  #comment 
129 Verify that a PAN is transmitted using the notification method configured for 

the provider. 
Locate the PAN in the configured FTP 
directory or Email inbox 

 

130 <i>3410 V-20</i>  #comment 
131 <i>Document Reference: SIPS ICD</i>  #comment 
132 Verify that the PAN is formatted in compliance with the SIPS ICD. Verify that the PAN is formatted in 

compliance with the SIPS ICD, 
fulfilling the following 
qualifications:<br /><br />a. Message 
consists of all PVL (Parameter Value 
Language) statements: STATEMENT 
= VALUE<br /><br />b. Message 
should begin with MESSAGE_TYPE 
= LONGPAN 

 

133 <i>3410 V-21</i>  #comment 
134 <i>Document Reference: SIPS ICD</i>  #comment 
135 Verify that the PAN correctly identifies the disposition of each granule as 

specified in the SIPS ICD. 
Verify that the PAN shows 
DISPOSITION = 
&quot;SUCCESSFUL&quot; for all 
granules processed correctly and one 
granule showing a disposition equal to 
an error condition. 

 

 
 
TEST DATA: 
 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

3400   1 PDR 
AE_Rain 
 

None 
4 granules 
with 

None /sotestdata/SynergyVI/DP_S6_01/Criteria/3400/V086/   
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Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

[Not Inserted 
in DPL] 

associated 
browse 

3410   1 PDR 

AE_Rain 
 
[Not Inserted 
in DPL] 

None 

4 granules 
with 
associated 
browse 

None /sotestdata/SynergyVI/DP_S6_01/Criteria/3410/V086/   

 
EXPECTED RESULTS: 
 

320 DPL INGEST GUI: REQUEST CANCELLATION HANDLING AND DISPLAY (ECS-ECSTC-2731) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 
 
STEPS:   
# Action Expected Result Notes 
1 <i>3440 S-1</i>  #comment 
2 [Request Cancellation]<br /><br />This criterion may be verified by a 

separate test procedure or as part of the test procedure for criteria 300 to 395. 
  

3 <i>3440 S-2</i>  #comment 
4 <i>Document Reference: DPL Ingest GUI 609: FTP Host Status, ECS 

Service Configuration, ECS Service Configuration Detail</i> 
 #comment 

5 Ensure that requests are available and in the states as required by the test. a. Submit request R4 (as described in 
&quot;Test Data 
Requirements&quot;) and allow it to 
run through completion<br />    b. 
From DPL Ingest GUI, 
Configuration/Global Tuning, set 
&quot;PROCESSING_MAX_GRAN
S&quot; to 4.<br />    c. From DPL 
Ingest GUI, Configuration/ECS 
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# Action Expected Result Notes 
Services, go to the details for each 
host configured for transferring. Note 
the current configuration of 
&quot;Max Concurrent File 
Transfers&quot; and change it to 1 (to 
slow down R1 and R2).<br />    d. 
Submit R2, then R1, then R3.<br />    
e. Monitoring/Transfer Host Status 

6 <i>3440 S-3</i>  #comment 
7 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

8 Identify a request (R1) that is active for which at least two granules are active 
and no granules have completed ingest. 

From DPL Ingest GUI, 
Monitoring/Request Status page locate 
R1 and ensure two of its granules are 
active. 

 

9 <i>3440 S-4</i>  #comment 
10 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

11 Identify a request (R2) that is active and for which at least two granules are 
active and some but not all granules have completed ingest. None of the 
active granules shall be yet in the stage of registering in the ECS inventory. 
Note the granules which already completed ingest. 

a. From DPL Ingest GUI, 
Monitoring/Request Status, locate R2 
and ensure two granules are active and 
some but not all granules have 
completed ingest.<br />    b. Verify 
that none of the active granules are in 
the &quot;Inserting&quot; state.<br />   
c. Note the granules that already 
completed ingest. 

 

12 <i>3440 S-5</i>  #comment 
13 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

14 Identify a request (R3) that is in not yet active. From DPL Ingest GUI, 
Monitoring/Request Status page locate 
R3 and ensure it is in not yet active. 

 

15 <i>3440 S-6</i>  #comment 
16 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

17 Identify a request (R4) that is in terminal state. From DPL Ingest GUI,  
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# Action Expected Result Notes 
Monitoring/Request Status, locate R4 
and ensure that is in terminal state. 

18 <i>3440 S-7</i>  #comment 
19 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

Details</i> 
 #comment 

20 Ensure that the requests contain only granules from collections configured for 
publishing in the Data Pool 

On DPL Ingest GUI, 
Monitoring/Request Status/Ingest 
Request Details for R1, R2, R3, and 
R4, verify requests only contain 
granules from collections configured 
for publishing in the Data Pool 

 

21 <i>3440 V-1</i>  #comment 
22 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

23 Use the Data Pool Ingest GUI attempt to cancel R4 and to cancel requests R1, 
R2 and R3. 

From DPL Ingest GUI, 
Monitoring/Request Status, cancel 
requests R1, R2, and R3 and attempt 
to cancel R4 

 

24 <i>3440 V-2</i>  #comment 
25 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

26 Verify that the GUI prompts the operator to provide a reason for the 
cancellation. 

On DPL Ingest GUI, 
Monitoring/Request Status, verify that 
the GUI prompts the operator to 
provide a reason for the cancellation. 

 

27 <i>3440 V-3</i>  #comment 
28 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

Detail</i> 
 #comment 

29 Enter a reason. Verify that R1, R2 and R3 include a request annotation that 
contains the reason and is prefixed with the correct time and operator. 

a. On DPL Ingest GUI, 
Monitoring/Request Status, in the 
prompt, explain the reason for the 
cancellation is for a test.<br />    b. For 
requests R1, R2, and R3, click on their 
request ids one after another and 
verify that their request details contain 
the reason for the canceling and are 
prefixed with the correct time and 
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# Action Expected Result Notes 
operator 

30 <i>3440 V-4</i>  #comment 
31 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

32 Verify that it is not possible to cancel request R4. On DPL Ingest GUI, 
Monitoring/Request Status, verify that 
it is not possible to cancel request R4 

 

33 <i>3440 V-5</i>  #comment 
34 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

35 Verify that request R1 eventually shows a state of 'Cancelled' and shows a 
state of 'Canceling' if it is not cancelled before screen refresh. 

From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
R1 eventually shows a state of 
'Cancelled.' (The request should show 
a status of 'Canceling' if the page is 
updated before the status of the 
request changes to 'Cancelled' in the 
DPL Ingest database, 
InDPLIngestPDR table) 

 

36 <i>3440 V-6</i>  #comment 
37 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

Detail</i> 
 #comment 

38 Access the request details for request R1. Verify all granules show a state of 
'Cancelled' 

On DPL Ingest GUI, 
Monitoring/Request Status, click on 
the request id for R1 and verify all 
granules show a state of 'Cancelled' 

 

39 <i>3440 V-7</i>  #comment 
40 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

41 Verify that request R2 eventually shows a state of 'Partially_Cancelled' and 
shows a state of 'Canceling' if it is not cancelled before screen refresh. 

From DPL Ingest GUI, 
Monitoring/Request Status, perform 
clause text. 

 

42 <i>3440 V-8</i>  #comment 
43 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

Detail</i> 
 #comment 

44 Access the request details for request R2. Verify all granules which had 
already completed ingest show a state of 'Successful' and that the others show 

On DPL Ingest GUI, 
Monitoring/Request Status, perform 
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# Action Expected Result Notes 
a state of 'Cancelled'. clause text. 

45 <i>3440 V-9</i>  #comment 
46 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

47 Verify that request R3 eventually shows a state of 'Cancelled'. From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
R3 eventually shows a state of 
'Cancelled' 

 

48 <i>3440 V-10</i>  #comment 
49 Verify that none of the granules that show a state of 'Cancelled' are in the 

ECS inventories. 
From the Ingest Database, identify the 
ECSGranuleID for all the granules of 
the cancelled requests. Check SDSRV 
database 
(EcDsScienceDataServer1_&lt;MOD
E&gt;), DsMdGranules table and 
verify that none of these granules 
show up in the table. 

 

50 <i>3440 V-11</i>  #comment 
51 Verify that none of the granules that show a state of 'Cancelled' are in the 

hidden Data Pool directories for the corresponding collection and date. 
a. In the Data Pool database, run 
ProcGetGranuleDatapoolDirs[JWR1] 
[GranuleID] to identify the files and 
directories of each cancelled granule 
of each of the four requests.<br />    b. 
Go to both the hidden and public 
directories listed and verify none of 
these files can be found. 

 

52 <i>3440 V-12</i>  #comment 
53 Verify that none of the granules that show a state of 'Cancelled' have left 

temporary files behind. 
Check the staging directories for the 
granules of the four requests and 
verify that no temporary files remain 
for any granules that were cancelled. 

 

54 <i>3440 V-12.1</i>  #comment 
55 <i>Document Reference: DPL Maintenance GUI 609: List Insert Queue 

Tab</i> 
 #comment 

56 Verify that none of the granules that show a state of 'Cancelled' were queued 
for insertion into the public Data Pool. 

From Data Pool Maintenance GUI, 
view the active insert processes and 
verify that none of the cancelled 
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# Action Expected Result Notes 
granules appear in the queue. 

57 <i>3440 V-13</i>  #comment 
58 <i>Document Reference: SIPS ICD</i>  #comment 
59 Verify that a PAN is transmitted for request R1 that complies with the 

specifications of the ICD and shows that the request has been cancelled. 
a. Locate the PAN[JWR2] for R1 in 
the configured FTP directory or Email 
inbox and verify that the PAN is in 
compliance with the SIPS ICD, 
fulfilling the following 
qualifications:<br />    1. Message 
consists of all PVL (Parameter Value 
Language) statements: STATEMENT 
= VALUE<br />    2. Message should 
begin with MESSAGE_TYPE = 
LONGPAN<br />    b. Verify that the 
granules that were not complete when 
all granules were cancelled are shown 
to have DISPOSITION = 
&quot;REQUEST 
CANCELLED&quot; and those that 
were complete have DISPOSITION = 
&quot;SUCCESSFUL&quot; 

 

60 <i>3440 V-14</i>  #comment 
61 <i>Document Reference: SIPS ICD</i>  #comment 
62 Verify that a PAN is transmitted for request R2 that complies with the 

specifications of the ICD and shows correctly which granules have been 
cancelled and which granules have succeeded. 

a. Locate the PAN for R2 in the 
configured FTP directory or Email 
inbox and verify that the PAN is in 
compliance with the SIPS ICD, 
fulfilling the following 
qualifications:<br />    1. Message 
consists of all PVL (Parameter Value 
Language) statements: STATEMENT 
= VALUE<br />    2. Message should 
begin with MESSAGE_TYPE = 
LONGPAN<br />    b. Verify that the 
granules that were not complete when 
all granules were cancelled are shown 
to have DISPOSITION = 
&quot;REQUEST 
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# Action Expected Result Notes 
CANCELLED&quot; and those that 
were complete have DISPOSITION = 
&quot;SUCCESSFUL&quot; 

63 <i>3440 V-15</i>  #comment 
64 <i>Document Reference: SIPS ICD</i>  #comment 
65 Verify that a PAN is transmitted for request R3 that complies with the 

specifications of the ICD and shows that the request has been cancelled. 
a. Locate the PAN for R3 in the 
configured FTP directory or Email 
inbox and verify that the PAN is in 
compliance with the SIPS ICD, 
fulfilling the following 
qualifications:<br />    1. Message 
consists of all PVL (Parameter Value 
Language) statements: STATEMENT 
= VALUE<br />    2. Message should 
begin with MESSAGE_TYPE = 
LONGPAN<br />    b. Verify that all 
DISPOSITION = &quot;REQUEST 
CANCELLED&quot; 

 

66 <i>3440 V-16</i>  #comment 
67 Verify that the PANs were transmitted using the notification method 

configured for the provider. 
Verify that the PANs were transmitted 
using the notification method 
configured for the provider. 

 

68 <i>3440 V-17</i>  #comment 
69 Verify that the request cancellations have been logged and the log entries 

identify the request and the requester. 
Check 
EcDlInProcessingService.ALOG and 
EcDlInGui.ops.log to verify that 
request cancellations have been logged 
and the log entries identify the request 
and the requester. 

 

70 <i>3450 S-1</i>  #comment 
71 [Granule Cancellation.] This criterion may be verified by a separate test 

procedure or as part of the test procedure for criteria 300 to 395. 
  

72 <i>3450 S-2</i>  #comment 
73 <i>Document Reference: DPL Ingest GUI 609: FTP Host Status</i>  #comment 
74 Ensure that requests are available and in the states as required by the test. The 

collections referenced by the requests must be configured for Data Pool 
publishing during ingest. 

Monitoring/Transfer Host 
StatusSubmit R1 described in 
&quot;Data Type 

 



 

1200 
 

# Action Expected Result Notes 
Requirements&quot; 

75 <i>3450 V-1</i>  #comment 
76 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

77 Select a request (R1) for which at least two granules are active and are not yet 
in the stage of registering with the ECS inventory. Access the granule details 
select one of these granules and cancel it. 

a. From DPL Ingest GUI, 
Monitoring/Request Status, select the 
request id for R1<br />    b. Verify that 
two of the granules of the request are 
active, but have not passed into the 
&quot;Inserted&quot; state.<br />    c. 
From the granule details, select one of 
the granules and press &quot;fail 
selected granules&quot; 

 

78 <i>3450 V-2</i>  #comment 
79 Deleted   
80 <i>3450 V-3</i>  #comment 
81 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

82 Verify that the state of the selected granules eventually changes to 'Cancelled' 
and changes to 'Canceling' if it is not cancelled before screen refresh. 

From DPL Ingest GUI, 
Monitoring/Request Status/Ingest 
Request Detail, monitor the status of 
the selected granule and verify that its 
state eventually changes to 'Cancelled' 
and changes to 'Canceling' if it is not 
cancelled before screen refresh. 

 

83 <i>3450 V-4</i>  #comment 
84 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

85 Verify that the state of the request eventually changes to 
'Partially_Cancelled'. 

From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
the state of the request eventually 
changes to 'Partially_Cancelled'. 

 

86 <i>3450 V-5</i>  #comment 
87 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

88 Verify that the cancelled granule in R1 is not in the Data Pool and ECS 
inventory. 

a. On DPL Ingest GUI, 
Monitoring/Request Status, note the 
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# Action Expected Result Notes 
granule ids for all cancelled granules 
from requests R1.<br />    b. Check 
SDSRV database, DsMdGranules 
table and verify that none of these 
granules show up in the table.<br />    
c. Check the DlInsertActionQueue in 
the DataPool data base for the 
granules included in the request and 
verify that none of the cancelled 
granules appear. 

89 <i>3450 V-6</i>  #comment 
90 Deleted   
91 <i>3450 V-7</i>  #comment 
92 <i>Document Reference: DPL Maintenance GUI 609: List Insert Queue 

Tab</i> 
 #comment 

93 Verify that the cancelled granule in R1 is not in the hidden Data Pool 
directories for the corresponding collection and date and that it was not 
queued for publication in the Data Pool. 

a. In the Data Pool database, run 
ProcGetGranuleDatapoolDirs 
[GranuleID] to identify the files and 
directories of each cancelled granule 
of R1.<br />    b. Go to both the 
hidden and public directories listed 
and verify none of these files can be 
found.<br />    c. From the Data Pool 
maintenance GUI, view the active 
insert processes and verify that none 
of the cancelled granules appear. 

 

94 <i>3450 V-8</i>  #comment 
95 Deleted   
96 <i>3450 V-9</i>  #comment 
97 Verify the cancelled granules did not leave any temporary files behind. Check the staging directories for the 

granules of the request and verify that 
no temporary files remain for any 
granules that were cancelled. 

 

98 <i>3450 V-10</i>  #comment 
99 <i>Document Reference: SIPS ICD</i>  #comment 
100 Verify that a PAN is transmitted for request R1 that complies with the 

specifications of the ICD and shows correctly which granule was cancelled 
a. Locate the PAN for R1 in the 
configured FTP directory or Email 
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# Action Expected Result Notes 
and which granules were successful. inbox and verify that the PAN is in 

compliance with the SIPS ICD, 
fulfilling the following 
qualifications:<br />    1. Message 
consists of all PVL (Parameter Value 
Language) statements: STATEMENT 
= VALUE<br />    2. Message should 
begin with MESSAGE_TYPE = 
LONGPAN<br />    b. Verify that the 
granules that were not complete when 
all granules were cancelled are shown 
to have DISPOSITION = 
&quot;REQUEST 
CANCELLED&quot; and those that 
were complete have DISPOSITION = 
&quot;SUCCESSFUL&quot; 

101 <i>3450 V-11</i>  #comment 
102 Deleted   
103 <i>3450 V-12</i>  #comment 
104 Deleted   
105 <i>3450 V-13</i>  #comment 
106 Verify that the granule cancellation was logged and the log entries identify 

the requests and the operator who requested the cancellation. 
Check 
EcDlInProcessingService.ALOG to 
verify that request cancellations have 
been logged with the request id.<br 
/>Check EcDlInGui.ops.log to verify 
the name of the operator who 
requested the cancellation has been 
logged (search for &quot;operator 
[OPNAME] requested perform cancel 
on the following granules ...&quot;). 

 

107 <i>3450 V-14</i>  #comment 
108 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List, 

FTP Host Status</i> 
 #comment 

109 Select a request (R2) for which at least two granules are active and are not yet 
in the stage of registering with the ECS inventory and which has other 
granules which are not yet active and no granules that already completed 
ingest. Access the granule details select all granules and cancel them. 

a. From DPL Ingest GUI, 
Configuration/Global Tuning, set the 
PROCESSING_MAX_GRANS to 
2.<br />    b. Submit R2 described in 
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# Action Expected Result Notes 
&quot;Data Type 
Requirements&quot; and wait for two 
granules to become active.<br />    c. 
From DPL Ingest GUI, 
Monitoring/Request Status, select the 
request id for R2<br />    d. Make sure 
that some of the granules are not yet 
active<br />    e. Select all granules 
and cancel them 

110 <i>3450 V-15</i>  #comment 
111 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

112 Verify that the state of the granules eventually changes to 'Cancelled' and 
changes to 'Canceling' if they are not cancelled before screen refresh. 

a. From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
the state of the granules eventually 
changes to 'Cancelled' and changes to 
'Canceling' if they are not cancelled 
before screen refresh.<br />    b. Note 
the granule ids for all cancelled 
granules 

 

113 <i>3450 V-16</i>  #comment 
114 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

115 Verify that the state of the request R2 eventually changes to 'Cancelled'. From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
the state of the request R2 eventually 
changes to 'Cancelled'. 

 

116 <i>3450 V-17</i>  #comment 
117 <i>Document Reference: DPL Maintenance GUI 609: List Insert Queue 

Tab</i> 
 #comment 

118 Verify that none of the granules are in the Data Pool and that they were not 
queued for publication in the Data Pool. 

a. Check the Data Pool directory for 
the collections of the granules 
included in the request and verify that 
none of the cancelled granules appear 
and make sure files are not in the 
DlFile table in DataPool database.<br 
/>    b. From the Data Pool 
maintenance GUI, view the active 
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# Action Expected Result Notes 
insert processes and verify that none 
of the cancelled granules appear. 

119 <i>3450 V-18</i>  #comment 
120 Verify that none of the granules are in the hidden or public Data Pool 

directories for the corresponding collection and date. 
a. In the Data Pool database, run 
ProcGetGranuleDatapoolDirs 
[GranuleID] to identify the files and 
directories of each cancelled granule 
of R2.<br />    b. Go to both the 
hidden and public directories listed 
and verify none of these files can be 
found. 

 

121 <i>3450 V-19</i>  #comment 
122 Verify that none of the granules left any temporary files behind. Check the staging directories for the 

granules of the request and verify that 
no temporary files remain for any 
granules that were cancelled. 

 

123 <i>3450 V-20</i>  #comment 
124 <i>Document Reference: SIPS ICD</i>  #comment 
125 Verify that a PAN is transmitted for request R2 that complies with the 

specifications of the ICD and shows that all granules have been cancelled. 
a. Locate the PAN for R2 in the 
configured FTP directory or Email 
inbox and verify that the PAN is in 
compliance with the SIPS ICD, 
fulfilling the following 
qualifications:<br />    1. Message 
consists of all PVL (Parameter Value 
Language) statements: STATEMENT 
= VALUE<br />    2. Message should 
begin with MESSAGE_TYPE = 
LONGPAN; however, if all requests 
are canceled, will give a short 
PAN.<br />    b. Verify that all 
DISPOSITION = &quot;REQUEST 
CANCELLED&quot; 

 

126 <i>3450 V-21</i>  #comment 
127 Verify that the PAN was transmitted using the notification method configured 

for the provider. 
Verify that the PAN was transmitted 
using the notification method 
configured for the provider. 

 

128 <i>3450 V-22</i>  #comment 
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# Action Expected Result Notes 
129 Verify that the granule cancellations have been logged and the log entries 

identify the granules request and the requester. 
Check 
EcDlInProcessingService.ALOG and 
the EcDlInGui.ops.log to verify that 
request cancellations have been logged 
and the log entries identify the request 
and the operator who requested the 
cancellation. 

 

 
 
TEST DATA: 
 
 
 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

3440   4 PDRs. 

R1: 2 granules 
MOD11C3 
 
R2: 1 granule 
MOD29P1D 
(small), 3 
granules 
MOD11C3 
(large) 
 
R3: 3 granules 
MYD14 
[different ftp 
host] 
 
R4: 2 granules 
MOD29P1D 

None 

2 granules in 2 
PDRs, 3 
granules in 2 
PDRs 

R1 and R2 
need large 
enough 
granules to 
keep them 
active for 
about 3 
minutes 

/sotestdata/SynergyVI/DP_S6_01/Criteria/3440/V086/   
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Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

3450   1 PDR R1:MOD13Q1 None 2 granules None /sotestdata/SynergyVI/DP_S6_01/Criteria/3450/V086/   

    1 PDR 
R2: 
MOD13Q1 

None 3 granules None /sotestdata/SynergyVI/DP_S6_01/Criteria/3450/V086/   

3490   2 PDRs 

MOD29P1D 
 
[Inserted in 
DPL] 

None 
2 
granules/each 

None /sotestdata/SynergyVI/DP_S6_01/Criteria/3490/V086/   

 
EXPECTED RESULTS: 
 

321 REQUEST RESUMPTION FROM INTERVENTION LIST (ECS-ECSTC-2732) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 
 
STEPS:   
# Action Expected Result Notes 
1 <i>3452 S-1</i>  #comment 
2 [Request Resumption from Intervention List]<br /><br />This criterion may 

be verified by a separate test procedure or as part of the test procedure for 
criteria 300 to 395. 

  

3 <i>3452 S-2</i>  #comment 
4 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions List</i>  #comment 
5 Ensure that at least three interventions are listed in the intervention list 

screen. 
a. Identify the directory 
(DIRECTORY_ID) and metadata 
filename (FILE_ID) for each granule 
in the PDRs described in &quot;Test 
Data Requirements&quot;<br />    b. 
Ensure the metadata files for each 
PDR has been removed from the 
directory so that they will cause each 
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# Action Expected Result Notes 
cause an intervention upon 
submission.<br />    c. Submit the 
PDRs<br />    d. From DPL Ingest 
GUI, Intervention &amp;amp; 
Alerts/Ingest Interventions, verify that 
the requests show up as interventions. 

6 <i>3452 V-1</i>  #comment 
7 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions List</i>  #comment 
8 Verify that it is possible to select all of the interventions and resume the 

associated requests. 
a. Return the metadata files related to 
the three requests to their appropriate 
locations<br />    b. From DPL Ingest 
GUI, Intervention &amp;amp; 
Alerts/Ingest Interventions, select the 
three requests and click 
&quot;Resume Requests&quot; 

 

9 <i>3452 V-2</i>  #comment 
10 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions List</i>  #comment 
11 Verify that the interventions are closed. From DPL Ingest GUI, Intervention 

&amp;amp; Alerts/Ingest 
Interventions, verify that the three 
interventions are closed 

 

12 <i>3452 V-3</i>  #comment 
13 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

14 Verify that the requests are resumed (they may return into intervention 
because the error situation that caused the intervention has not been 
resolved). 

From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
the three requests have resumed. 

 

15 <i>3452 V-4</i>  #comment 
16 Verify that the request resumptions have been logged and the log entries 

identify the request and the requester. 
Check EcDlInGui.ops.log to verify 
that the request resumptions have been 
logged and the log entries identify the 
request and the requester. For 
example, Operator IngAdmin 
requested to perform Resume on the 
following items: [Request ID: 12501, 
Request ID: 12497, Request ID: 
12496] with reason: testing for 
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# Action Expected Result Notes 
criteria_3452 

17 <i>3454 S-1</i>  #comment 
18 [Request Cancellation from Intervention List.] This criterion may be verified 

by a separate test procedure or as part of the test procedure for criteria 300 to 
395. 

  

19 <i>3454 S-2</i>  #comment 
20 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions List</i>  #comment 
21 Ensure that at least three interventions are listed in the intervention list 

screen. 
a. Submit the PDRs described in 
&quot;Test Data Requirements&quot; 
so that each will cause an intervention 
upon submission.<br />    b. From 
DPL Ingest GUI, Intervention 
&amp;amp; Alerts/Ingest 
Interventions, verify that the requests 
show up as interventions. 

 

22 <i>3454 V-1</i>  #comment 
23 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions List</i>  #comment 
24 Verify that it is possible to select at least two (but not all) of the interventions 

and cancel the associated requests. 
From DPL Ingest GUI, Intervention 
&amp;amp; Alerts/Ingest 
Interventions, select 2 of the requests 
and click &quot;cancel 
requests&quot; 

 

25 <i>3454 V-2</i>  #comment 
26 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions List</i>  #comment 
27 Verify that the DPL Ingest GUI prompts for a reason for the cancellation. On DPL Ingest GUI, Intervention 

&amp;amp; Alerts/Ingest 
Interventions, verify that DPL Ingest 
GUI prompts for a reason for the 
cancellation. Enter that a test was the 
reason for the cancellations and click 
&quot;continue to cancel 
requests&quot; 

 

28 <i>3454 V-3</i>  #comment 
29 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions List</i>  #comment 
30 Verify that the interventions are closed. On DPL Ingest GUI, Intervention 

&amp;amp; Alerts/Ingest 
Interventions, verify that the cancelled 
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# Action Expected Result Notes 
interventions are closed. 

31 <i>3454 V-4</i>  #comment 
32 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions List</i>  #comment 
33 Verify that the requests include a request annotation that contains the reason 

for the cancellation and is prefixed with the correct time and operator. 
On DPL Ingest GUI, , 
Monitoring/Request Status select the 
request ids for cancelled requests to 
verify that each of their request detail 
pages include a request annotation that 
contains the reason for the 
cancellation and is prefixed with the 
correct time and operator. 

 

34 <i>3454 V-5</i>  #comment 
35 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

36 Verify that the requests transition into the 'Cancelled' OR 
'Partially_Cancelled' state depending on whether any granules in the request 
completed or not. 

From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
the requests transition into the 
'Cancelled' OR 'Partially_Cancelled' 
state depending on whether any 
granules in the request completed or 
not. 

 

37 <i>3454 V-6</i>  #comment 
38 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

Details</i> 
 #comment 

39 Verify for each request that any granules that were not complete at the time 
of cancellation are now in the 'Cancelled' state. 

On DPL Ingest GUI, 
Monitoring/Request Status/Ingest 
Request Details, verify for each 
request that any granules that were not 
complete at the time of cancellation 
are now in the 'Cancelled' state. Click 
on the cancelled requests to check the 
status column, make sure the 
granule(s) have been marked for 
&quot;Cancelled&quot;. 

 

40 <i>3454 V-7</i>  #comment 
41 <i>Document Reference: SIPS ICD</i>  #comment 
42 Verify that a PAN is transmitted for each request that complies with the a. Locate the PAN for each request in  
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# Action Expected Result Notes 
specifications of the ICD and shows that the request has been cancelled the configured FTP directory or Email 

inbox and verify that the PAN is in 
compliance with the SIPS ICD, 
fulfilling the following 
qualifications:<br />    1. Message 
consists of all PVL (Parameter Value 
Language) statements: STATEMENT 
= VALUE<br />    2. Message should 
begin with MESSAGE_TYPE = 
LONGPAN<br />    b. Verify that all 
DISPOSITION = &quot;REQUEST 
CANCELLED&quot;<br />    c. 
Check the 
EcDlInProcessingServiceDebug.log 
for Pan name such as 
/usr/ecs/DEV02//CUSTOM/data/DPL/
/169/58/3454_V086_2_2.PAN 

43 <i>3454 V-8</i>  #comment 
44 Verify that the request cancellations have been logged and the log entries 

identify the request and the requester. 
Check EcDlInGui.ops.log.0 to verify 
that request cancellations have been 
logged and the log entries identify the 
request and the operator who 
requested the cancellation. For 
example, &quot;Operator IngAdmin 
requested to perform CANCEL on the 
following items: [Intervention ID: 
502998 For requeset with ID: 11943] 
with reason: For testing criteria 3454 
SIPs Ingest&quot; 

 

45 <i>3454 V-9</i>  #comment 
46 Verify that none of the granules that show a state of 'Cancelled' have left 

temporary files behind. 
Check the staging directories for the 
granules of the request and verify that 
no temporary files remain for any 
granules that were cancelled. 

 

47 <i>3460 S-1</i>  #comment 
48 [Access to Request Details and Intervention Details and Annotation.] This 

criterion may be verified as part of any of the test procedures that lead to 
requests that are suspended and have an operator intervention pending. 
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# Action Expected Result Notes 
49 <i>3460 V-1</i>  #comment 
50 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List, 

Active Ingest Request Detail</i> 
 #comment 

51 While viewing the request list pick a request that is 'Suspended' due to an 
error. Access its request details and verify that there is a link which permits 
access to the details of the intervention pending for that request. 

a. Submit the PDR described in 
&quot;Test Data Requirements&quot; 
so that it will cause an intervention 
upon submission.<br />    b. From 
DPL Ingest GUI, Monitoring/Request 
Status, select this request, which 
should be &quot;Suspended&quot; 
due to an error.<br />    c. Click on the 
request id then click on link for view 
details to view request details and 
verify that there is a link which 
permits access to the details of the 
intervention pending for that request. 

 

52 <i>3460 V-2</i>  #comment 
53 <i>Document Reference: DPL Ingest GUI 609: Intervention Detail Page</i>  #comment 
54 When viewing intervention details verify that a link is available to access 

request details 
On DPL Ingest GUI, Interventions 
&amp;amp; Alerts/Interventions click 
on the requested to open the 
OpenIntervention Details. Click on the 
view details link, verify that a link is 
available to access request details 

 

55 <i>3460 V-3</i>  #comment 
56 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

Detail</i> 
 #comment 

57 Verify that it is possible to determine via the GUI the provider for the request 
the polling location from where the PDR was obtained and the local PDR file 
and path name. 

On DPL Ingest GUI, 
Monitoring/Request Status. Click on 
thre request Id, it will pop out the 
Ingest Request Details Page, verify 
that request details include the 
provider for the request, the polling 
location from where the PDR was 
obtained, and the local PDR file and 
path name. 

 

58 <i>3460 V-4</i>  #comment 
59 <i>Document Reference: DPL Ingest GUI 609: Intervention Detail Page</i>  #comment 
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# Action Expected Result Notes 
60 While viewing an intervention verify that it is possible to enter an annotation. From DPL Ingest GUI, Interventions 

&amp;amp; Alerts/Interventions Open 
Intervention Details for the 
intervention, click on the &quot;[Add 
annotation...]&quot; link, add a 
comment in the text box, and click on 
&quot;Add This Annotation&quot;. 
Verify that the new annotation appears 
on the Open Intervention Details page. 

 

61 <i>3460 V-5</i>  #comment 
62 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions List</i>  #comment 
63 Verify that it is possible to close the interventions details window for an open 

intervention while leaving the intervention pending (i.e. without closing it). 
Navigate to DPL Ingest GUI, 
Interventions &amp;amp; 
Alerts/Interventions, thereby verifying 
that it is possible to leave the 
intervention details window while 
leaving the intervention pending. 

 

64 <i>3460 V-6</i>  #comment 
65 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions List</i>  #comment 
66 Verify that an intervention that is left pending is flagged as acknowledged 

once the intervention details screen has been opened 
From DPL Ingest GUI/Interventions 
and Alerts/Ingest Interventions, verify 
that a date and time is added for this 
request under the &quot;When 
Acknowledged&quot; column. 

 

67 <i>3460 V-7</i>  #comment 
68 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions List, 

Intervention Detail Page</i> 
 #comment 

69 Verify that the DPL Ingest GUI prefixes each annotation automatically with 
the time of the annotation and with the operator identification (as per GUI 
login) if known. 

On DPL Ingest GUI/Interventions and 
Alerts/Ingest Interventions, view the 
intervention details and verify that 
DPL Ingest GUI prefixes each 
annotation automatically with the time 
of the annotation and with the operator 
identification (as per GUI login) if 
known. 

 

70 <i>3460 V-8</i>  #comment 
71 <i>Document Reference: DPL Ingest GUI 609: Intervention Detail Page</i>  #comment 
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# Action Expected Result Notes 
72 Verify that it is possible to open the interventions details screen for an 

intervention that had been previously annotated and the details screen closed 
and add an annotation. 

On Ingest Intervention Details, add 
another annotation to the page and 
verify that it shows up properly. 

 

73 <i>3470 S-1</i>  #comment 
74 [Access to Request Details from Intervention Details.] This criterion may be 

verified as part of any of the test procedures that lead to requests that are 
suspended and require an operator intervention. 

  

75 <i>3470 S-2</i>  #comment 
76 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

77 Ensure that the request includes several suspended granules. a. Submit the PDR described in 
&quot;Test Data Requirements&quot; 
so that each granule of the PDR will 
become suspended due to error.<br />    
b. From DPL Ingest GUI, 
Monitoring/Request Status, ensure this 
request contained several suspended 
granules. 

 

78 <i>3470 V-1</i>  #comment 
79 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions List</i>  #comment 
80 Verify that there is only one intervention open for that request. From DPL Ingest GUI, Interventions 

&amp;amp; Alerts/Interventions, 
verify that there is only one 
intervention open for the request. 

 

 
 
TEST DATA: 
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Crit 
id 

Cri
t 
ccr 
no 

Test Data 
Description 

Data Type 
Requirement
s 

Metadata 
Requirement
s 

Volume 
Requirement
s 

Size 
Requirement
s 

Data Location 
Readines
s Status 

345
2 

  

3 PDRs; 
metadata moved 
for each PDR 
during test 

MOD29P1D None 1 gran/PDR None 
/sotestdata/SynergyVI/DP_S6_01/Criteria/3452/V08
6/ 

  

345
4 

  

3 PDRs with 
DIRECTORY_I
D set to an 
invalid location 
in each PDR 

MOD29P1D None 1 gran/PDR None 
/sotestdata/SynergyVI/DP_S6_01/Criteria/3454/V08
6/ 

  

346
0 

  

1 PDR with 
DIRECTORY_I
D set to an 
invalid location 

MOD29P1D None 1 granule None 
/sotestdata/SynergyVI/DP_S6_01/Criteria/3460/V08
6/ 

  

347
0 

  

1 PDR with 
DIRECTORY_I
D set to an 
invalid location 
for all granules 

MOD29P1D None 3 granules None 
/sotestdata/SynergyVI/DP_S6_01/Criteria/3470/V08
6/ 

  

 
EXPECTED RESULTS: 
 

322 LISTING SORTING AND FILTERING INTERVENTIONS (ECS-ECSTC-2733) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 
 
STEPS:   
# Action Expected Result Notes 
1 <i>3480 S-1</i>  #comment 
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# Action Expected Result Notes 
2 [Listing Sorting And Filtering Interventions]<br /><br />This criterion may 

be verified as part of any of the test procedures that lead to requests that are 
suspended and require an operator intervention. 

  

3 <i>3480 S-2</i>  #comment 
4 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions List</i>  #comment 
5 Ensure that there are at least ten interventions pending that are due to at least 

two different types of error. 
a. Increase the Max_concsc_errors 
allowed from the DPL Global tunning 
page to be &gt; 20 and then submit the 
requests described in &quot;Test Data 
Requirements&quot; to 2 
providers/Make sure there are at least 
10 interventions queued in the DPL 
Ingest GUI, Interventions &amp; 
Alerts, Interventions page that meets 
the following criteria<br />1 Include 
interventions from two different types 
of errors.<br />2 Include requests that 
come from two different providers<br 
/>3 Include a request with at least two 
granules suspended due to different 
types of errors 

 

6 <i>3480 S-3</i>  #comment 
7 Ensure the requests are from at least two different providers. See Criterion 3480 S-2  
8 <i>3480 S-4</i>  #comment 
9 Ensure that at least one of the requests has at least two granules that were 

suspended due to different types of errors. 
See Criterion 3480 S-2  

10 <i>3480 V-1</i>  #comment 
11 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions List</i>  #comment 
12 Verify that the interventions are sorted by default in descending order i.e. the 

latest one at the top of the list. 
From DPL Ingest GUI, Interventions 
&amp; Alerts/Interventions, verify 
that the interventions are sorted by 
default in descending order, i.e. the 
latest one at the top of the list. 

 

13 <i>3480 V-2</i>  #comment 
14 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions List</i>  #comment 
15 Verify that it is possible to reverse the sort order. On DPL Ingest GUI, Interventions 

&amp; Alerts/Interventions, click on 
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# Action Expected Result Notes 
the button next to the &quot;When 
Created&quot; column of the table 
and verify that this reverses the sort 
order. 

16 <i>3480 V-3</i>  #comment 
17 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions List</i>  #comment 
18 Verify that it is possible to filter the interventions by data provider. a. On DPL Ingest GUI, Interventions 

&amp; Alerts/Interventions, click on 
the &quot;Show/Hide&quot; filters 
button<br /><br />b. Select a data 
provider from the list and verify that 
after the page refreshes it shows only 
requests from the selected data 
provider 

 

19 <i>3480 V-4</i>  #comment 
20 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions List</i>  #comment 
21 Pick one of the error types from the request that has several granules that 

failed for different types of errors and verify that it is possible to filter the 
interventions by that error type and that the request is included in the filtered 
list. 

Select error type 
&quot;XferErrors&quot; from the 
&quot;Show/Hide&quot; filter and 
verify that after the page refreshed it 
shows only requests with the selected 
error type and requests with multiple 
error types which include the 
&quot;XferErrors&quot; 

 

22 <i>3480 V-5</i>  #comment 
23 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions List</i>  #comment 
24 Pick another of the error types from the request that has several granules that 

failed for different types of errors and verify that it is possible to filter the 
interventions by that error type and that the request is again included in the 
filtered list. 

Select error type &quot;PreProc 
Errors&quot; from the 
&quot;Show/Hide&quot; filter and 
verify that after the page refreshed it 
shows only requests with the selected 
error type and requests with multiple 
error types which include the 
&quot;PreProc&quot;. 

 

25 <i>3480 V-6</i>  #comment 
26 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions List</i>  #comment 
27 Verify that it is possible to combine the filter on error type and provider. Select Provider  
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# Action Expected Result Notes 
MODAPS_TERRA_FPROCS and 
error type &quot;Xfer Errors&quot; 
from the &quot;Show/Hide&quot; 
filter and verify that after the page 
refreshed it shows only the requests 
with selected error type and are from 
the selected provider and requests with 
multiple error types which include the 
&quot;XferErrors&quot; from the 
selected provider. 

28 <i>3490 S-1</i>  #comment 
29 [Listing Sorting And Filtering Suspended and Partially Suspended Requests.] 

This criterion may be verified as part of any of the test procedures that lead to 
requests that are suspended and require an operator intervention. 

  

30 <i>3490 S-2</i>  #comment 
31 Ensure that there are at least ten requests that are suspended or partially 

suspended due to at least two different types of error. 
Enshure there are at least 10 requests 
that are suspended or partially 
suspeneded on the 
Monitoring/Request page, otherwise, 
submit the 10 PDRs specified in 
&quot;Test Data Requirements&quot; 
to their configured polling locations. 

 

32 <i>3490 S-3</i>  #comment 
33 Ensure the requests are from at least two different providers. Identify the two providers of the data 

supplied by the Science Office. 
 

34 <i>3490 S-4</i>  #comment 
35 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

36 Ensure that at least one of the requests has at least two granules that were 
suspended due to different types of errors. 

a. From DPL Ingest GUI, 
Monitoring/Request Status, wait until 
all 10 requests become suspended due 
to their errors.<br /><br />b. Verify 
there are two different error types and 
one request has both error types. 

 

37 <i>3490 V-1</i>  #comment 
38 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 
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# Action Expected Result Notes 
39 Verify that it is possible to filter the request list so only suspended and 

partially suspended requests are shown. 
a. From DPL Ingest GUI, 
Monitoring/Request Status, select 
'Change Filter&quot;.<br /><br />b. 
Verify that you can select 
&quot;Suspended&quot; as the state 
to display. 

 

40 <i>3490 V-2</i>  #comment 
41 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

42 Verify that it is possible to sort this list by the time the request was queued. On Request Status, verify that on this 
'filtered list', when you press the 
&quot;When Queued&quot; column 
title to sort the list based on queued 
time, the list is sorted correctly. 

 

43 <i>3490 V-3</i>  #comment 
44 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

45 Verify that it is possible to re-sort this list by the time of the last status change 
(i.e. the time the request was suspended or partially suspended). 

On Request Status, verify that when 
you press the &quot;Last 
Update&quot; column header to re-
sort the list, the list is sorted correctly. 

 

46 <i>3490 V-4</i>  #comment 
47 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

48 Verify that it is possible to re-sort this list by data provider. On Request Status, verify that when 
you press the &quot;Provider&quot; 
column header to re-sort the list, the 
list is sorted correctly. 

 

49 <i>3490 V-5</i>  #comment 
50 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

51 Verify that it is possible to further filter this list by type of error picking the 
error type for one of the suspended granules in a request that contains 
granules suspended for different types of errors and verify that the request is 
included in the filtered list. 

a. On Request Status, select 'Change 
Filter&quot;.<br /><br />b. Verify that 
you can select one of the two different 
errors (select &quot;Error Type&quot; 
under &quot;Request Detail 
Criteria&quot;).<br /><br />c. Verify 
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# Action Expected Result Notes 
that the 'filtered list' excludes requests 
without the specified error. 

52 <i>3490 V-6</i>  #comment 
53 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

54 Verify that it is possible to sort this list by the time of the last status change. On Request Status, verify that on this 
'filtered list', when you press the 
&quot;Last Update&quot; column 
title, the list is sorted correctly. 

 

55 <i>4390 S-1</i>  #comment 
56 [Listing, Sorting, And Filtering Alerts.] This criterion may be verified as part 

of any of the test procedures that lead to alerts. 
  

57 <i>4390 S-2</i>  #comment 
58 <i>Document Reference: DPL Maintenance GUI 609: DPM Home Page;DPL 

Ingest GUI 609: FTP Host Status, System Alerts, Provider Configuration 
List, Provider Configuration Detail</i> 

 #comment 

59 Ensure that there are at least three alerts pending, at least one of them being 
related to an archive or Data Pool file system. 

a. From DPL Gui, 
Configuration/Archive FileSystems 
page, change the values for each 
archive system to be 3,4,1,2<br /><br 
/>b. From DPL Ingest GUI, 
Intervention &amp; Alerts/System 
Alerts, verify that an alert has been 
raised for the file system.<br /><br 
/>c. From DPL Ingest GUI, 
Configuration/Providers, go to the 
details page of a specific provider and 
change the Login ID under the 
&quot;FTP Read Info&quot; section 
to &quot;test&quot;<br /><br />d. On 
the Provider Configuration Detail 
pages for you specific provider, ensure 
at least one of its polling locations use 
the eil host.<br /><br />e. From DPL 
Ingest GUI, Configuration/Transfer 
Hosts, go to the details page of the eil 
host and change the address to 
&quot;test&quot;<br /><br />f. 
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# Action Expected Result Notes 
Submit the PDRs from C2 and C3, 
described in &quot;Test Data 
Requirements&quot;<br /><br />g. 
From DPL Ingest GUI, Intervention 
&amp; Alerts/System Alerts, verify 
two different types of alerts have been 
raised for the ftp host (the eil host).<br 
/>(Note: The tester may opt to use 
existing alerts or create alerts different 
from these. This is acceptable to long 
as there are three alerts, with one 
being related to an archive or Data 
Pool file system and another affecting 
multiple providers) 

60 <i>4390 S-3</i>  #comment 
61 Ensure that at least one of the alerts affects more than one provider. See previous step  
62 <i>4390 V-1</i>  #comment 
63 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
64 Verify that the alerts are sorted by default in descending order i.e. the latest 

one at the top of the list. 
From DPL Ingest GUI, Intervention 
&amp; Alerts/System Alerts, verify 
that the alerts are sorted by default in 
descending order, with the latest alert 
at the top of the list. 

 

65 <i>4390 V-2</i>  #comment 
66 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
67 Verify that it is possible to reverse the sort order. On DPL Ingest GUI, Intervention 

&amp; Alerts/System Alerts, click the 
button under &quot;Creation 
Time&quot; and verify that the list 
properly reverses. 

 

68 <i>4390 V-3</i>  #comment 
69 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
70 Verify that it is possible to filter the alert by resource type. a. On DPL Ingest GUI, Intervention 

&amp; Alerts/System Alerts, click on 
&quot;Show/Hide Filter&quot; and 
select the first specific resource in the 
list &quot;Resources Shown&quot; 
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# Action Expected Result Notes 
and click &quot;[OK]&quot;<br /><br 
/>b. Verify that the list is filtered to 
show only alerts from the selected 
resource. 

71 <i>4390 V-4</i>  #comment 
72 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
73 Verify that it is possible to filter the alerts by type of alert a. On DPL Ingest GUI, Intervention 

&amp; Alerts/System Alerts, click on 
&quot;Show/Hide Filter&quot;and 
select the 
HOST_LOGIN_FILE_RETRIEVAL 
alert type in the list &quot;Alert Types 
Shown&quot; and click 
&quot;[OK]&quot;<br /><br />b. 
Verify that the list is filtered to show 
only alerts of the selected alert type. 

 

74 <i>4390 V-5</i>  #comment 
75 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
76 Pick one of the alerts related to an archive or Data Pool file system and verify 

that it is possible to display the affected providers and the number of ingest 
requests number of granules and total amount of data currently queued or in 
processing that are affected by that alert 

a. On DPL Ingest GUI, Intervention 
&amp; Alerts/System Alerts, select 
the alert related to the Data Pool file 
system and click on the 
&quot;show/hide&quot; link beside 
it.<br /><br />b. Verify that the 
following information is displayed for 
parts of the system affected by that 
alert:<br />1 Affected providers<br 
/>2 Number of PDRs<br />3 Number 
of granules<br />4 Total amount of 
data currently queued or in processing 

 

 
 
TEST DATA: 
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Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume Requirements 
Size 
Requirements 

Data Location 
Readiness 
Status 

3480   

10 total PDRs 
(5/Provider) 
 
(see details in 
following 
rows) 

[Requires 2 
providers] 

None (See below) None 
/sotestdata/SynergyVI/DP_S6_01/ 
Criteria/3480/V086/ 

  

    2 PDRs MYD15A2 None 
2 granules/each; 1 
granule with invalid 
FILE_TYPE / each 

None Same as above   

    7 PDRs MOD29P1D None 
1 granule with invalid 
DIRECTORY_ID /each 

None Same as above   

    1 PDR MYD15A2 None 

1 granule with invalid 
DIRECTORY_ID, 1 
granule with invalid 
FILE_TYPE 

None Same as above   

3490   

Same 
requirements 
as previous 
criteria 

Same 
requirements as 
previous criteria 

None 
Same requirements as 
previous criteria 

None 
/sotestdata/SynergyVI/DP_S6_01/ 
Criteria/3490/V086/ 

  

4390   
6 PDRs (2 per 
collection) 

C1: MOD29P1D 
 
C2: MYD09A1 
 
C3: MCD43B1 
 
[3 providers] 

None 1 gran/PDR None 
/sotestdata/SynergyVI/DP_S6_01/ 
Criteria/3490/V086/ 

  

 
EXPECTED RESULTS: 
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323 FTP POLLING - NO CONNECTION (ECS-ECSTC-2734) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 
 
STEPS:   
# Action Expected Result Notes 
1 <i>4010 S-1</i>  #comment 
2 [FTP Polling - No Connection]<br /><br />This criterion may be verified by 

a separate test procedure or as part of the test procedure for criteria 300 to 
395. 

  

3 <i>4010 S-2</i>  #comment 
4 <i>Document Reference: DPL Ingest GUI 609: FTP Host Configuration</i>  #comment 
5 Ensure that the host used for the verification is configured for automatic retry. From DPL Ingest GUI, 

Configuration/Transfer Hosts, click on 
the &quot;view/edit&quot; button of 
the drg host (H1) and ensure that the 
Auto Retry box is checked. Also make 
sure that there is another transfer host 
avalible on a different box.(H2) 

 

6 <i>4010 S-3</i>  #comment 
7 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration List, 

Provider Configuration Detail</i> 
 #comment 

8 Ensure that there is at least one provider that requires this Host and that uses 
the host for polling, file transfers, and notification via FTP. Ensure that there 
are other providers that do not use this host, and at least one provider that 
uses this host for FTP polling but uses local transfers (whether the local 
transfers have to be from a different host depends on the nature of the error 
condition used to test this criterion).. Ensure that a sufficient number of ingest 
requests are queued, as well as active and past transferring that use that server 
for transfers and notifications. 

a. From PDL Ingest GUI, Provider 
page, change the Max_Active Granule 
= 1 for P1<br /><br />b. From DPL 
Ingest GUI, Configuration/Global 
Tuning, change 
&quot;MINS_TO_KEEP_COMPLET
ED_REQS&quot; to 60.<br /><br />c. 
Configure 3 providers: P1 should have 
Ftp as Transfer type, Ftp(H1) as 
Notification type and Ftp(H1) as 
Polling type; P2 should have H2 as 
Transfer type, Ftp(H1) as Notification 
type, and Ftp(H2) as Polling type; P3 
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# Action Expected Result Notes 
should have Local as Transfer type, 
Ftp(H2) as Notification type, and 
Ftp(H1) as Polling type. 

9 <i>4010 S-4</i>  #comment 
10 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
11 Ensure that an e-mail address is configured for alert notifications From DPL Ingest GUI, Interventions 

&amp; Alerts/Alerts, verify that at the 
top of the page the field &quot;Ingest 
Alerts are sent as email to:&quot; is 
configured to a valid e-mail address. 

 

12 <i>4010 S-5</i>  #comment 
13 Introduce a condition that makes it impossible to connect to the host (e.g., 

shut down the ftp daemon). Make sure the error condition does not duplicate 
one of the conditions tested by other polling alert criteria. Ensure that at least 
one of the providers that use the host for FTP polling but employ local 
transfers have at least one PDR pending that has not yet been activated. 

a. Suspend Transfer on all avalible 
hosts<br /><br />b. Submit 2 PDRs to 
P1, make sure both PDRs has 
Node_name = test, and both has 7 
granules in the PDR<br /><br />c. 
Submit 2 PDRs to P3, make sure both 
PDRs has Node_name = test<br /><br 
/>d. Bring down Polling, Processing 
and Notification<br /><br />e. Change 
Host address for H1 to 
&quot;test&quot;<br /><br />f. 
Resume transfer on avalible hosts<br 
/><br />g. Bring up Processing first, 
then polling and notification<br /><br 
/>h. Wait for Alert to Show up 

 

14 <i>4010 V-1</i>  #comment 
15 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions List, 

Global Tuning Configuration</i> 
 #comment 

16 Verify that alerts are raised by the polling, transfer, and notification services 
once the configured number of retries is exhausted. 

a. From DPL Ingest GUI, 
Configuration/Global Tuning, identify 
the value for 
&quot;Max_Consec_Xfer_Errors_PA
N_PDRD&quot;.<br /><br />b. Check 
EcDlInPollingServiceDebug.log to 
verify that an alert is raised by polling 
services from H1 after the configured 
number of retries.<br /><br />c. Check 
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# Action Expected Result Notes 
EcDlInProcessingServiceDebug.log to 
verify that an alert is raised by transfer 
services to H1 after the configured 
number of retries.<br /><br />d. 
Check 
EcDlInNotificationServiceDebug.log 
to verify that an alert is raised by 
notification services to H1 after the 
configured number of retries.<br /><br 
/>e. From DPL Ingest GUI, 
Interventions &amp; 
Alerts/Interventions, verify a 
HOST_CONNECT alert is displayed 
for H1. 

17 <i>4010 V-2</i>  #comment 
18 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
19 Verify that the alerts are logged in the Data Pool Ingest application log in 

accordance with S-DPL-18330. 
While checking the logs in the 
previous step, perform clause text. 

 

20 <i>4010 V-3</i>  #comment 
21 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
22 Verify that appropriate error log entries appear in the log preceding the alert 

log entries and that these log entries comply with S-DPL-18320. 
Check EcDlInPollingService.ALOG 
to verify that the host connection error 
is recorded in the log and a message 
was logged &quot;Failure to list files 
for directory&quot; 

 

23 <i>4010 V-4</i>  #comment 
24 Verify that the application log contains entries that reflect the suspension of 

correct queues / services. 
Verify that the 
EcDlInPollingService.ALOG show 
the following message:<br 
/>&quot;suspend Ftp_Host&quot; 

 

25 <i>4010 V-5</i>  #comment 
26 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
27 Verify that the Data Pool Ingest GUI status page shows that an alert is 

pending and some services are suspended. 
From DPL Ingest GUI, Home, verify 
that the number of alerts pending has 
been incremented Number of 
Suspended ECS Services = 1 

 

28 <i>4010 V-6</i>  #comment 
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# Action Expected Result Notes 
29 <i>Document Reference: DPL Ingest GUI 609: Provider Status List</i>  #comment 
30 Verify that the Data Pool Ingest GUI shows that polling, transferring, and 

notification for the affected providers was suspended due to alerts (i.e., 
automatically), and that the nature of the indication is correct (i.e., it shows 
whether all or only some polling locations are affected). [Note: the timing of 
the polling, notification, and transfer alerts depends on the current workload 
mix and the alerts, therefore, need not occur at the same time.] 

From DPL Ingest GUI, 
Monitoring/Provider Status, verify that 
the polling status for the affected 
providers P1 was suspended 
automatically due to an alert. 

 

31 <i>4010 V-6.1</i>  #comment 
32 For at least one provider that uses local transfers but uses this host for FTP 

polling, verify that polling was suspended, as well. 
From DPL Ingest GUI, 
Monitoring/Providers, ensure that the 
polling location for the provider P3 
which uses H1 for polling and 
LOCAL for transfers is suspended. 

 

33 <i>4010 V-7</i>  #comment 
34 <i>Document Reference: DPL Ingest GUI 609: FTP Host Status</i>  #comment 
35 Verify that the Data Pool Ingest GUI shows that polling for the host is 

suspended. 
From DPL Ingest GUI, 
Monitoring/Transfer Host Status, 
verify that Read Status for H1 is 
suspended 

 

36 <i>4010 V-8</i>  #comment 
37 <i>Document Reference: DPL Ingest GUI 609: Provider Status List, Provider 

Status Detail</i> 
 #comment 

38 Verify that the Data Pool Ingest GUI shows that polling for the affected 
polling directories was suspended due to an alert (i.e., automatically). 

From DPL Ingest GUI, 
Monitoring/Provider Status, view the 
details for each affected provider and 
verify that the polling directories 
containing requests utilizing H1 are 
suspended. 

 

39 <i>4010 V-9</i>  #comment 
40 <i>Document Reference: DPL Ingest GUI 609: ECS Services Status</i>  #comment 
41 Verify that the Data Pool Ingest GUI shows that file transfers from the host 

are suspended. 
From DPL Ingest GUI, 
Monitoring/ECS Services Status, 
verify that file transfers for H1 are 
suspended 

 

42 <i>4010 V-10</i>  #comment 
43 <i>Document Reference: DPL Ingest GUI 609: FTP Host Status</i>  #comment 
44 Verify that the Data Pool Ingest GUI shows that provider notification to the From DPL Ingest GUI,  
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# Action Expected Result Notes 
host is suspended. Monitoring/Transfer Host Status, 

verify that Write Status for H1 is 
suspended 

45 <i>4010 V-11</i>  #comment 
46 <i>Document Reference: DPL Ingest GUI 609: FTP Host Configuration</i>  #comment 
47 Verify that polling is being retried according to the configured retry interval, 

as opposed to the normal polling cycle. 
a. From DPL Ingest GUI, 
Configuration/Global Tuning, identify 
the host retry interval.<br /><br />b. 
Check EcDlInPollingService.ALOG 
to verify that polling from H1 is being 
retried according to this host retry 
interval 

 

48 <i>4010 V-12</i>  #comment 
49 Verify that file transfers are being retried according to the configured retry 

interval and not more often. 
Check 
EcDlInProcessingService.ALOG to 
verify that file transfers from H1 are 
being retried according to this host 
retry interval and not more often 

 

50 <i>4010 V-13</i>  #comment 
51 Verify that notifications are being retried according to the configured retry 

interval and not more often. 
Check 
EcDlInNotificationService.ALOG to 
verify that notifications from H1 are 
being retried according to this host 
retry interval and not more often 

 

52 <i>4010 V-14</i>  #comment 
53 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List, 

Active Ingest Request Detail</i> 
 #comment 

54 Verify that polling for polling locations that do not reside on that host 
continues. 

Submit a PDR to P2<br />From DPL 
Ingest GUI, Monitoring/Request 
Status, verify that the request passes 
new state. 

 

55 <i>4010 V-15</i>  #comment 
56 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

57 Verify that file transfers from other hosts continue. From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
request submitted for P2 went to 
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# Action Expected Result Notes 
successful 

58 <i>4010 V-16</i>  #comment 
59 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

List</i> 
 #comment 

60 Verify that provider notifications continue for other hosts. a. From DPL Ingest GUI, 
Configuration/Providers, go to the 
details of provider P3. Under 
&quot;FTP Info&quot; identify the 
path set to receive notifications.<br 
/><br />b. Monitor this directory to 
verify that notifications are arriving 
from active requests. 

 

61 <i>4010 V-17</i>  #comment 
62 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
63 Verify that an alert e-mail was sent to the configured e-mail address, that no 

duplicate alert e-mails were sent, and that the e-mail contains the information 
specified in S-DPL-17700. 

Perform clause text.  

64 <i>4010 V-18</i>  #comment 
65 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
66 Verify that information provided in the alert e-mail is correct and matches the 

information shown in the alert monitoring screen. 
From DPL Ingest GUI, Interventions 
&amp; Alerts, System Alerts, verify 
that the contents of the e-mail match 
the contents of the alerts. 

 

67 <i>4010 V-19</i>  #comment 
68 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
69 Verify that the alert monitoring screen lists the alerts. From DPL Ingest GUI, Interventions 

&amp; Alerts/Alerts, verify a 
HOST_CONNECT alert is displayed 
for H1. 

 

70 <i>4010 V-20</i>  #comment 
71 <i>Document Reference: DPL Ingest GUI 609: System Alerts; DP_S6_01 

ticket</i> 
 #comment 

72 Verify that the alert monitoring screen displays the information specified in 
S-DPL-17730. 

From DPL Ingest GUI, Interventions 
&amp; Alerts/Alerts, perform clause 
text. 

 

73 <i>4010 V-21</i>  #comment 
74 <i>Document Reference: DPL Ingest GUI 609: System Alerts; DP_S6_01  #comment 
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# Action Expected Result Notes 
ticket</i> 

75 Verify that it is possible to display detailed information about the alert, 
including the information specified in S-DPL-17760. 

On DPL Ingest GUI, Interventions 
&amp; Alerts/Alerts, view alert details 
and verify that alert details include the 
information specified in S-DPL-
17760. 

 

76 <i>4010 V-22</i>  #comment 
77 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

78 Verify that no granules were suspended as a result of this condition. From DPL Ingest GUI, 
Monitoring/Request Status, check 
each request configured to use H1, 
note all granule ids related to these 
requests, and verify in Granule Details 
that none of these granules were 
suspended as a result of the suspended 
services. 

 

79 <i>4010 V-23</i>  #comment 
80 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

Details</i> 
 #comment 

81 Ensure that granules are active that require the host for file transfer. Verify 
that no more file transfer or other operations are dispatched for them except 
as needed for retry to clear the alert condition. For example, these may be 
granules that were active at the time of the alert and were queued for transfer 
or whose transfer failed but which were not suspended because the alert was 
already raised. 

a. On DPL Ingest GUI, 
Monitoring/Request make sure the 
active requests does not go to a 
Successful state 

 

82 <i>4010 V-24</i>  #comment 
83 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

84 Ensure that there are ingest requests that are validated and queued for 
activation that require the host. Verify that these ingest requests are not being 
activated. 

From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
one request to P1 remains in Validated 
state and did not get activated 

 

85 <i>4010 V-25</i>  #comment 
86 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

Details</i> 
 #comment 

87 Ensure that there are granules in active requests that require the host. Verify On DPL Ingest GUI,  
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# Action Expected Result Notes 
that these granules are not being activated. Monitoring/Request Status, identify 

the active request from H1, view the 
details for these requests and verify 
that there are granules that are not 
moving past the &quot;New&quot; 
state. 

88 <i>4010 V-25.1</i>  #comment 
89 For at least one provider that uses this host for FTP polling but uses local 

transfers, verify that the local transfers continue. 
On Request Status, verify that the 
request for P3 went to Successful 

 

90 <i>4010 V-26</i>  #comment 
91 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List, 

Provider Status List</i> 
 #comment 

92 Verify that ingest requests are no longer counted against the request and 
granule provider and system limits once they reach a state where the only 
granules they contain that still need to be processed require that host for 
transferring (i.e. once they reach the state where they are stuck). 

a. From DPL Ingest GUI, 
Monitoring/Request Status, note the 
number of requests and granules from 
each provider that require H1 for 
processing and are thus stuck in a 
particular state. Also record the 
number of requests and granules that 
are not stuck due to H1's 
suspension.<br /><br />b. From DPL 
Ingest GUI, Monitoring/Provider 
Status, verify that the number of 
requests and granules queued for each 
provider is equivalent to the total that 
were not stuck on the requests page. 

 

93 <i>4010 V-27</i>  #comment 
94 <i>Document Reference: DPL Ingest GUI 609: FTP Host Configuration</i>  #comment 
95 Correct the error condition that caused the alert. Verify that the alert is closed 

no later than the configured retry time and that the closure time is reflected in 
the closed alert information. 

a. Cancel the 2 requests from P1<br 
/><br />b. Go to DPL Ingest GUI 
Transfer Host and changed the address 
for H1 back to its drg box name<br 
/><br />c. make sure the alert got 
closed before 1 minutes + the 
Autoretry interval configured for the 
host expires 

 

96 <i>4010 V-28</i>  #comment 
97 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
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# Action Expected Result Notes 
98 Verify that the Data Pool Ingest GUI status page no longer indicates a 

pending alert condition (Note that this assumes that there are no other alert 
conditions to be resolved). 

From DPL Ingest GUI, Home, verify 
that there is no longer an alert pending 
(presupposing no other alert 
conditions are left to be resolved) 

 

99 <i>4010 V-29</i>  #comment 
100 <i>Document Reference: DPL Ingest GUI 609: Provider Status List</i>  #comment 
101 Verify that the Data Pool Ingest GUI no longer shows that polling for the 

affected providers is suspended (Note that this assumes that there are no other 
alert conditions to be resolved for that provider). 

From DPL Ingest GUI, 
Monitoring/Provider Status, verify that 
polling status for P1 and P3 are no 
longer suspended 

 

102 <i>4010 V-30</i>  #comment 
103 <i>Document Reference: DPL Ingest GUI 609: FTP Host Status</i>  #comment 
104 Verify that the Data Pool Ingest GUI shows that polling for the host is no 

longer suspended. 
From DPL Ingest GUI, 
Monitoring/Transfer Host Status, 
verify that read status for H1 is no 
longer suspended 

 

105 <i>4010 V-31</i>  #comment 
106 <i>Document Reference: DPL Ingest GUI 609: Provider Status List, Provider 

Status Detail</i> 
 #comment 

107 Verify that the Data Pool Ingest GUI shows that polling for the affected 
polling directories is no longer suspended. 

From DPL Ingest GUI, 
Monitoring/Provider status, select 
each affected provider and verify that 
polling for the affected &quot;Polling 
Locations&quot; is no longer 
suspended 

 

108 <i>4010 V-32</i>  #comment 
109 <i>Document Reference: DPL Ingest GUI 609: ECS Services Status</i>  #comment 
110 Verify that the Data Pool Ingest GUI no longer shows that file transfers from 

the host are suspended. 
From DPL Ingest GUI, 
Monitoring/ECS Services Status, 
verify that read status for H1 is no 
longer suspended 

 

111 <i>4010 V-33</i>  #comment 
112 <i>Document Reference: DPL Ingest GUI 609: Provider Status List, Provider 

Status Detail</i> 
 #comment 

113 Verify that the Data Pool Ingest GUI no longer shows that notification for the 
affected providers is suspended 

From DPL Ingest GUI, 
Monitoring/ECS services status, verify 
that the write status for H1 is no 
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# Action Expected Result Notes 
longer suspended. 

114 <i>4010 V-34</i>  #comment 
115 <i>Document Reference: DPL Ingest GUI 609: FTP Host Status</i>  #comment 
116 Verify that the Data Pool Ingest GUI no longer shows that notification for the 

host is suspended 
same as above  

117 <i>4010 V-35</i>  #comment 
118 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List, 

Active Ingest Request Detail</i> 
 #comment 

119 Verify that polling for the polling location resumes. Submit another PDR to P1 and verify 
it got through 

 

120 <i>4010 V-36</i>  #comment 
121 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

122 Verify that file transfers from the host resume. Verify that the newly submitted PDR 
went to Successful state 

 

123 <i>4010 V-37</i>  #comment 
124 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

List</i> 
 #comment 

125 Verify that notifications to the host resume. a. From DPL Ingest GUI, 
Configuration/Providers, go to the 
details of the P1 page and under 
&quot;FTP Info&quot; identify the 
path set to receive notifications.<br 
/><br />b. Monitor this directory to 
verify that notifications are arriving 
from active requests. 

 

126 <i>4010 V-38</i>  #comment 
127 Verify that the resumption is reflected in log entries in the application log. Check EcDlInPollingService.ALOG 

to verify polling has resumed. 
 

128 <i>4020 S-1</i>  #comment 
129 [FTP Polling - Login Error] This criterion may be verified by a separate test 

procedure or as part of the test procedure for criteria 300 to 395. 
  

130 <i>4020 S-2</i>  #comment 
131 <i>Document Reference: DPL Ingest GUI 609: FTP Host Configuration</i>  #comment 
132 Ensure that the host used for the verification is configured for automatic retry. From DPL Ingest GUI, 

Configuration/Transfer Hosts, click on 
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the &quot;view/edit&quot; button of 
the drg host (H1) and ensure that the 
Auto Retry box is checked. 

133 <i>4020 S-3</i>  #comment 
134 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

List</i> 
 #comment 

135 Ensure that there is at least one provider that requires this host and that uses 
the host for polling and file transfers via FTP. Ensure that there are other 
providers that do not require that host. 

a. From DPL Ingest GUI, 
Configuration/ECS Services, go to 
each relevant service host and change 
the &quot;Max Concurrent File 
Transfers&quot; to 1.<br /><br />b. 
From DPL Ingest GUI, 
Configuration/Global Tuning, change 
&quot;MINS_TO_KEEP_COMPLET
ED_REQS&quot; to 60.<br /><br />c. 
From DPL Ingest GUI, 
Configuration/Providers, go to the 
details of MODAPS_AQUA_FPROC 
and identify the directories for each of 
its polling locations. Change the 
&quot;Max Active Granules&quot; to 
2.<br /><br />d. Ensure that the first 
PDR contains 7 granules and is 
configured to require H1 for file 
transfers (PDR should have 
NODE_NAME = H1 for all granules). 
Also ensure that there is a PDR that 
requires another host for file transfers 
(NODE_Name != H1) and another 
PDR that requires H1 with only one 
granule in it.<br /><br />e. From the 
MODAPS_AQUA_FPROC provider 
detail page, verify its polling location 
resides on H1. Also verify that 
MODAPS_TERRA_FPROC has two 
polling locations one on H1 and 
another one on H2(f4eil01) 

 

136 <i>4020 S-4</i>  #comment 
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# Action Expected Result Notes 
137 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
138 Ensure that an e-mail address is configured for alert notifications From DPL Ingest GUI, Interventions 

&amp; Alerts/Alerts, verify that at the 
top of the page the field &quot;Ingest 
Alerts are sent as email to:&quot; is 
configured to a valid e-mail address. 

 

139 <i>4020 S-5</i>  #comment 
140 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

List</i> 
 #comment 

141 Introduce a condition that makes it impossible to login to the host (e.g., 
change the password). Make sure the error condition does not duplicate one 
of the conditions tested by other polling alert criteria. 

a. From DPL Ingest GUI, Home, 
identify the number of alerts 
pending.<br /><br />b. From DPL 
Ingest GUI, ECS Services Status page, 
suspend all transfers<br /><br />c. 
Submit the first 2 PDR to 
MODAPS_AQUA_FPROC which 
each has 7 granules, wait for them to 
be validated<br /><br />d. From DPL 
Ingest GUI, Configuration/Providers, 
MODAPS_AQUA_FPROC, edit 
provider read login to 
&quot;test&quot;<br /><br />e. 
Resume all transfers 

 

142 <i>4020 V-1</i>  #comment 
143 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions List</i>  #comment 
144 Verify that alerts are raised for polling and file transfers without retrying Check EcDlInPollingServiceDebug 

.log and EcDlInProcessing 
ServiceDebug.log to verify that the 
alerts for polling and transferring were 
raised without retryi 

 

145 <i>4020 V-2</i>  #comment 
146 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
147 Verify that the alerts are logged in the Data Pool Ingest application log in 

accordance with S-DPL-18330. 
While checking the logs, perform 
clause text. 

 

148 <i>4020 V-3</i>  #comment 
149 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
150 Verify that appropriate error log entries appear in the log preceding the alert Check  
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log entries and that these log entries comply with S-DPL-18320. EcDlInProcessingService.ALOG to 

verify that the 
HOST_LOGIN_FILE_RETRIEVAL 
alert is recorded in the log in 
accordance with S-DPL-18320. 

151 <i>4020 V-4</i>  #comment 
152 Verify that the application log contains entries that reflect the suspension of 

correct queues and services. 
Check EcDlInPollingService.ALOG 
to verify that the application log shows 
&quot;Suspened 
Resouce:Ftp_Host&quot;. 

 

153 <i>4020 V-5</i>  #comment 
154 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
155 Verify that the Data Pool Ingest GUI status page shows that an alert is 

pending and some services are suspended. 
From DPL Ingest GUI, Home, verify 
that the number of alerts pending has 
been incremented. No new service 
suspensions should be displayed. 

 

156 <i>4020 V-6</i>  #comment 
157 <i>Document Reference: DPL Ingest GUI 609: Provider Status List</i>  #comment 
158 Verify that the Data Pool Ingest GUI shows that polling and file transfer for 

the affected providers were suspended due to an alert (i.e., automatically), 
and that the nature of the indication is correct (i.e., it shows whether all or 
only some polling locations are affected). [Note: the timing of the polling and 
transfer alerts depends on the current workload mix and the alerts, therefore, 
need not occur at the same time.] 

From DPL Ingest GUI, 
Monitoring/Provider Status, verify that 
the polling status for the affected 
provider was suspended automatically 
due to an alert. 

 

159 <i>4020 V-7</i>  #comment 
160 <i>Document Reference: DPL Ingest GUI 609: FTP Host Status, ECS 

Services Status</i> 
 #comment 

161 Verify that the Data Pool Ingest GUI shows that polling and transfers the host 
for that provider is suspended. 

From DPL Ingest GUI, 
Monitoring/Transfer Host Status, 
verify that Read Status for 
MODPAS_AQUA_FPROC is 
suspended 

 

162 <i>4020 V-8</i>  #comment 
163 <i>Document Reference: DPL Ingest GUI 609: Provider Status List, Provider 

Status Detail</i> 
 #comment 

164 Verify that the Data Pool Ingest GUI shows that polling for the affected 
polling directories was suspended due to an alert (i.e., automatically). 

From DPL Ingest GUI, 
Monitoring/Provider Status, view the 
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details for provider 
MODAPS_AQUA_FPROC and verify 
that the polling directory containing 
requests utilizing H1 is suspended. 

165 <i>4020 V-9</i>  #comment 
166 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 

167 Verify that polling and file transfers are being retried according to the 
configured retry interval, as opposed to the normal polling cycle. 

a. From DPL Ingest GUI, 
Configuration/Global Tuning, identify 
the default host retry interval.<br 
/><br />b. Check 
EcDlInPollingService.ALOG to verify 
that polling from H1 is being retried 
according to this host retry interval<br 
/><br />c. Check 
EcDlInProcessingService.ALOG to 
verify that file transfers from H1 are 
being retried according to this host 
retry interval 

 

168 <i>4020 V-10</i>  #comment 
169 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List, 

Active Ingest Request Detail</i> 
 #comment 

170 Verify that polling for polling locations that do not reside on that host 
continues. 

Submit a PDR to 
MODAPS_TERRA_FPROC_NSIDC
<br />From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
a new request has arrived from the 
polling location other than those that 
reside on H1 

 

171 <i>4020 V-11</i>  #comment 
172 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

173 Verify that file transfers from other hosts continue. Submit another PDR that requires 
f4eil01 for file transfer<br />From 
DPL Ingest GUI, Monitoring/Request 
Status, verify that the request moves 
past the &quot;Inserting&quot; state. 

 

174 <i>4020 V-12</i>  #comment 
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175 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List, 

Provider Configuration List</i> 
 #comment 

176 Ensure that at least one other provider employing a different login uses the 
same host for polling and transfers and that this provider is not affected by 
the login problem and verify that polling and file transfers for that provider 
from that host continue. 

Verify that the requests submitted in 
60 and 61 went to Successful state 

 

177 <i>4020 V-13</i>  #comment 
178 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
179 Verify that an alert e-mails were sent (one for each alert) to the configured e-

mail address and that the e-mails contain the information specified in S-DPL-
17700. 

Perform clause text.  

180 <i>4020 V-14</i>  #comment 
181 <i>Document Reference: DPL Ingest GUI 609: System Alters</i>  #comment 
182 Verify that information provided in the alert e-mails is correct and matches 

the information shown in the alert monitoring screen. 
From DPL Ingest GUI, Interventions 
&amp; Alerts, System Alerts, verify 
that the contents of the e-mail match 
the contents of the alerts. 

 

183 <i>4020 V-15</i>  #comment 
184 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
185 Verify that the alert monitoring screen lists the alerts. From DPL Ingest GUI, Interventions 

&amp; Alerts, System Alerts, verify a 
HOST_LOGIN_FILE_RETRIEVAL 
alert is displayed. 

 

186 <i>4020 V-16</i>  #comment 
187 <i>Document Reference: DPL Ingest GUI 609: System Alerts; DP_S6_01 

ticket</i> 
 #comment 

188 Verify that the alert monitoring screen displays the information specified in 
S-DPL-17730. 

From DPL Ingest GUI, Interventions 
&amp; Alerts, System Alerts, perform 
clause text. 

 

189 <i>4020 V-17</i>  #comment 
190 <i>Document Reference: DPL Ingest GUI 609: System Alerts; DP_S6_01 

ticket</i> 
 #comment 

191 Verify that it is possible to display detailed information about each alert 
including the information specified in S-DPL-17760. 

On DPL Ingest GUI, Interventions 
&amp; Alerts/Alerts, view alert details 
and verify that alert details include the 
information specified in S-DPL-
17760. 
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192 <i>4020 V-18</i>  #comment 
193 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

194 Verify that no granules were suspended as a result of this condition. From DPL Ingest GUI, 
Monitoring/Request Status, check 
each request configured to use H1, 
note all granule ids related to these 
requests, and verify in Granule Details 
that none of these granules were 
suspended as a result of the suspended 
services. 

 

195 <i>4020 V-19</i>  #comment 
196 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

Details</i> 
 #comment 

197 Ensure that granules from the affected provider(s) are active that require the 
host for file transfer. Verify that no more file transfer or other operations are 
dispatched for them except as needed for retry to clear the alert condition. For 
example, these may be granules that were active at the time of the alert and 
were queued for transfer or whose transfer failed but which were not 
suspended because the alert was already raised. 

On DPL Ingest GUI, 
Monitoring/Request Status/Ingest 
Request Details for all active requests 
configured to use H1, verify that non 
of those granules are suspended. 

 

198 <i>4020 V-20</i>  #comment 
199 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

200 Ensure that there are ingest requests from the affected provider(s) that are 
validated and queued for activation that require the host. Verify that these 
ingest requests are not being activated. 

From DPL Ingest GUI, 
Monitoring/Request Status, Verify that 
the request that's in Validated state 
does not get to be moved to Active 
state 

 

201 <i>4020 V-21</i>  #comment 
202 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

Details</i> 
 #comment 

203 Ensure that there are granules from the affected provider(s) in active requests 
that require the host. Verify that these granules are not being activated. 

On DPL Ingest GUI, 
Monitoring/Request Status, view the 
details for each of the active requests 
and verify that some of its granules are 
not moving past the 
&quot;New&quot; state. 
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204 <i>4020 V-22</i>  #comment 
205 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List, 

Provider Status List</i> 
 #comment 

206 Verify that ingest requests from the affected provider(s) are no longer 
counted against the request and granule provider and system limits once they 
reach a state where the only granules they contain that still need to be 
processed require that host for transferring (i.e. once they reach the state 
where they are stuck). 

a. From DPL Ingest GUI, 
Monitoring/Request Status, note the 
number of requests and granules from 
each provider that require H1 for 
processing and are thus stuck in a 
particular state. Also record the 
number of requests and granules that 
are not stuck due to H1's 
suspension.<br /><br />b. From DPL 
Ingest GUI, Monitoring/Provider 
Status, verify that the number of 
requests and granules queued for each 
provider is equivalent to the total that 
were not stuck on the requests page. 

 

207 <i>4020 V-23</i>  #comment 
208 <i>Document Reference: DPL Ingest GUI 609: System Alerts, FTP Host 

Configuration</i> 
 #comment 

209 Correct the error condition that caused the alerts. Verify that the alerts are 
closed no later than the configured retry time and that the closure time is 
reflected in the closed alert information. 

a. From DPL Ingest GUI, 
Configuration/Transfer Hosts, select 
H1 and note the configured retry 
time.<br /><br />b. From an xterm, 
enter &quot;date&quot; into the 
command line to identify the current 
system time.<br /><br />c. Change the 
login to be correct<br /><br />d. From 
DPL Ingest GUI, Interventions &amp; 
Alerts/Alerts, verify that the alert 
closes.<br /><br />e. From the DPL 
Ingest database, select * from 
InOperatorAlert where AlertID = 
[AlertID]. Verify that the 
CompletionDate is within one minute 
after the configured retry time plus the 
time when the error condition was 
corrected. (AlertID recorded in 
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Criterion 4010 V-21). 

210 <i>4020 V-24</i>  #comment 
211 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
212 Verify that the Data Pool Ingest GUI status page no longer indicates a 

pending alert condition (Note that this assumes that there are no other alert 
conditions to be resolved). 

From DPL Ingest GUI, Home, verify 
that there is no longer an alert pending 
(presupposing no other alert 
conditions are left to be resolved) 

 

213 <i>4020 V-25</i>  #comment 
214 <i>Document Reference: DPL Ingest GUI 609: Provider Status List</i>  #comment 
215 Verify that the Data Pool Ingest GUI no longer shows that polling for the 

affected providers is suspended (Note that this assumes that there are no other 
alert conditions to be resolved for the providers.) 

From DPL Ingest GUI, 
Monitoring/Provider Status, verify that 
polling Status for the affected 
providers is no longer suspended 

 

216 <i>4020 V-26</i>  #comment 
217 <i>Document Reference: DPL Ingest GUI 609: FTP Host Status</i>  #comment 
218 Verify that the Data Pool Ingest GUI no longer shows that file transfers from 

the host are suspended. 
From DPL Ingest GUI, 
Monitoring/Transfer Host Status, 
verify that Read Status for 
MODPAS_AQUA_FPROC is no 
longer shown to be suspended. 

 

219 <i>4020 V-27</i>  #comment 
220 <i>Document Reference: DPL Ingest GUI 609: FTP Host Status</i>  #comment 
221 Verify that the Data Pool Ingest GUI shows that polling for the host is no 

longer suspended. 
From DPL Ingest GUI, 
Monitoring/Transfer Host Status, 
verify that Read Status for 
MODPAS_AQUA_FPROC is no 
longer suspended 

 

222 <i>4020 V-28</i>  #comment 
223 <i>Document Reference: DPL Ingest GUI 609: Provider Status List, Provider 

Status Detail</i> 
 #comment 

224 Verify that the Data Pool Ingest GUI shows that polling for the affected 
polling directories is no longer suspended. 

From DPL Ingest GUI, 
Monitoring/Provider status, select the 
affected provider and verify that 
polling for the affected &quot;Polling 
Locations&quot; is no longer 
suspended 

 

225 <i>4020 V-29</i>  #comment 
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226 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List, 

Active Ingest Request Detail</i> 
 #comment 

227 Verify that polling from the host resumes. From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
new requests are arriving from the 
relevant polling locations (check 
request details for requests with the 
relevant provider to identify its polling 
location). 

 

228 <i>4020 V-30</i>  #comment 
229 <i>Document Reference: DPL Ingest GUI 609: ECS Services Status</i>  #comment 
230 Verify that the Data Pool Ingest GUI no longer shows that file transfers from 

the host are suspended. 
From DPL Ingest GUI, 
Monitoring/Transfer Host Status page, 
verify that read status for 
MODAPS_AQUA_FPROC is no 
longer suspended 

 

231 <i>4020 V-31</i>  #comment 
232 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

233 Verify that file transfers from the host resume. From DPL Ingest GUI, 
Monitoring/Ingest Request/Ingest 
Request Detail for requests coming in 
from H1, make sure they went to 
Successful state 

 

234 <i>4020 V-32</i>  #comment 
235 Verify that the resumption is reflected in log entries in the application log. Check EcDlInPollingService.ALOG 

to verify that polling from 
MODPAS_AQUA_FRPOC has 
resumed 

 

236 <i>4030 S-1</i>  #comment 
237 [FTP Polling - Consecutive Transfer Errors] This criterion may be verified by 

a separate test procedure or as part of the test procedure for criteria 300 to 
395. 

  

238 <i>4030 S-2</i>  #comment 
239 <i>Document Reference: DPL Ingest GUI 609: FTP Host Configuration</i>  #comment 
240 Ensure that the host used for verification is configured for automatic retry. From DPL Ingest GUI, 

Configuration/Transfer Hosts, click on 
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the &quot;view/edit&quot; button of 
the drg host (H1) and ensure that the 
Auto Retry box is checked. 

241 <i>4030 S-3</i>  #comment 
242 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

List</i> 
 #comment 

243 Ensure that there are at least two providers that require this host and use ftp as 
their ingest protocol 

a. From DPL Ingest GUI, 
Configuration/ECS Services, go to 
each relevant service host and change 
the &quot;Max Concurrent File 
Transfers&quot; to 1.<br /><br />b. 
From DPL Ingest GUI, 
Configuration/Global Tuning, change 
&quot;MINS_TO_KEEP_COMPLET
ED_REQS&quot; to 60.<br /><br />c. 
From DPL Ingest GUI, 
Configuration/Providers, go to the 
details of MODAPS_TERRA_FPROC 
and identify the directories for each of 
its polling locations. Change the 
&quot;Max Active Granules&quot; to 
3.<br /><br />d. Ensure that all the 
PDRs from C1 described in 
&quot;Test Data Requirements&quot; 
are configured to require H1 for file 
transfers (PDR should have 
NODE_NAME = H1 for all 
granules).<br /><br />e. From DPL 
Ingest GUI, Configuration/Providers, 
ensure the transfer type on the detail 
pages of MODAPS_AQUA_FPROC 
and MODAPS_COMBINE_FPROC is 
&quot;Ftp&quot; 

 

244 <i>4030 S-4</i>  #comment 
245 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
246 Ensure that an e-mail address is configured for alert notifications From DPL Ingest GUI, Interventions 

&amp; Alerts/Alerts, verify that at the 
top of the page the field &quot;Ingest 
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Alerts are sent as email to:&quot; is 
configured to a valid e-mail address. 

247 <i>4030 S-5</i>  #comment 
248 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 

249 Change the current configuration of consecutive transfer errors during polling 
that will trigger an alert but ensure that that the number of consecutive errors 
that trigger the alert is configured to no less than 3. 

From DPL Ingest GUI, 
Configuration/Global Tuning, set 
MAX_CONSEC_XFER_ERRORS_P
DR to 3 

 

250 <i>4030 V-1</i>  #comment 
251 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

List</i> 
 #comment 

252 Let a minute pass from entering the configuration change then introduce a 
condition that results in consecutive errors during the next polling cycle (e.g. 
make the polling directory inaccessible). Make sure the error condition does 
not duplicate one of the conditions tested by other polling alert criteria. The 
error condition may cause other DPL ingest servers to raise alerts, in which 
case the corresponding criteria may be checked off by performing their 
verification steps during the same test. 

a. From DPL Ingest GUI, Home, 
identify the number of alerts 
pending.<br /><br />b. From DPL 
Ingest GUI, Configuration/Providers, 
go to the details of one of the affected 
providers and identify the paths of its 
polling directories.<br /><br />c. Wait 
one minute after the configuration 
change<br /><br />d. Change the PDR 
permission to prevent read access. 

 

253 <i>4030 V-2</i>  #comment 
254 Verify that an alert is raised after the configured number of consecutive errors 

but not before 
Check 
EcDlInPollingServiceDebug.log to 
verify 3 errors are logged prior to the 
alert 
(MAX_CONSEC_FILE_PDR_XFER 
configured in Criterion 4030 S-5) 

 

255 <i>4030 V-3</i>  #comment 
256 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
257 Verify that the alert is logged in the Data Pool Ingest application log in 

accordance with S-DPL-18330. 
While checking the log, perform 
clause text. 

 

258 <i>4030 V-4</i>  #comment 
259 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
260 Verify that appropriate error log entries appear in the log preceding the alert 

log entry and that these log entries comply with S-DPL-18320. 
Check 
EcDlInProcessingService.ALOG to 
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verify that &quot;Failures to get files 
to directory&quot; error is recorded in 
the log in accordance with S-DPL-
18320. 

261 <i>4030 V-5</i>  #comment 
262 Verify that the application log contains entries that reflect the suspension of 

correct queues / services. 
Check EcDlInPollingService.ALOG 
to verify that it logged 
&quot;Suspended Resource: 
Ftp_Host&quot; 

 

263 <i>4030 V-6</i>  #comment 
264 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
265 Verify that the Data Pool Ingest GUI status page shows that an alert is 

pending and some services are suspended. 
From DPL Ingest GUI, Home, verify 
the number of alerts pending has been 
incremented. 

 

266 <i>4030 V-7</i>  #comment 
267 <i>Document Reference: DPL Ingest GUI 609: Provider Status List</i>  #comment 
268 Verify that the Data Pool Ingest GUI shows that polling for the affected 

providers was suspended due to an alert (i.e. automatically) and that the 
nature of the indication is correct (i.e. it correctly shows whether all or only 
some polling locations are affected). 

From DPL Ingest GUI, 
Monitoring/Provider Status, verify that 
thepolling status for the affected 
providers was suspended 
automatically due to an alert. 

 

269 <i>4030 V-8</i>  #comment 
270 <i>Document Reference: DPL Ingest GUI 609: FTP Host Status</i>  #comment 
271 Verify that the Data Pool Ingest GUI shows that polling for the host is 

suspended. 
From DPL Ingest GUI, 
Monitoring/Transfer Host Status, 
verify that Read Status for H1 is 
suspended 

 

272 <i>4030 V-9</i>  #comment 
273 <i>Document Reference: DPL Ingest GUI 609: Provider Status List, Provider 

Status Detail</i> 
 #comment 

274 Verify that the Data Pool Ingest GUI shows that polling for the affected 
polling directories was suspended due to an alert (i.e. automatically). 

From DPL Ingest GUI, 
Monitoring/Provider Status, view the 
details for each affected provider and 
verify that the polling directories 
containing requests utilizing H1 are 
suspended. 

 

275 <i>4030 V-10</i>  #comment 
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276 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 

277 Verify that polling is being retried according to the configured retry interval 
as opposed to the normal polling cycle. 

a. From DPL Ingest GUI, 
Configuration/Global Tuning, identify 
the current setting of the host retry 
interval 
(DEFAULT_RETRY_INTERVAL)<b
r /><br />b. Check 
EcDlInPollingService.ALOG to verify 
the timestamps between polling 
attempts from H1 match the host retry 
interval, rather than the polling 
interval. 

 

278 <i>4030 V-11</i>  #comment 
279 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List, 

Active Ingest Request Detail</i> 
 #comment 

280 Verify that polling for polling locations that do not reside on that host 
continues. 

From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
new requests are arriving from polling 
locations other than those that reside 
on H1 continue (check request details 
for each request to identify its polling 
location). 

 

281 <i>4030 V-12</i>  #comment 
282 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
283 Verify that an e-mail was sent regarding the alert to the configured e-mail 

address and that the e-mail contains the information specified in S-DPL-
17700. 

Perform clause text.  

284 <i>4030 V-13</i>  #comment 
285 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
286 Verify that information provided in the alert e-mail is correct and matches the 

information shown in the alert monitoring screen. 
From DPL Ingest GUI, Interventions 
&amp; Alerts, System Alerts, verify 
that the contents of the e-mail match 
the contents of the alerts. 

 

287 <i>4030 V-14</i>  #comment 
288 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
289 Verify that the alert monitoring screen lists the alert. From DPL Ingest GUI, Interventions  
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# Action Expected Result Notes 
&amp; Alerts, System Alerts, verify a 
HOST_CONSEC_FILE_PDR_XFER 
alert is displayed. 

290 <i>4030 V-15</i>  #comment 
291 <i>Document Reference: DPL Ingest GUI 609: System Alerts; DP_S6_01 

ticket</i> 
 #comment 

292 Verify that the alert monitoring screen displays the information specified in 
S-DPL-17730. 

From DPL Ingest GUI, Interventions 
&amp; Alerts, System Alerts, perform 
clause text. 

 

293 <i>4030 V-16</i>  #comment 
294 <i>Document Reference: DPL Ingest GUI 609: System Alerts; DP_S6_01 

ticket</i> 
 #comment 

295 Verify that it is possible to display detailed information about the alert 
including the information specified in S-DPL-17760. 

On DPL Ingest GUI, Interventions 
&amp; Alerts/Alerts, view alert details 
and verify that alert details include the 
information specified in S-DPL-
17760. 

 

296 <i>4030 V-17</i>  #comment 
297 <i>Document Reference: DPL Ingest GUI 609: System Alerts, FTP Host 

Configuration</i> 
 #comment 

298 Correct the error condition that caused the alert. Verify that the alert is closed 
no later than the configured retry time and that the closure time is reflected in 
the closed alert information. 

a. From DPL Ingest GUI, 
Configuration/Transfer Hosts, select 
H1 and note the configured retry 
time.<br /><br />b. From an xterm, 
type &quot;date&quot; into the 
command line to identify the current 
system time.<br /><br />c. Restore 
read permissions to the PDR FILE<br 
/><br />d. From DPL Ingest GUI, 
Interventions &amp; Alerts/Alerts, 
verify that the alert closes.<br /><br 
/>e. From the ingest database, select * 
from InOperatorAlert where AlertID = 
[AlertID]. Verify that the 
CompletionDate is within one minute 
after the configured retry time plus the 
time when the error condition was 
corrected. (AlertID recorded in 
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# Action Expected Result Notes 
Criterion 4030 V-16) 

299 <i>4030 V-18</i>  #comment 
300 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
301 Verify that the Data Pool Ingest GUI status page no longer indicates a 

pending alert condition (Note that this assumes that there are no other alert 
conditions to be resolved). 

From DPL Ingest GUI, Home, verify 
that there is no longer an alert pending 
(presupposing no other alert 
conditions are left to be resolved) 

 

302 <i>4030 V-19</i>  #comment 
303 <i>Document Reference: DPL Ingest GUI 609: Provider Status List</i>  #comment 
304 Verify that the Data Pool Ingest GUI no longer shows that polling for the 

affected providers is suspended (Note that this assumes that there are no other 
alert conditions to be resolved for the providers.) 

From DPL Ingest GUI, 
Monitoring/Provider Status, verify that 
Polling Status for the affected 
providers is no longer suspended 

 

305 <i>4030 V-20</i>  #comment 
306 <i>Document Reference: DPL Ingest GUI 609: FTP Host Status</i>  #comment 
307 Verify that the Data Pool Ingest GUI shows that polling for the FTP Host is 

no longer suspended. 
From DPL Ingest GUI, 
Monitoring/Transfer Host Status, 
verify that Read Status for H1 is no 
longer suspended 

 

308 <i>4030 V-21</i>  #comment 
309 <i>Document Reference: DPL Ingest GUI 609: Provider Status List, Provider 

Status Detail</i> 
 #comment 

310 Verify that the Data Pool Ingest GUI shows that polling for the affected 
polling directories is no longer suspended. 

From DPL Ingest GUI, 
Monitoring/Provider status, select 
each affected provider and verify that 
polling for the affected &quot;Polling 
Locations&quot; is no longer 
suspended 

 

311 <i>4030 V-22</i>  #comment 
312 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List, 

Active Ingest Request Detail</i> 
 #comment 

313 Verify that polling for the polling location resumes. Submit another PDR to the affected 
polling location and verify it went 
through 

 

314 <i>4030 V-23</i>  #comment 
315 Verify that the resumption is reflected in log entries in the application log. Check EcDlInPollingService.ALOG 

to verify that polling from H1 has 
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# Action Expected Result Notes 
resumed. 

316 <i>4040 S-1</i>  #comment 
317 [FTP Polling - Consecutive Timeouts] This criterion may be verified by a 

separate test procedure or as part of the test procedure for criteria 300 to 395. 
  

318 <i>4040 S-2</i>  #comment 
319 <i>Document Reference: DPL Ingest GUI 609: FTP Host Configuration</i>  #comment 
320 Ensure that the host used for the verification is configured for automatic retry. From DPL Ingest GUI, 

Configuration/Transfer Hosts, click on 
the &quot;view/edit&quot; button of 
the drg host (H1) and ensure that the 
Auto Retry box is checked. 

 

321 <i>4040 S-3</i>  #comment 
322 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

List</i> 
 #comment 

323 Ensure that there are at least two providers with at least one polling location 
each that requires this host and use ftp as their ingest protocol. 

a. From DPL Ingest GUI, 
Configuration/ECS Services, go to 
each relevant service host and change 
the &quot;Max Concurrent File 
Transfers&quot; to 1.<br /><br />b. 
From DPL Ingest GUI, 
Configuration/Global Tuning, change 
&quot;MINS_TO_KEEP_COMPLET
ED_REQS&quot; to 60.<br /><br />c. 
From DPL Ingest GUI, 
Configuration/Providers, go to the 
details of a specific Provider (P1) and 
identify the directories for each of its 
polling locations. Change the 
&quot;Max Active Granules&quot; to 
3 for both.<br /><br />d. From DPL 
Ingest GUI, Configuration/Providers, 
check the polling locations by 
selecting &quot;[edit...]&quot; On the 
page that appears, select &quot;Pick 
an existing host.&quot; Ensure H1 has 
been selected from the drop-down of 
existing hosts on one of the polling 
locations.<br /><br />e. 
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# Action Expected Result Notes 
324 <i>4040 S-4</i>  #comment 
325 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 

326 Ensure that that the number of consecutive errors that trigger the alert is 
configured to no less than 3. 

From DPL Ingest GUI, 
Configuration/Global Tuning, set 
MAX_CONSEC_XFER_ERRORS_P
DR to 3 

 

327 <i>4040 S-5</i>  #comment 
328 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
329 Ensure that an e-mail address is configured for alert notifications From DPL Ingest GUI, Interventions 

&amp; Alerts/Alerts, verify that at the 
top of the page the field &quot;Ingest 
Alerts are sent as email to:&quot; is 
configured to a valid e-mail address. 

 

330 <i>4040 S-6</i>  #comment 
331 <i>Document Reference: DPL Ingest GUI 609: FTP Host Configuration</i>  #comment 
332 Introduce a condition that results in time-out errors during the next polling 

cycle (e.g. set the time out parameters so low that it is impossible to meet 
them). Make sure the error condition does not duplicate one of the conditions 
tested by other polling alert criteria. The error condition may cause other DPL 
ingest servers to raise alerts, in which case the corresponding criteria may be 
checked off by performing their verification steps during the same test. 

From DPL ingest GUI, Interventions 
&amp; Alerts/alerts page, identify the 
number of alerts pending.<br />From 
DPL Ingest GUI, 
Configuration/Transfer Hosts, go to 
the details page for H1, note the 
preconfigured Pad Time and 
Throughput values, and then set the 
Pad Time to 0 and the Throughput to 
200 GB. Submit a PDR that is more 
than 200 MB in size 

 

333 <i>4040 V-1</i>  #comment 
334 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 

335 Verify that an alert is raised after the configured number of consecutive errors 
but not before 

Check EcDlInPollingService.ALOG 
to verify 3 errors are logged prior to 
the alert 
(HOST_TOO_MANY_TIMEOUT 
configured in Criterion 4040 S-4) 

 

336 <i>4040 V-2</i>  #comment 
337 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
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# Action Expected Result Notes 
338 Verify that the alert is logged in the Data Pool Ingest application log in 

accordance with S-DPL-18330. 
While checking the log, perform 
clause text. 

 

339 <i>4040 V-3</i>  #comment 
340 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
341 Verify that appropriate error log entries appear in the log preceding the alert 

log entry and that these log entries comply with S-DPL-18320. 
Check EcDlInPollingService.ALOG 
to verify that the polling timeout error 
is recorded in the log in accordance 
with S-DPL-18320. 

 

342 <i>4040 V-4</i>  #comment 
343 Verify that the application log contains entries that reflect the suspension of 

correct queues / services. 
Check EcDlInPollingService.ALOG 
to verify that Suspended Resource: 
FTP_HOST is logged. 

 

344 <i>4040 V-5</i>  #comment 
345 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
346 Verify that the Data Pool Ingest GUI status page shows that an alert is 

pending and some services are suspended. 
From DPL Ingest GUI, Intervention 
&amp; Alerts/Alerts page verify that 
the number of alerts pending has been 
incremented 

 

347 <i>4040 V-6</i>  #comment 
348 <i>Document Reference: DPL Ingest GUI 609: Provider Status List</i>  #comment 
349 Verify that the Data Pool Ingest GUI shows that polling for the affected 

providers was suspended due to an alert (i.e. automatically) and that the 
nature of the indication is correct (i.e. it shows whether all or only some 
polling locations are affected). 

a. From DPL Ingest GUI, 
Monitoring/Provider Status, verify that 
the polling status for the affected 
providers was suspended 
automatically due to an alert.<br /><br 
/>b. Verify that the appropriate 
number of polling locations has been 
suspended. 

 

350 <i>4040 V-7</i>  #comment 
351 <i>Document Reference: DPL Ingest GUI 609: FTP Host Status</i>  #comment 
352 Verify that the Data Pool Ingest GUI shows that polling for the FTP Host is 

suspended. 
From DPL Ingest GUI, 
Monitoring/Transfer Host Status, 
verify that Polling/Read Status for H1 
is suspended 

 

353 <i>4040 V-8</i>  #comment 
354 <i>Document Reference: DPL Ingest GUI 609: Provider Status List, Provider 

Status Detail</i> 
 #comment 



 

1251 
 

# Action Expected Result Notes 
355 Verify that the Data Pool Ingest GUI shows that polling for the affected 

polling directories was suspended due to an alert (i.e. automatically). 
From DPL Ingest GUI, 
Monitoring/Provider Status, view the 
details for each affected provider and 
verify that the polling directories 
containing requests utilizing H1 are 
suspended. 

 

356 <i>4040 V-9</i>  #comment 
357 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 

358 Verify that polling is being retried according to the configured retry interval 
as opposed to the normal polling cycle. 

a. From DPL Ingest GUI, 
Configuration/Global Tuning, identify 
the current setting of the host retry 
interval 
(DEFAULT_RETRY_INTERVAL)<b
r /><br />b. Check 
EcDlInPollingService.ALOG to verify 
the retry interval matches the default 
retry interval, rather than the polling 
interval. 

 

359 <i>4040 V-10</i>  #comment 
360 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List, 

Active Ingest Request Detail</i> 
 #comment 

361 Verify that polling for polling locations that do not reside on that host 
continues. 

From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
new requests are arriving from polling 
locations other than those that reside 
on H1 continue (check request details 
for each request to identify its polling 
location). 

 

362 <i>4040 V-11</i>  #comment 
363 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
364 Verify that an e-mail was sent regarding the alert to the configured e-mail 

address and that the e-mail contains the information specified in S-DPL-
17700. 

Perform clause text.  

365 <i>4040 V-12</i>  #comment 
366 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
367 Verify that information provided in the alert e-mail is correct and matches the a. From DPL Ingest GUI,  
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# Action Expected Result Notes 
information shown in the alert monitoring screen. Interventions &amp; Alerts, System 

Alerts, verify that the contents of the 
e-mail match the contents of the alerts. 

368 <i>4040 V-13</i>  #comment 
369 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
370 Verify that the alert monitoring screen lists the alert. From DPL Ingest GUI, Interventions 

&amp; Alerts, System Alerts, verify a 
HOST_TOO_MANY_TIMEOUT 
alert is displayed. 

 

371 <i>4040 V-14</i>  #comment 
372 <i>Document Reference: DPL Ingest GUI 609: System Alerts; DP_S6_01 

ticket</i> 
 #comment 

373 Verify that the alert monitoring screen displays the information specified in 
S-DPL-17730. 

From DPL Ingest GUI, Interventions 
&amp; Alerts, System Alerts, perform 
clause text. 

 

374 <i>4040 V-15</i>  #comment 
375 <i>Document Reference: DPL Ingest GUI 609: System Alerts; DP_S6_01 

ticket</i> 
 #comment 

376 Verify that it is possible to display detailed information about the alert 
including the information specified in S-DPL-17760. 

a. On DPL Ingest GUI, Interventions 
&amp; Alerts/Alerts, view alert details 
and verify that alert details include the 
information specified in S-DPL-
17760.<br /><br />b. Note the AlertID 
for use in Criterion 4041 V-18. 

 

377 <i>4040 V-16</i>  #comment 
378 <i>Document Reference: DPL Ingest GUI 609: Provider Status List, Provider 

Status Detail</i> 
 #comment 

379 Using the DPL GUI verify that it is possible to manually suspend the polling 
location. 

From DPL Ingest GUI, 
Monitoring/Provider Status, select one 
provider that has a polling location 
suspended due to the alert and 
mannully suspend it 

 

380 <i>4040 V-17</i>  #comment 
381 <i>Document Reference: DPL Ingest GUI 609: Provider Status List</i>  #comment 
382 Verify that the Data Pool Ingest GUI shows that polling for that polling 

location is suspended manually rather than automatically due to an alert. 
From DPL Ingest GUI, Transfer host 
status page, verify that the provider 
status for the affected providers was 
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# Action Expected Result Notes 
suspended manually by the operator. 

383 <i>4040 V-18</i>  #comment 
384 <i>Document Reference: DPL Ingest GUI 609: System Alerts, FTP Host 

Configuration</i> 
 #comment 

385 Correct the error condition that caused the alert. Verify that the alert is closed 
no later than the configured retry time and that the closure time is reflected in 
the closed alert information. 

a. From DPL Ingest GUI, 
Configuration/Transfer Hosts, select 
H1 and note the configured retry 
time.<br /><br />b. Correct the error 
condition<br /><br />c. From an 
xterm, type &quot;date&quot; into the 
command line to identify the current 
system time.<br /><br />d. From DPL 
Ingest GUI, Configuration/Transfer 
Hosts, go to the details page for H1, 
and restore time out parameters to 
their original value.<br /><br />e. 
From DPL Ingest GUI, Interventions 
&amp; Alerts/Alerts, verify that the 
alert closes.<br /><br />f. From the 
ingest database, select * from 
InOperatorAlert where AlertID = 
[AlertID]. Verify that the 
CompletionDate is within one minute 
after the configured retry time plus the 
time when the error condition was 
corrected. (AlertID recorded in 
Criterion 4040 V-15) 

 

386 <i>4040 V-19</i>  #comment 
387 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
388 Verify that the Data Pool Ingest GUI status page no longer indicates a 

pending alert condition (Note that this assumes that this are no other alert 
conditions to be resolved). 

From DPL Ingest GUI, Home, verify 
that there is no longer an alert pending 
(presupposing no other alert 
conditions are left to be resolved) 

 

389 <i>4040 V-20</i>  #comment 
390 <i>Document Reference: DPL Ingest GUI 609: Provider Status List</i>  #comment 
391 Verify that the Data Pool Ingest GUI shows the manually suspended polling 

as still suspended. 
From DPL Ingest GUI, 
Monitoring/Provider Status, verify that 
Polling Status for the manully 
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# Action Expected Result Notes 
suspended polling location continues 
to be suspended 

392 <i>4040 V-21</i>  #comment 
393 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
394 Verify that the Data Pool Ingest GUI no longer shows polling for the other 

polling locations and other providers as suspended (Note that this assumes 
that are no other alert conditions to be resolved for that provider). 

From DPL Ingest GUI, Provider page, 
verify that the &quot;Polling Service 
Status&quot; for the suspended 
polling locations that are caused by 
alert is no longer suspended 

 

395 <i>4040 V-22</i>  #comment 
396 <i>Document Reference: DPL Ingest GUI 609: FTP Host Status</i>  #comment 
397 Verify that the Data Pool Ingest GUI shows that polling for the FTP Host is 

no longer suspended. 
From DPL Ingest GUI, 
Monitoring/Transfer Host Status, 
verify that Polling Status for H1 is no 
longer suspended 

 

398 <i>4040 V-23</i>  #comment 
399 <i>Document Reference: DPL Ingest GUI 609: Provider Status List, Provider 

Status Detail</i> 
 #comment 

400 Verify that the Data Pool Ingest GUI shows that polling for the affected 
polling directories is no longer suspended. 

From DPL Ingest GUI, 
Monitoring/Provider status, select 
each affected provider and verify that 
polling for the affected &quot;Polling 
Locations&quot; is no longer 
suspended except for the one that was 
manully suspended 

 

401 <i>4040 V-24</i>  #comment 
402 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List, 

Active Ingest Request Detail</i> 
 #comment 

403 Verify that polling for the polling location resumes. Submit a PDR and verify it goes thru 
to Successful state 

 

404 <i>4040 V-25</i>  #comment 
405 Verify that the resumption is reflected in log entries in the application log. Check EcDlInPollingService.ALOG 

to verify that the Alert has been 
cleared and the host has been resumed. 

 

 
 



 

1255 
 

TEST DATA: 
 
 
 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

4010   
9 PDRs/ 
ESDT 

C1: 
MOD29P1D 
(acg host) 
 
C2: MYD14 
(icg host) 
 
C3: AE_Land 
(icg host) 
 
C4: NISE (acg 
host) 
 
[Requires 3 
providers] 

None 1 gran/PDR None 
/sotestdata/SynergyVI/DP_S6_01/Criteria/4010/V086/ 
 
Refer to “RepositoryLocationMapping.xls” 

  

4020   
9 PDRs/ 
ESDT 

C1: 
MOD29P1D 
(acg host) 
 
C2: MYD14 
(icg host) 
 
C3: AE_Land 
(icg host) 
 
[Requires 3 
providers] 

None 1 gran/PDR None Refer to “RepositoryLocationMapping.xls”   

4030   9 PDRs/ C1: None 1 gran/PDR None Refer to “RepositoryLocationMapping.xls”   
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Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

ESDT MOD29P1D 
(acg host) 
 
C2: MYD14 
(icg host) 
 
C3: AE_Land 
(icg host) 
 
[Requires 3 
providers] 

4040   
9 PDRs/ 
ESDT 

C1: 
MOD29P1D 
(acg host) 
 
C2: MYD14 
(icg host) 
 
[Requires 2 
providers] 

  1 gran/PDR None Refer to “RepositoryLocationMapping.xls”   

 
EXPECTED RESULTS: 
 

324 SCP POLLING - NO CONNECTION (ECS-ECSTC-2735) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 
 
STEPS:   
# Action Expected Result Notes 
1 <i>4041 S-1</i>  #comment 
2 [scp Polling - No Connection]<br /><br />This criterion may be verified by a   
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# Action Expected Result Notes 
separate test procedure or as part of the test procedure for criteria 300 to 395. 
It repeats the setup and verification steps in criterion 4010 using a provider 
requiring polling via scp and substituting its scp host for the ftp host used in 
criterion 4010. 

3 <i>4041 S-2</i>  #comment 
4 <i>Document Reference: DPL Ingest GUI 609: FTP Host Configuration</i>  #comment 
5 Ensure that the host used for the verification is configured for automatic retry. From DPL Ingest GUI, 

Configuration/Transfer Hosts, click on 
the &quot;view/edit&quot; button of 
the acg host (H1) and ensure that the 
Auto Retry box is checked. 

 

6 <i>4041 S-3</i>  #comment 
7 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

List</i> 
 #comment 

8 Ensure that there is at least one provider that requires this host and that uses 
the host for polling, file transfers, and notification via scp. Ensure that there 
are other providers that do not use this host. Ensure that a sufficient number 
of ingest requests are queued, as well as active and past transferring that use 
that server for transfers and notifications. 

a. From DPL Ingest GUI, 
Configuration/Providers, go to the 
details of MODAPS_TERRA_FPROC 
and identify the directories for each of 
its polling locations<br /><br />b. 
Divide the PDRs from C1 described in 
&quot;Test Data Requirements&quot; 
into three groups.<br /><br />c. 
Ensure that all the PDRs from C1 are 
configured to require H1 for file 
transfers (PDR should have 
NODE_NAME = H1 for all 
granules).<br /><br />d. From the 
provider detail page set 
&quot;Transfer Type&quot; to scp.<br 
/><br />e. From the provider detail, 
one by one, modify each of the polling 
locations by selecting 
&quot;[edit...]&quot; On the page that 
appears, select &quot;Pick an existing 
host.&quot; Select H1 from the drop-
down of existing hosts.<br /><br />f. 
From the provider detail, select 
&quot;scp Only&quot; as the 
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# Action Expected Result Notes 
&quot;Notification Method&quot; and 
then select &quot;Pick an existing 
host&quot; and then choose H1 from 
the list of existing hosts.<br /><br />g. 
From DPL Ingest GUI, 
Configuration/Providers, check the 
details for MODAPS_AQUA_FPROC 
and MODAPS_COMBINE_FPROC 
and ensure that they are configured to 
the icg host.<br /><br />h. Submit the 
PDRs for C2 and C3 described in 
&quot;Test Data 
Descriptions&quot;<br /><br />i. 
Submit the first group of ingest 
requests from C1 in polling directories 
for the selected provider and wait until 
they are in transferring. Submit 
another series of requests and wait 
until they show a &quot;New&quot; 
status. Submit a third series to move 
into the queue. 

9 <i>4041 S-4</i>  #comment 
10 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
11 Ensure that an e-mail address is configured for alert notifications From DPL Ingest GUI, Interventions 

&amp; Alerts / System Alerts, verify 
that at the top of the page the field 
&quot;Ingest Alerts are sent as email 
to:&quot; is configured to a valid e-
mail address. 

 

12 <i>4041 S-5</i>  #comment 
13 Introduce a condition that makes it impossible to connect to the host (e.g., 

shut down the scp daemon). Make sure the error condition does not duplicate 
one of the conditions tested by other polling alert criteria. 

a. From DPL Ingest GUI, Home, 
identifythe number of alerts 
pending.<br /><br />b. On H1, 
identify the process id for the program 
managing scp processes and use the 
&quot;kill&quot; command to 
terminate this scp daemon (This action 
will need to be done by a system 
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# Action Expected Result Notes 
administrator or someone with root 
permissions). 

14 <i>4041 V-1</i>  #comment 
15 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions List, 

Global Tuning Configuration</i> 
 #comment 

16 Verify that alerts are raised by the polling, transfer, and notification services 
once the configured number of retries is exhausted. 

a. From DPL Ingest GUI, 
Configuration/Global Tuning, identify 
the host retry interval.<br /><br />b. 
Check EcDlInPollingService.ALOG 
to verify that an alert is raised by 
polling services after the configured 
number of retries.<br /><br />c. Check 
EcDlInProcessingService.ALOG to 
verify that an alert is raised by transfer 
services after the configured number 
of retries.<br /><br />d. Check 
EcDlInNotificationService.ALOG to 
verify that an alert is raised by 
notification services after the 
configured number of retries.<br /><br 
/>e. From DPL Ingest GUI, 
Interventions &amp; 
Alerts/Interventions, verify that alerts 
are raised by the polling, transfer, and 
notification services connected to H1 

 

17 <i>4041 V-2</i>  #comment 
18 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
19 Verify that the alerts are logged in the Data Pool Ingest application log in 

accordance with S-DPL-18330. 
While checking the logs, perform 
clause text. 

 

20 <i>4041 V-3</i>  #comment 
21 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
22 Verify that appropriate error log entries appear in the log preceding the alert 

log entries and that these log entries comply with S-DPL-18320. 
Check 
EcDlInProcessingService.ALOG to 
verify that the connection error is 
recorded in the log in accordance with 
S-DPL-18320. 

 

23 <i>4041 V-4</i>  #comment 
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24 Verify that the application log contains entries that reflect the suspension of 

correct queues / services. 
a. Check EcDlInPollingService.ALOG 
to verify that the suspension of polling 
services has been logged.<br /><br 
/>b. Check 
EcDlInProcessingService.ALOG to 
verify that the suspension of file 
transfer services has been logged.<br 
/><br />c. Check 
EcDlInNotificationService.ALOG to 
verify that the suspension of 
notification services has been logged. 

 

25 <i>4041 V-5</i>  #comment 
26 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
27 Verify that the Data Pool Ingest GUI status page shows that an alert is 

pending and some services are suspended. 
From DPL Ingest GUI, Home, verify 
that the number of alerts pending has 
been incremented and &quot;Polling 
Service Status&quot; has been 
suspended. 

 

28 <i>4041 V-6</i>  #comment 
29 <i>Document Reference: DPL Ingest GUI 609: Provider Status List</i>  #comment 
30 Verify that the Data Pool Ingest GUI shows that polling, transferring, and 

notification for the affected providers was suspended due to alerts (i.e., 
automatically), and that the nature of the indication is correct (i.e., it shows 
whether all or only some polling locations are affected). [Note: the timing of 
the polling, notification, and transfer alerts depends on the current workload 
mix and the alerts, therefore, need not occur at the same time.] 

a. From DPL Ingest GUI, 
Monitoring/Provider Status, verify that 
the provider status for the affected 
providers was suspended 
automatically due to an alert.<br /><br 
/>b. Verify that the appropriate 
number of polling locations has been 
suspended. 

 

31 <i>4041 V-7</i>  #comment 
32 <i>Document Reference: DPL Ingest GUI 609: FTP Host Status</i>  #comment 
33 Verify that the Data Pool Ingest GUI shows that polling for the host is 

suspended. 
From DPL Ingest GUI, 
Monitoring/Transfer Host Status, 
verify that Polling Status for H1 is 
suspended 

 

34 <i>4041 V-8</i>  #comment 
35 <i>Document Reference: DPL Ingest GUI 609: Provider Status List, Provider 

Status Detail</i> 
 #comment 
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36 Verify that the Data Pool Ingest GUI shows that polling for the affected 

polling directories was suspended due to an alert (i.e., automatically). 
From DPL Ingest GUI, 
Monitoring/Provider Status, view the 
details for each affected provider and 
verify that the polling directories 
containing requests utilizing H1 are 
suspended. 

 

37 <i>4041 V-9</i>  #comment 
38 <i>Document Reference: DPL Ingest GUI 609: ECS Services Status</i>  #comment 
39 Verify that the Data Pool Ingest GUI shows that file transfers from the host 

are suspended. 
From DPL Ingest GUI, 
Monitoring/ECS Services Status, 
verify that file transfers for H1 are 
suspended 

 

40 <i>4041 V-10</i>  #comment 
41 <i>Document Reference: DPL Ingest GUI 609: FTP Host Status</i>  #comment 
42 Verify that the Data Pool Ingest GUI shows that provider notification to the 

host is suspended. 
From DPL Ingest GUI, 
Monitoring/Transfer Host Status, 
verify that provider notification for H1 
is suspended 

 

43 <i>4041 V-11</i>  #comment 
44 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 

45 Verify that polling is being retried according to the configured retry interval, 
as opposed to the normal polling cycle. 

a. From DPL Ingest GUI, 
Configuration/Global Tuning, identify 
the host retry interval for 
notifications.<br /><br />b. Check 
EcDlInPollingService.ALOG to verify 
that polling from H1 is being retried 
according to this host retry interval 

 

46 <i>4041 V-12</i>  #comment 
47 Verify that file transfers are being retried according to the configured retry 

interval and not more often. 
Check 
EcDlInProcessingService.ALOG to 
verify that file transfers from H1 are 
being retried according to this host 
retry interval 

 

48 <i>4041 V-13</i>  #comment 
49 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List, 

Active Ingest Request Detail</i> 
 #comment 
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50 Verify that polling for polling locations that do not reside on that host 

continues. 
From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
new requests are arriving from polling 
locations other than those that reside 
on H1 continue (check request details 
for each request to identify its polling 
location). 

 

51 <i>4041 V-14</i>  #comment 
52 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

53 Verify that file transfers from other hosts continue. From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
requests from the icg host move past 
the &quot;Inserting&quot; state. 

 

54 <i>4041 V-15</i>  #comment 
55 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

List</i> 
 #comment 

56 Verify that provider notifications continue for other hosts. a. From DPL Ingest GUI, 
Configuration/Providers, go to the 
details of providers configured to use 
hosts other than H1. Under &quot;scp 
Info&quot; identify the path set to 
receive notifications.<br /><br />b. 
Monitor this directory to verify that 
notifications are arriving from active 
requests. 

 

57 <i>4041 V-16</i>  #comment 
58 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
59 Verify that three e-mails were sent (one for each type of alert) to the 

configured e-mail address and that the e-mails contain the information 
specified in S-DPL-17700. 

Perform clause text.  

60 <i>4041 V-17</i>  #comment 
61 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
62 Verify that information provided in the alert e-mail is correct and matches the 

information shown in the alert monitoring screen. 
a. Verify that the e-mail reports on the 
suspension of all services connected to 
H1<br /><br />b. From DPL Ingest 
GUI, Interventions &amp; Alerts, 

 



 

1263 
 

# Action Expected Result Notes 
System Alerts, verify that the contents 
of the e-mail match the contents of the 
alerts. 

63 <i>4041 V-18</i>  #comment 
64 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
65 Verify that the alert monitoring screen lists the alerts. From DPL Ingest GUI, Interventions 

&amp; Alerts, System Alerts, verify a 
HOST_CONNECT alert is displayed. 

 

66 <i>4041 V-19</i>  #comment 
67 <i>Document Reference: DPL Ingest GUI 609: System Alerts; DP_S6_01 

ticket</i> 
 #comment 

68 Verify that the alert monitoring screen displays the information specified in 
S-DPL-17730. 

From DPL Ingest GUI, Interventions 
&amp; Alerts, System Alerts, perform 
clause text 

 

69 <i>4041 V-20</i>  #comment 
70 <i>Document Reference: DPL Ingest GUI 609: System Alerts; DP_S6_01 

ticket</i> 
 #comment 

71 Verify that it is possible to display detailed information about the alert, 
including the information specified in S-DPL-17760. 

a. On DPL Ingest GUI, Interventions 
&amp; Alerts/Alerts, view alert details 
and verify that alert details include the 
information specified in S-DPL-
17760.<br /><br />b. Note the AlertID 
for use in Criterion 4041 V-26. 

 

72 <i>4041 V-21</i>  #comment 
73 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

74 Verify that no granules were suspended as a result of this error condition. From DPL Ingest GUI, 
Monitoring/Request Status, check all 
requests to verify that no granules 
were suspended in connection with the 
termination of the scp daemon 

 

75 <i>4041 V-22</i>  #comment 
76 <i>Document Reference: DPL Ingest GUI 609:</i>  #comment 
77 Ensure that granules are active that require the host for file transfer. Verify 

that no more file transfer or other operations are dispatched for them except 
as needed for retry to clear the alert condition. For example, these may be 
granules that were active at the time of the alert and were queued for transfer 

a. From DPL Ingest GUI, 
Monitoring/Request Status/Request 
Status Details, verify that all granules 
connected to requests configured to 
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or whose transfer failed but which were not suspended because the alert was 
already raised. 

use H1 are active.<br /><br />b. 
Check 
EcDlInProcessingService.ALOG to 
verify that no more file transfer or 
other operations were dispatched for 
the relevant granules after H1 was 
suspended. 

78 <i>4041 V-23</i>  #comment 
79 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

80 Ensure that there are ingest requests that are validated and queued for 
activation that require the host. Verify that these ingest requests are not being 
activated. 

From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
new requests requiring H1 have 
appeared since the suspension of H1 
but have not moved past the 
&quot;New&quot; state. 

 

81 <i>4041 V-24</i>  #comment 
82 <i>Document Reference: DPL Ingest GUI 609:</i>  #comment 
83 Ensure that there are granules in active requests that require the host. Verify 

that these granules are not being activated. 
On DPL Ingest GUI, 
Monitoring/Request Status, view the 
details for each of the new requests 
coming in and verify that each has 
granules and that these granules are 
not moving past the 
&quot;New&quot; state. 

 

84 <i>4041 V-25</i>  #comment 
85 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List, 

Provider Status List</i> 
 #comment 

86 Verify that ingest requests are no longer counted against the request and 
granule provider and system limits once they reach a state where the only 
granules they contain that still need to be processed require that host for 
transferring (i.e. once they reach the state where they are stuck). 

a. From DPL Ingest GUI, 
Monitoring/Request Status, note the 
number of requests and granules from 
each provider that require H1 for 
processing and are thus stuck in a 
particular state. Also record the 
number of requests and granules that 
are not stuck due to H1's 
suspension.<br /><br />b. From DPL 
Ingest GUI, Monitoring/Provider 
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Status, verify that the number of 
requests and granules queued for each 
provider is equivalent to the total that 
were not stuck on the requests page. 

87 <i>4041 V-26</i>  #comment 
88 <i>Document Reference: DPL Ingest GUI 609: System Alerts, FTP Host 

Configuration</i> 
 #comment 

89 Correct the error condition that caused the alert. Verify that the alert is closed 
no later than the configured retry time and that the closure time is reflected in 
the closed alert information. 

a. From DPL Ingest GUI, 
Configuration/Transfer Hosts, select 
H1 and note the configured retry 
time.<br /><br />b. From an xterm, 
type &quot;date&quot; into the 
command line to identify the current 
system time.<br /><br />c. Restart the 
scp daemon (contact the system admin 
for this action).<br /><br />d. From 
DPL Ingest GUI, Interventions &amp; 
Alerts/Alerts, verify that the alert 
closes.<br /><br />e. From the ingest 
database, select * from 
InOperatorAlert where AlertID = 
[AlertID]. Verify that the 
CompletionDate is within one minute 
after the configured retry time plus the 
time when the error condition was 
corrected. (AlertID recorded in 
Criterion 4041 V-20) 

 

90 <i>4041 V-27</i>  #comment 
91 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
92 Verify that the Data Pool Ingest GUI status page no longer indicates a 

pending alert condition (Note that this assumes that there are no other alert 
conditions to be resolved). 

From DPL Ingest GUI, Home, verify 
that there is no longer an alert pending 
(presupposing no other alert 
conditions are left to be resolved) 

 

93 <i>4041 V-28</i>  #comment 
94 <i>Document Reference: DPL Ingest GUI 609: Provider Status List</i>  #comment 
95 Verify that the Data Pool Ingest GUI no longer shows that polling for the 

affected providers is suspended (Note that this assumes that there are no other 
alert conditions to be resolved for that provider). 

From DPL Ingest GUI, 
Monitoring/Provider Status, verify that 
Polling/Transfer Status for the affected 
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providers is no longer suspended 

96 <i>4041 V-29</i>  #comment 
97 <i>Document Reference: DPL Ingest GUI 609: FTP Host Status</i>  #comment 
98 Verify that the Data Pool Ingest GUI shows that polling for the host is no 

longer suspended. 
From DPL Ingest GUI, 
Monitoring/Transfer Host Status, 
verify that Polling Status for H1 is no 
longer suspended 

 

99 <i>4041 V-30</i>  #comment 
100 <i>Document Reference: DPL Ingest GUI 609: Provider Status List, Provider 

Status Detail</i> 
 #comment 

101 Verify that the Data Pool Ingest GUI shows that polling for the affected 
polling directories is no longer suspended. 

From DPL Ingest GUI, 
Monitoring/Provider status, select 
each affected provider and verify that 
polling for the affected &quot;Polling 
Locations&quot; is no longer 
suspended 

 

102 <i>4041 V-31</i>  #comment 
103 <i>Document Reference: DPL Ingest GUI 609: ECS Services Status</i>  #comment 
104 Verify that the Data Pool Ingest GUI no longer shows that file transfers from 

the host are suspended. 
From DPL Ingest GUI, 
Monitoring/ECS Services Status, 
verify that file transfers for H1 is no 
longer suspended 

 

105 <i>4041 V-32</i>  #comment 
106 <i>Document Reference: DPL Ingest GUI 609: Provider Status List, Provider 

Status Detail</i> 
 #comment 

107 Verify that the Data Pool Ingest GUI no longer shows that notification for the 
affected providers is suspended 

From DPL Ingest GUI, 
Monitoring/Provider Status, select 
each affected provider and verify that 
under &quot;Notification 
Information,&quot; FTP status is no 
longer suspended. 

 

108 <i>4041 V-33</i>  #comment 
109 <i>Document Reference: DPL Ingest GUI 609: FTP Host Status</i>  #comment 
110 Verify that the Data Pool Ingest GUI no longer shows that notification for the 

host is suspended 
From DPL Ingest GUI, 
Monitoring/Transfer Host Status, 
verify that notification for H1 is no 
longer suspended 
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111 <i>4041 V-34</i>  #comment 
112 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List, 

Active Ingest Request Detail</i> 
 #comment 

113 Verify that polling for the polling location resumes. Check /datapool/[MODE]/usr/[File 
System]/pds/[Provider Name]/[Polling 
Location]/ to verify that PDRs are 
being picked up from the polling 
location and transferred to this 
temporary directory. 

 

114 <i>4041 V-35</i>  #comment 
115 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

116 Verify that file transfers from the host resume. From DPL Ingest GUI, 
Monitoring/Ingest Request/Ingest 
Request Detail for requests coming in 
from H1, check granule details to 
identify the directory where data is to 
be transferred. Go to these directories 
and verify that data files are 
appearing. 

 

117 <i>4041 V-36</i>  #comment 
118 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

List</i> 
 #comment 

119 Verify that notifications to the host resume. a. From DPL Ingest GUI, 
Configuration/Providers, go to the 
details of the relevant provider page 
and under &quot;scp Info&quot; 
identify the path set to receive 
notifications.<br /><br />b. Monitor 
this directory to verify that 
notifications are arriving from active 
requests. 

 

120 <i>4041 V-37</i>  #comment 
121 Verify that the resumption is reflected in log entries in the application log. a. Check 

EcDlInProcessingService.ALOG to 
verify that file transfers to H1 have 
resumed<br /><br />b. Check 
EcDlInPollingService.ALOG to verify 
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that polling from H1 has resumed<br 
/><br />c. Check 
EcDlInNotiService.ALOG to verify 
that polling from H1 has resumed 

122 <i>4042 S-1</i>  #comment 
123 [scp Polling - Login Error] This criterion may be verified by a separate test 

procedure or as part of the test procedure for criteria 300 to 395. It repeats the 
setup and verification steps in criterion 4020 using a provider requiring 
polling via scp and substituting its scp host for the FTP host used in criterion 
4020. 

  

124 <i>4042 S-2</i>  #comment 
125 <i>Document Reference: DPL Ingest GUI 609: FTP Host Configuration</i>  #comment 
126 Ensure that the host used for the verification is configured for automatic retry. From DPL Ingest GUI, 

Configuration/Transfer Hosts, click on 
the &quot;view/edit&quot; button of 
the acg host (H1) and ensure that the 
Auto Retry box is checked. 

 

127 <i>4042 S-3</i>  #comment 
128 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

List</i> 
 #comment 

129 Ensure that there is at least one provider that requires this host and that uses 
the host for polling and file transfers via scp. Ensure that there are other 
providers that do not require that host. 

a. From DPL Ingest GUI, 
Configuration/Providers, go to the 
details of MODAPS_TERRA_FPROC 
and identify the directories for each of 
its polling locations<br /><br />b. 
Ensure that all the PDRs from C1 
described in &quot;Test Data 
Requirements&quot; are configured to 
require H1 for file transfers (PDR 
should have NODE_NAME = H1 for 
all granules).<br /><br />c. From the 
provider detail, one by one, modify 
each of the polling locations by 
selecting &quot;[edit...]&quot; On the 
page that appears, select &quot;Pick 
an existing host.&quot; Select H1 
from the drop-down of existing 
hosts.<br /><br />d. From the provider 
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detail page set &quot;Transfer 
Type&quot; to scp.<br /><br />e. 
From DPL Ingest GUI, 
Configuration/Providers, check the 
details for MODAPS_AQUA_FPROC 
and MODAPS_COMBINE_FPROC 
and ensure that they are configured to 
use the icg host. 

130 <i>4042 S-4</i>  #comment 
131 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
132 Ensure that an e-mail address is configured for alert notifications. From DPL Ingest GUI, Interventions 

&amp; Alerts / System Alerts, verify 
that at the top of the page the field 
&quot;Ingest Alerts are sent as email 
to:&quot; is configured to a valid e-
mail address. 

 

133 <i>4042 S-5</i>  #comment 
134 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions List</i>  #comment 
135 Introduce a condition that makes it impossible to login to the host (e.g., 

change the password/phrase). Make sure the error condition does not 
duplicate one of the conditions tested by other polling alert criteria. 

a. From DPL Ingest GUI, Home, 
verify that the number of alerts 
pending.<br /><br />b. Modify the 
PDRs using H1 by changing their 
users to a user name that does not exist 
so that they will not be able to login to 
the host. 

 

136 <i>4042 V-1</i>  #comment 
137 <i>Document Reference: DPL Ingest GUI 609: Ingest Interventions List</i>  #comment 
138 Verify that alerts are raised for polling and file transfers without retrying. a. Check EcDlInPollingService.ALOG 

to verify that the alerts for polling and 
file transfers were raised without 
retrying<br /><br />b. From DPL 
Ingest GUI, Interventions &amp; 
Alerts/Interventions, verify that alerts 
are raised by the polling and file 
transfers connected to H1 

 

139 <i>4042 V-2</i>  #comment 
140 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
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141 Verify that the alerts are logged in the Data Pool Ingest application log in 

accordance with S-DPL-18330. 
While checking the logs, perform 
clause text. 

 

142 <i>4042 V-3</i>  #comment 
143 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
144 Verify that appropriate error log entries appear in the log preceding the alert 

log entries and that these log entries comply with S-DPL-18320. 
Check 
EcDlInProcessingService.ALOG to 
verify that the login error is recorded 
in the log in accordance with S-DPL-
18320. 

 

145 <i>4042 V-4</i>  #comment 
146 Verify that the application log contains entries that reflect the suspension of 

correct queues and services. 
Check EcDlInPollingService.ALOG 
to verify that the suspension of polling 
services from H1 has been logged. 

 

147 <i>4042 V-5</i>  #comment 
148 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
149 Verify that the Data Pool Ingest GUI status page shows that an alert is 

pending and some services are suspended. 
From DPL Ingest GUI, Home, verify 
that the number of alerts pending has 
been incremented. No new services 
should be suspended. 

 

150 <i>4042 V-6</i>  #comment 
151 <i>Document Reference: DPL Ingest GUI 609: Provider Status List</i>  #comment 
152 Verify that the Data Pool Ingest GUI shows that polling and file transfer for 

the affected providers were suspended due to an alert (i.e., automatically), 
and that the nature of the indication is correct (i.e., it shows whether all or 
only some polling locations are affected). [Note: the timing of the polling and 
transfer alerts depends on the current workload mix and the alerts, therefore, 
need not occur at the same time.] 

a. From DPL Ingest GUI, 
Monitoring/Provider Status, verify that 
the provider status for the affected 
providers was suspended 
automatically due to an alert.<br /><br 
/>b. Verify that the appropriate 
number of polling locations has been 
suspended. 

 

153 <i>4042 V-7</i>  #comment 
154 <i>Document Reference: DPL Ingest GUI 609: FTP Host Status, ECS 

Services Status</i> 
 #comment 

155 Verify that the Data Pool Ingest GUI shows that polling and transfers for that 
host for that provider is suspended. 

a. From DPL Ingest GUI, 
Monitoring/Transfer Host Status, 
verify that Polling/Transfer Status for 
H1 is suspended<br /><br />b. From 
DPL Ingest GUI, Monitoring/ECS 
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Services Status, verify that file 
transfers for H1 are suspended 

156 <i>4042 V-8</i>  #comment 
157 <i>Document Reference: DPL Ingest GUI 609: Provider Status List, Provider 

Status Detail</i> 
 #comment 

158 Verify that the Data Pool Ingest GUI shows that polling for the affected 
polling directories was suspended due to an alert (i.e., automatically). 

From DPL Ingest GUI, 
Monitoring/Provider Status, view the 
details for each affected provider and 
verify that the polling directories 
containing requests utilizing H1 are 
suspended. 

 

159 <i>4042 V-9</i>  #comment 
160 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 

161 Verify that polling and file transfers are being retried according to the 
configured retry interval, as opposed to the normal polling cycle. 

a. From DPL Ingest GUI, 
Configuration/Global Tuning, identify 
the host retry interval for 
notifications.<br /><br />b. Check 
EcDlInPollingService.ALOG to verify 
that polling from H1 is being retried 
according to this host retry interval 

 

162 <i>4042 V-10</i>  #comment 
163 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List, 

Active Ingest Request Detail</i> 
 #comment 

164 Verify that polling for polling locations that do not reside on that host 
continues. 

From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
new requests are arriving from polling 
locations other than those that reside 
on H1 continue (check request details 
for each request to identify its polling 
location). 

 

165 <i>4042 V-11</i>  #comment 
166 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

167 Verify that file transfers from other hosts continue. From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
requests from other hosts move past 
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the &quot;Inserting&quot; state. 

168 <i>4042 V-12</i>  #comment 
169 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List, 

Provider Configuration List</i> 
 #comment 

170 Ensure that at least one other provider employing a different login uses the 
same host for polling and transfers and that this provider is not affected by 
the login problem and verify that polling and file transfers for that provider 
from that host continue. 

a. From DPL Ingest GUI, 
Configuration/Providers, go to the 
details of another selected provider 
and identify the directories for each of 
its polling locations<br /><br />b. 
Modify all the PDRs in the polling 
directories of this provider so that they 
require H1 for file transfers. This may 
be done by changing the 
NODE_NAME of each granule in the 
PDR to equal H1.<br /><br />c. From 
the provider detail, one by one, modify 
each of the polling locations by 
selecting &quot;[edit...]&quot; On the 
page that appears, select &quot;Pick 
an existing host.&quot; Select H1 
from the drop-down of existing 
hosts.<br /><br />d. From the provider 
detail page set &quot;Transfer 
Type&quot; to scp.<br /><br />e. 
From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
requests from thisrovider move past 
the &quot;Inserting&quot; state.<br 
/><br />f. From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
new requests are arriving from this 
provider. 

 

171 <i>4042 V-13</i>  #comment 
172 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
173 Verify that two alert e-mails were sent (one for each alert) to the configured 

e-mail address and that the e-mails contain the information specified in S-
DPL-17700. 

Perform clause text.  

174 <i>4042 V-14</i>  #comment 
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175 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
176 Verify that information provided in the alert e-mails is correct and matches 

the information shown in the alert monitoring screen. 
a. Verify that the e-mail reports on the 
suspension of the polling and file 
transfers for H1.<br /><br />b. From 
DPL Ingest GUI, Interventions &amp; 
Alerts / System Alerts, verify that the 
contents of the e-mail match the 
contents of the alerts. 

 

177 <i>4042 V-15</i>  #comment 
178 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
179 Verify that the alert monitoring screen lists the alerts. From DPL Ingest GUI, Interventions 

&amp; Alerts, System Alerts, verify a 
HOST_LOGIN alert is displayed. 

 

180 <i>4042 V-16</i>  #comment 
181 <i>Document Reference: DPL Ingest GUI 609: System Alerts; DP_S6_01 

ticket</i> 
 #comment 

182 Verify that the alert monitoring screen displays the information specified in 
S-DPL-17730. 

From DPL Ingest GUI, Interventions 
&amp; Alerts, System Alerts, perform 
clause text. 

 

183 <i>4042 V-17</i>  #comment 
184 <i>Document Reference: DPL Ingest GUI 609: System Alerts; DP_S6_01 

ticket</i> 
 #comment 

185 Verify that it is possible to display detailed information about each alert 
including the information specified in S-DPL-17760. 

On DPL Ingest GUI, Interventions 
&amp; Alerts/Alerts, view alert details 
and verify that alert details include the 
information specified in S-DPL-
17760. 

 

186 <i>4042 V-18</i>  #comment 
187 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

188 Verify that no granules were suspended as a result of this condition. From DPL Ingest GUI, 
Monitoring/Request Status, check 
each request configured to use H1, 
note all granule ids related to these 
requests, and verify in Granule Details 
that none of these granules were 
suspended as a result of the suspended 
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# Action Expected Result Notes 
services. 

189 <i>4042 V-19</i>  #comment 
190 <i>Document Reference: DPL Ingest GUI 609:</i>  #comment 
191 Ensure that granules are active that require the host for file transfer. Verify 

that no more file transfer or other operations are dispatched for them except 
as needed for retry to clear the alert condition. For example, these may be 
granules that were active at the time of the alert and were queued for transfer 
or whose transfer failed but which were not suspended because the alert was 
already raised. 

a. From DPL Ingest GUI, 
Monitoring/Request Status/Request 
Status Details, verify that all granules 
connected to requests configured to 
use H1 are active.<br /><br />b. 
Check 
EcDlInProcessingService.ALOG to 
verify that no more file transfer or 
other operations were dispatched for 
the relevant granules after H1 was 
suspended. 

 

192 <i>4042 V-20</i>  #comment 
193 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

194 Ensure that there are ingest requests that are validated and queued for 
activation that require the host. Verify that these ingest requests are not being 
activated. 

From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
new requests requiring H1 have 
appeared since the suspension of H1 
but have not moved past the 
&quot;New&quot; state. 

 

195 <i>4042 V-21</i>  #comment 
196 <i>Document Reference: DPL Ingest GUI 609:</i>  #comment 
197 Ensure that there are granules in active requests that require the host. Verify 

that these granules are not being activated. 
On DPL Ingest GUI, 
Monitoring/Request Status, view the 
details for each of the new requests 
coming in and verify that each has 
granules and that these granules are 
not moving past the 
&quot;New&quot; state. 

 

198 <i>4042 V-22</i>  #comment 
199 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List, 

Provider Status List</i> 
 #comment 

200 Verify that ingest requests are no longer counted against the request and 
granule provider and system limits once they reach a state where the only 

a. From DPL Ingest GUI, 
Monitoring/Request Status, note the 
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# Action Expected Result Notes 
granules they contain that still need to be processed require that host for 
transferring (i.e. once they reach the state where they are stuck). 

number of requests and granules from 
each provider that require H1 for 
processing and are thus stuck in a 
particular state. Also record the 
number of requests and granules that 
are not stuck due to H1's 
suspension.<br /><br />b. From DPL 
Ingest GUI, Monitoring/Provider 
Status, verify that the number of 
requests and granules queued for each 
provider is equivalent to the total that 
were not stuck on the requests page. 

201 <i>4042 V-23</i>  #comment 
202 <i>Document Reference: DPL Ingest GUI 609: System Alerts, FTP Host 

Configuration</i> 
 #comment 

203 Correct the error condition that caused the alerts. Verify that the alerts are 
closed no later than the configured retry time and that the closure time is 
reflected in the closed alert information. 

a. From DPL Ingest GUI, 
Configuration/Transfer Hosts, select 
H1 and note the configured retry 
time.<br /><br />b. Correct the 
appropriate PDRs so that they contain 
the appropriate user name to login to 
the host<br /><br />c. From DPL 
Ingest GUI, Interventions &amp; 
Alerts/Alerts, verify that the alert 
closes.<br /><br />d. View the closed 
alert information and verify that the 
time of its closure was within the 
configured retry time. 

 

204 <i>4042 V-24</i>  #comment 
205 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
206 Verify that the Data Pool Ingest GUI status page no longer indicates a 

pending alert condition (Note that this assumes that there are no other alert 
conditions to be resolved). 

From DPL Ingest GUI, Home, verify 
that there is no longer an alert pending 
(presupposing no other alert 
conditions are left to be resolved) 

 

207 <i>4042 V-25</i>  #comment 
208 <i>Document Reference: DPL Ingest GUI 609: Provider Status List</i>  #comment 
209 Verify that the Data Pool Ingest GUI no longer shows that polling for the 

affected providers is suspended (Note that this assumes that there are no other 
From DPL Ingest GUI, 
Monitoring/Provider Status, verify that 
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# Action Expected Result Notes 
alert conditions to be resolved for that provider.) Polling/Transfer Status for the affected 

providers is no longer suspended 
210 <i>4042 V-26</i>  #comment 
211 <i>Document Reference: DPL Ingest GUI 609: ECS Services Status</i>  #comment 
212 Verify that the Data Pool Ingest GUI no longer shows that file transfers from 

the host are suspended. 
From DPL Ingest GUI, 
Monitoring/ECS Services Status, 
verify that file transfers for H1 is no 
longer suspended 

 

213 <i>4042 V-27</i>  #comment 
214 <i>Document Reference: DPL Ingest GUI 609: FTP Host Status</i>  #comment 
215 Verify that the Data Pool Ingest GUI shows that polling for the host is no 

longer suspended. 
From DPL Ingest GUI, 
Monitoring/Transfer Host Status, 
verify that Polling Status for H1 is no 
longer suspended 

 

216 <i>4042 V-28</i>  #comment 
217 <i>Document Reference: DPL Ingest GUI 609: Provider Status List, Provider 

Status Detail</i> 
 #comment 

218 Verify that the Data Pool Ingest GUI shows that polling for the affected 
polling directories is no longer suspended. 

From DPL Ingest GUI, 
Monitoring/Provider status, select 
each affected provider and verify that 
polling for the affected &quot;Polling 
Locations&quot; is no longer 
suspended 

 

219 <i>4042 V-29</i>  #comment 
220 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List, 

Active Ingest Request Detail</i> 
 #comment 

221 Verify that polling from the host resumes. From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
new requests are arriving from the 
relevant polling locations (check 
request details for requests with the 
relevant provider to identify its polling 
location). 

 

222 <i>4042 V-30</i>  #comment 
223 <i>Document Reference: DPL Ingest GUI 609: ECS Services Status</i>  #comment 
224 Verify that the Data Pool Ingest GUI no longer shows that file transfers from 

the host are suspended. 
From DPL Ingest GUI, 
Monitoring/ECS Services Status, 
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# Action Expected Result Notes 
verify that file transfers for H1 is no 
longer suspended 

225 <i>4042 V-31</i>  #comment 
226 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

227 Verify that file transfers from the host resume. From DPL Ingest GUI, 
Monitoring/Ingest Request/Ingest 
Request Detail for requests coming in 
from H1, check granule details to 
identify the directory where data is to 
be transferred. Go to these directories 
and verify that data files are 
appearing. 

 

228 <i>4042 V-32</i>  #comment 
229 Verify that the resumption is reflected in log entries in the application log. a. Check EcDlInPollingService.ALOG 

to verify that polling from H1 has 
resumed.<br /><br />b. Check 
EcDlInProcessingService.ALOG to 
verify that file transfers to H1 have 
resumed. 

 

230 <i>4043 S-1</i>  #comment 
231 [scp Polling - Consecutive Transfer Errors] This criterion may be verified by 

a separate test procedure or as part of the test procedure for criteria 300 to 
395. It repeats the setup and verification steps in criterion 4030 using a 
provider requiring polling via scp and substituting its scp host for the FTP 
host used in criterion 4030. 

  

232 <i>4043 S-2</i>  #comment 
233 <i>Document Reference: DPL Ingest GUI 609: FTP Host Configuration</i>  #comment 
234 Ensure that the host used for verification is configured for automatic retry. From DPL Ingest GUI, 

Configuration/Transfer Hosts, click on 
the &quot;view/edit&quot; button of 
the acg host (H1) and ensure that the 
Auto Retry box is checked. 

 

235 <i>4043 S-3</i>  #comment 
236 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

List</i> 
 #comment 

237 Ensure that there are at least two providers that require this host and that use a. From DPL Ingest GUI,  
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# Action Expected Result Notes 
scp as their ingest protocol. Configuration/Providers, go to the 

details of MODAPS_TERRA_FPROC 
and MODAPS_AQUA_FPROC and 
identify the directories for each of 
their polling locations. Ensure the 
&quot;Transfer Type&quot; is 
&quot;scp&quot; for each.<br /><br 
/>b. Ensure all the PDRs in the polling 
directories of these providers require 
H1 for file transfers. This may be done 
by changing the NODE_NAME of 
each granule in the PDR to equal H1. 

238 <i>4043 S-4</i>  #comment 
239 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
240 Ensure that an e-mail address is configured for alert notifications From DPL Ingest GUI, Interventions 

&amp; Alerts / System Alerts, verify 
that at the top of the page the field 
&quot;Ingest Alerts are sent as email 
to:&quot; is configured to a valid e-
mail address. 

 

241 <i>4043 S-5</i>  #comment 
242 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 

243 Change the current configuration of consecutive transfer errors during polling 
that will trigger an alert but ensure that that the number of consecutive errors 
that trigger the alert is configured to no less than 3. 

From DPL Ingest GUI, 
Configuration/Global Tuning, set 
MAX_CONSEC_XFER_ERRORS_P
DR to 3 

 

244 <i>4043 V-1</i>  #comment 
245 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

List</i> 
 #comment 

246 Let a minute pass from entering the configuration change; then introduce a 
condition that results in consecutive errors during the next polling cycle (e.g. 
remove the referenced files). Make sure the error condition does not duplicate 
one of the conditions tested by other polling alert criteria. The error condition 
may cause other DPL ingest servers to raise alerts, in which case the 
corresponding criteria may be checked off by performing their verification 
steps during the same test. 

a. From DPL Ingest GUI, Home, 
identify the number of alerts pending 
and the &quot;Num. Suspended ECS 
Services&quot;<br /><br />b. From 
DPL Ingest GUI, 
Configuration/Providers, go to the 
details of one of the previously 
selected providers and identify its 
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# Action Expected Result Notes 
polling location.<br /><br />c. Go to 
the polling location and identify the 
directory locations of one of the PDRs 
and identify the data directory of one 
of the granules.<br /><br />d. Wait 
one minute after the configuration 
change<br /><br />e. Go to the data 
directory identified and move the 
referenced files, thereby causing 
consecutive errors during the next 
polling cycle. 

247 <i>4043 V-2</i>  #comment 
248 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 

249 Verify that an alert is raised after the configured number of consecutive errors 
but not before 

Check EcDlInPollingService.ALOG 
to verify 3 errors are logged prior to 
the alert 
(MAX_CONSEC_XFER_ERRORS_P
DR configured in Criterion 4043 S-5) 

 

250 <i>4043 V-3</i>  #comment 
251 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
252 Verify that the alert is logged in the Data Pool Ingest application log in 

accordance with S-DPL-18330. 
While checking the log, perform 
clause text 

 

253 <i>4043 V-4</i>  #comment 
254 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
255 Verify that appropriate error log entries appear in the log preceding the alert 

log entry and that these log entries comply with S-DPL-18320. 
Check 
EcDlInProcessingService.ALOG to 
verify that an error regarding the 
missing data files is recorded in the 
log in accordance with S-DPL-18320. 

 

256 <i>4043 V-5</i>  #comment 
257 Verify that the application log contains entries that reflect the suspension of 

correct queues / services. 
Check EcDlInPollingService.ALOG 
to verify that the suspension of polling 
services to H1 has been logged. 

 

258 <i>4043 V-6</i>  #comment 
259 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
260 Verify that the Data Pool Ingest GUI status page shows that an alert is From DPL Ingest GUI, Home, verify  
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pending and some services are suspended. that the number of alerts pending and 

the &quot;Num. Suspended ECS 
Services&quot; have been 
incremented. 

261 <i>4043 V-7</i>  #comment 
262 <i>Document Reference: DPL Ingest GUI 609: Provider Status List</i>  #comment 
263 Verify that the Data Pool Ingest GUI shows that polling for the affected 

providers was suspended due to an alert (i.e. automatically) and that the 
nature of the indication is correct (i.e. it correctly shows whether all or only 
some polling locations are affected). 

a. From DPL Ingest GUI, 
Monitoring/Provider Status, verify that 
the provider status for the affected 
providers was suspended 
automatically due to an alert.<br /><br 
/>b. Verify that the appropriate 
number of polling locations has been 
suspended. 

 

264 <i>4043 V-8</i>  #comment 
265 <i>Document Reference: DPL Ingest GUI 609: FTP Host Status</i>  #comment 
266 Verify that the Data Pool Ingest GUI shows that polling for the host is 

suspended. 
From DPL Ingest GUI, 
Monitoring/Transfer Host Status, 
verify that Polling Status for H1 is 
suspended 

 

267 <i>4043 V-9</i>  #comment 
268 <i>Document Reference: DPL Ingest GUI 609: Provider Status List, Provider 

Status Detail</i> 
 #comment 

269 Verify that the Data Pool Ingest GUI shows that polling for the affected 
polling directories was suspended due to an alert (i.e. automatically). 

From DPL Ingest GUI, 
Monitoring/Provider Status, view the 
details for each affected provider and 
verify that the polling directories 
containing requests utilizing H1 are 
suspended. 

 

270 <i>4043 V-10</i>  #comment 
271 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 

272 Verify that polling is being retried according to the configured retry interval 
as opposed to the normal polling cycle. 

a. From DPL Ingest GUI, 
Configuration/Global Tuning, identify 
the current setting of the host retry 
interval 
(DEFAULT_RETRY_INTERVAL)<b
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r /><br />b. Check 
EcDlInPollingService.ALOG to verify 
the timestamps between polling 
attempts from H1 match the host retry 
interval, rather than the polling 
interval. 

273 <i>4043 V-11</i>  #comment 
274 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List, 

Active Ingest Request Detail</i> 
 #comment 

275 Verify that polling for polling locations that do not reside on that host 
continues. 

From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
new requests are arriving from polling 
locations other than those that reside 
on H1 continue (check request details 
for each request to identify its polling 
location). 

 

276 <i>4043 V-12</i>  #comment 
277 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
278 Verify that an e-mail was sent regarding the alert to the configured e-mail 

address and that the e-mail contains the information specified in S-DPL-
17700. 

Perform clause text.  

279 <i>4043 V-13</i>  #comment 
280 Verify that information provided in the alert e-mail is correct and matches the 

information shown in the alert monitoring screen. 
a. Verify that the e-mail reports on the 
suspension of all services connected to 
H1<br /><br />b. From DPL Ingest 
GUI, Interventions &amp; Alerts / 
System Alerts, verify that the contents 
of the e-mail match the contents of the 
alerts. 

 

281 <i>4043 V-14</i>  #comment 
282 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
283 Verify that the alert monitoring screen lists the alert. From DPL Ingest GUI, Interventions 

&amp; Alerts, System Alerts, verify a 
POLL_LOC_INVALID_DATA alert 
is displayed. 

 

284 <i>4043 V-15</i>  #comment 
285 <i>Document Reference: DPL Ingest GUI 609: System Alerts; DP_S6_01  #comment 
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ticket</i> 

286 Verify that the alert monitoring screen displays the information specified in 
S-DPL-17730. 

From DPL Ingest GUI, Interventions 
&amp; Alerts / System Alerts, perform 
clause text. 

 

287 <i>4043 V-16</i>  #comment 
288 <i>Document Reference: DPL Ingest GUI 609: System Alerts; DP_S6_01 

ticket</i> 
 #comment 

289 Verify that it is possible to display detailed information about the alert 
including the information specified in S-DPL-17760. 

a. On DPL Ingest GUI, Interventions 
&amp; Alerts/Alerts, view alert details 
and verify that alert details include the 
information specified in S-DPL-
17760.<br /><br />b. Note the AlertID 
for use in Criterion 4043 V-17. 

 

290 <i>4043 V-17</i>  #comment 
291 <i>Document Reference: DPL Ingest GUI 609: System Alerts, FTP Host 

Configuration</i> 
 #comment 

292 Correct the error condition that caused the alert. Verify that the alert is closed 
no later than the configured retry time and that the closure time is reflected in 
the closed alert information. 

a. From DPL Ingest GUI, 
Configuration/Transfer Hosts, select 
H1 and note the configured retry 
time.<br /><br />b. From an xterm, 
type &quot;date&quot; into the 
command line to identify the current 
system time.<br /><br />c. Return the 
metadata files moved at the beginning 
of criteria 4043 to their proper 
location.<br /><br />d. From DPL 
Ingest GUI, Interventions &amp; 
Alerts/Alerts, verify that the alert 
closes.<br /><br />e. From the ingest 
database, select * from 
InOperatorAlert where AlertID = 
[AlertID]. Verify that the 
CompletionDate is within one minute 
after the configured retry time plus the 
time when the error condition was 
corrected. (Alert ID recorded in 
Criterion 4043 V-16. 

 

293 <i>4043 V-18</i>  #comment 
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294 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
295 Verify that the Data Pool Ingest GUI status page no longer indicates a 

pending alert condition (Note that this assumes that there are no other alert 
conditions to be resolved). 

From DPL Ingest GUI, Home, verify 
that there is no longer an alert pending 
(presupposing no other alert 
conditions are left to be resolved) 

 

296 <i>4043 V-19</i>  #comment 
297 <i>Document Reference: DPL Ingest GUI 609: Provider Status List</i>  #comment 
298 Verify that the Data Pool Ingest GUI no longer shows that polling for the 

affected providers is suspended (Note that this assumes that there are no other 
alert conditions to be resolved for that provider.) 

From DPL Ingest GUI, 
Monitoring/Provider Status, verify that 
Polling/Transfer Status for the affected 
providers is no longer suspended 

 

299 <i>4043 V-20</i>  #comment 
300 <i>Document Reference: DPL Ingest GUI 609: FTP Host Status</i>  #comment 
301 Verify that the Data Pool Ingest GUI shows that polling for the host is no 

longer suspended. 
From DPL Ingest GUI, 
Monitoring/Transfer Host Status, 
verify that Polling Status for H1 is no 
longer suspended 

 

302 <i>4043 V-21</i>  #comment 
303 <i>Document Reference: DPL Ingest GUI 609: Provider Status List, Provider 

Status Detail</i> 
 #comment 

304 Verify that the Data Pool Ingest GUI shows that polling for the affected 
polling directories is no longer suspended. 

From DPL Ingest GUI, 
Monitoring/Provider status, select 
each affected provider and verify that 
polling for the affected &quot;Polling 
Locations&quot; is no longer 
suspended 

 

305 <i>4043 V-22</i>  #comment 
306 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List, 

Active Ingest Request Detail</i> 
 #comment 

307 Verify that polling for the polling location resumes. Check /datapool/[MODE]/usr/[File 
System]/pds/[Provider Name]/[Polling 
Location]/ to verify that PDRs are 
being picked up from the polling 
location and transferred to this 
temporary directory. 

 

308 <i>4043 V-23</i>  #comment 
309 Verify that the resumption is reflected in log entries in the application log. Check EcDlInPollingService.ALOG  
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to verify that resumption of polling 
services to H1 has been logged. 

310 <i>4044 S-1</i>  #comment 
311 [scp Polling - Consecutive Timeouts] This criterion may be verified by a 

separate test procedure or as part of the test procedure for criteria 300 to 395. 
This criterion repeats the setup and verification steps in criterion 4040 using a 
provider requiring polling via scp and substituting its scp host for the FTP 
host used in criterion 4040. 

  

312 <i>4044 S-2</i>  #comment 
313 <i>Document Reference: DPL Ingest GUI 609: FTP Host Configuration</i>  #comment 
314 Ensure that the host used for the verification is configured for automatic retry. From DPL Ingest GUI, 

Configuration/Transfer Hosts, click on 
the &quot;view/edit&quot; button of 
the acg host (H1) and ensure that the 
Auto Retry box is checked. 

 

315 <i>4044 S-3</i>  #comment 
316 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

List</i> 
 #comment 

317 Ensure that there are at least two providers using scp as their ingest protocol 
with at least one polling location each that requires this host. 

a. From DPL Ingest GUI, 
Configuration/Providers, go to the 
details of MODAPS_TERRA_FPROC 
and MODAPS_AQUA_FPROC and 
identify the directories for each of 
their polling locations. Ensure both 
have a &quot;Transfer Type&quot; set 
to &quot;scp&quot;<br /><br />b. 
From DPL Ingest GUI, 
Configuration/Providers, modify one 
of the polling locations for each 
provider by selecting 
&quot;[edit...]&quot; On the page that 
appears, select &quot;Pick an existing 
host.&quot; Select H1 from the drop-
down of existing hosts. 

 

318 <i>4044 S-4</i>  #comment 
319 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 
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320 Ensure that that the number of consecutive errors that trigger the alert is 

configured to no less than 3. 
From DPL Ingest GUI, 
Configuration/Global Tuning, set 
MAX_CONSEC_XFER_ERRORS_P
DR to 3 

 

321 <i>4044 S-5</i>  #comment 
322 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
323 Ensure that an e-mail address is configured for alert notifications From DPL Ingest GUI, Interventions 

&amp; Alerts / System Alerts, verify 
that at the top of the page the field 
&quot;Ingest Alerts are sent as email 
to:&quot; is configured to a valid e-
mail address. 

 

324 <i>4044 S-6</i>  #comment 
325 <i>Document Reference: DPL Ingest GUI 609: FTP Host Configuration</i>  #comment 
326 Introduce a condition that results in time-out errors during the next polling 

cycle (e.g. set the time out parameters so low that it is impossible to meet 
them). Make sure the error condition does not duplicate one of the conditions 
tested by other polling alert criteria. The error condition may cause other DPL 
ingest servers to raise alerts, in which case the corresponding criteria may be 
checked off by performing their verification steps during the same test. 

a. From DPL Ingest GUI, Home, 
identify the number of alerts pending 
and the &quot;Num. Suspended ECS 
Services&quot;<br /><br />b. From 
DPL Ingest GUI, 
Configuration/Transfer Hosts, go to 
the details page for H1, note the 
preconfigured Pad Time and 
Throughput values, and then set the 
Pad Time to 1 and the Throughput to 2 
GB. 

 

327 <i>4044 V-1</i>  #comment 
328 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 

329 Verify that an alert is raised after the configured number of consecutive errors 
but not before 

Check EcDlInPollingService.ALOG 
to verify 3 errors are logged prior to 
the alert 
(MAX_CONSEC_XFER_ERRORS_P
DR configured in Criterion 4044 S-4) 

 

330 <i>4044 V-2</i>  #comment 
331 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
332 Verify that the alert is logged in the Data Pool Ingest application log in 

accordance with S-DPL-18330. 
While checking the logs, perform 
clause text. 
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333 <i>4044 V-3</i>  #comment 
334 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
335 Verify that appropriate error log entries appear in the log preceding the alert 

log entry and that these log entries comply with S-DPL-18320. 
Check 
EcDlInProcessingService.ALOG to 
verify that the polling timeout error is 
recorded in the log in accordance with 
S-DPL-18320. 

 

336 <i>4044 V-4</i>  #comment 
337 Verify that the application log contains entries that reflect the suspension of 

correct queues / services. 
Check EcDlInPollingService.ALOG 
to verify that the suspension of polling 
services to H1 has been logged. 

 

338 <i>4044 V-5</i>  #comment 
339 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
340 Verify that the Data Pool Ingest GUI status page shows that an alert is 

pending and some services are suspended. 
From DPL Ingest GUI, Home, verify 
that the number of alerts pending and 
the &quot;Num. Suspended ECS 
Services&quot; have been 
incremented. 

 

341 <i>4044 V-6</i>  #comment 
342 <i>Document Reference: DPL Ingest GUI 609: Provider Status List</i>  #comment 
343 Verify that the Data Pool Ingest GUI shows that polling for the affected 

providers was suspended due to an alert (i.e. automatically) and that the 
nature of the indication is correct (i.e. it shows whether all or only some 
polling locations are affected). 

a. From DPL Ingest GUI, 
Monitoring/Provider Status, verify that 
the provider status for the affected 
providers was suspended 
automatically due to an alert.<br /><br 
/>b. Verify that the appropriate 
number of polling locations has been 
suspended. 

 

344 <i>4044 V-7</i>  #comment 
345 <i>Document Reference: DPL Ingest GUI 609: FTP Host Status</i>  #comment 
346 Verify that the Data Pool Ingest GUI shows that polling for the host is 

suspended. 
From DPL Ingest GUI, 
Monitoring/Transfer Host Status, 
verify that Polling Status for H1 is 
suspended 

 

347 <i>4044 V-8</i>  #comment 
348 <i>Document Reference: DPL Ingest GUI 609: Provider Status List, Provider 

Status Detail</i> 
 #comment 
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349 Verify that the Data Pool Ingest GUI shows that polling for the affected 

polling directories was suspended due to an alert (i.e. automatically). 
From DPL Ingest GUI, 
Monitoring/Provider Status, view the 
details for each affected provider and 
verify that the polling directories 
containing requests utilizing H1 are 
suspended. 

 

350 <i>4044 V-9</i>  #comment 
351 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 

352 Verify that polling is being retried according to the configured retry interval 
for the host as opposed to the normal polling cycle. 

a. From DPL Ingest GUI, 
Configuration/Global Tuning, identify 
the host retry interval for 
notifications.<br /><br />b. Check 
EcDlInPollingService.ALOG to verify 
that polling from H1 is being retried 
according to this host retry interval 

 

353 <i>4044 V-10</i>  #comment 
354 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List, 

Active Ingest Request Detail</i> 
 #comment 

355 Verify that polling for polling locations that do not reside on that host 
continues. 

From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
new requests are arriving from polling 
locations other than those that reside 
on H1 continue (check request details 
for each request to identify its polling 
location). 

 

356 <i>4044 V-11</i>  #comment 
357 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
358 Verify that an e-mail was sent regarding the alert to the configured e-mail 

address and that the e-mail contains the information specified in S-DPL-
17700. 

Perform clause text  

359 <i>4044 V-12</i>  #comment 
360 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
361 Verify that information provided in the alert e-mail is correct and matches the 

information shown in the alert monitoring screen. 
a. Verify that the e-mail reports on the 
suspension of all services connected to 
H1<br /><br />b. From DPL Ingest 
GUI, Interventions &amp; Alerts / 
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System Alerts, verify that the contents 
of the e-mail match the contents of the 
alerts. 

362 <i>4044 V-13</i>  #comment 
363 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
364 Verify that the alert monitoring screen lists the alert. From DPL Ingest GUI, Interventions 

&amp; Alerts, System Alerts, verify a 
HOST_TOO_MANY_TIMEOUT 
alert is displayed. 

 

365 <i>4044 V-14</i>  #comment 
366 <i>Document Reference: DPL Ingest GUI 609: System Alerts; DP_S6_01 

ticket</i> 
 #comment 

367 Verify that the alert monitoring screen displays the information specified in 
S-DPL-17730. 

From DPL Ingest GUI, Interventions 
&amp; Alerts / System Alerts, perform 
clause text 

 

368 <i>4044 V-15</i>  #comment 
369 <i>Document Reference: DPL Ingest GUI 609: System Alerts; DP_S6_01 

ticket</i> 
 #comment 

370 Verify that it is possible to display detailed information about the alert 
including the information specified in S-DPL-17760. 

a. On DPL Ingest GUI, Interventions 
&amp; Alerts/Alerts, view alert details 
and verify that alert details include the 
information specified in S-DPL-
17760.<br /><br />b. Note the AlertID 
for use in Criterion 4044 V-18. 

 

371 <i>4044 V-16</i>  #comment 
372 <i>Document Reference: DPL Ingest GUI 609: Provider Status List, Provider 

Status Detail</i> 
 #comment 

373 Using the DPL GUI verify that it is possible to manually suspend the polling 
location. 

From DPL Ingest GUI, 
Monitoring/Provider Status, view the 
details for each of the two providers in 
turn, select the polling locations 
configured to use H1, and press 
&quot;suspend&quot; 

 

374 <i>4044 V-17</i>  #comment 
375 <i>Document Reference: DPL Ingest GUI 609: Provider Status List</i>  #comment 
376 Verify that the Data Pool Ingest GUI shows that polling for that polling 

location is suspended manually rather than automatically due to an alert. 
From DPL Ingest GUI, 
Monitoring/Provider Status, verify that 
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the provider status for the affected 
providers was suspended manually by 
the operator. 

377 <i>4044 V-18</i>  #comment 
378 <i>Document Reference: DPL Ingest GUI 609: System Alerts, FTP Host 

Configuration</i> 
 #comment 

379 Correct the error condition that caused the alert. Verify that the alert is closed 
no later than the configured retry time and that the closure time is reflected in 
the closed alert information. 

a. From DPL Ingest GUI, 
Configuration/Transfer Hosts, select 
H1 and note the configured retry 
time.<br /><br />b. From an xterm, 
type &quot;date&quot; into the 
command line to identify the current 
system time.<br /><br />c. From DPL 
Ingest GUI, Configuration/Transfer 
Hosts, go to the details page for H1, 
and restore time out parameters to 
their original value.<br /><br />d. 
From DPL Ingest GUI, Interventions 
&amp; Alerts/Alerts, verify that the 
alert closes.<br /><br />e. From the 
ingest database, select * from 
InOperatorAlert where AlertID = 
[AlertID]. Verify that the 
CompletionDate is within one minute 
after the configured retry time plus the 
time when the error condition was 
corrected. (AlertID recorded in 
Criterion 4044 V-15). 

 

380 <i>4044 V-19</i>  #comment 
381 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
382 Verify that the Data Pool Ingest GUI status page no longer indicates a 

pending alert condition (Note that this assumes that there are no other alert 
conditions to be resolved). 

From DPL Ingest GUI, Home, verify 
that there is no longer an alert pending 
(presupposing no other alert 
conditions are left to be resolved) 

 

383 <i>4044 V-20</i>  #comment 
384 <i>Document Reference: DPL Ingest GUI 609: Provider Status List</i>  #comment 
385 Verify that the Data Pool Ingest GUI shows the manually suspended polling 

as still suspended. 
From DPL Ingest GUI, 
Monitoring/Provider Status, verify that 
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Polling Status for the affected 
providers continues to be suspended 

386 <i>4044 V-21</i>  #comment 
387 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
388 Verify that the Data Pool Ingest GUI no longer shows polling for the other 

polling locations and other providers as suspended (Note that this assumes 
that are no other alert conditions to be resolved for that provider). 

From DPL Ingest GUI, Home, verify 
that the &quot;Polling Service 
Status&quot; is no longer suspended 

 

389 <i>4044 V-22</i>  #comment 
390 <i>Document Reference: DPL Ingest GUI 609: FTP Host Status</i>  #comment 
391 Verify that the Data Pool Ingest GUI shows that polling for the host is no 

longer suspended. 
From DPL Ingest GUI, 
Monitoring/Transfer Host Status, 
verify that Polling Status for H1 is no 
longer suspended 

 

392 <i>4044 V-23</i>  #comment 
393 <i>Document Reference: DPL Ingest GUI 609: Provider Status List, Provider 

Status Detail</i> 
 #comment 

394 Verify that the Data Pool Ingest GUI shows that polling for the affected 
polling directories is no longer suspended. 

From DPL Ingest GUI, 
Monitoring/Provider status, select 
each affected provider and verify that 
polling for the affected &quot;Polling 
Locations&quot; is no longer 
suspended 

 

395 <i>4044 V-24</i>  #comment 
396 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List, 

Active Ingest Request Detail</i> 
 #comment 

397 Verify that polling for the polling location resumes. Check /datapool/[MODE]/usr/[File 
System]/pds/[Provider Name]/[Polling 
Location]/ to verify that PDRs are 
being picked up from the polling 
location and transferred to this 
temporary directory. 

 

398 <i>4044 V-25</i>  #comment 
399 Verify that the resumption is reflected in log entries in the application log. Check EcDlInPollingService.ALOG 

to verify that the resumption of polling 
services from H1 has been logged. 

 

400 <i>4045 S-1</i>  #comment 
401 [scp Polling -directory does not exist] This criterion may be verified by a   
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# Action Expected Result Notes 
separate test procedure or as part of the test procedure for criteria 300 to 395. 

402 <i>4045 S-2</i>  #comment 
403 <i>Document Reference: DPL Ingest GUI 609: FTP Host Configuration</i>  #comment 
404 Ensure that the host used for the verification is configured for automatic retry. From DPL Ingest GUI, 

Configuration/Transfer Hosts, click on 
the &quot;view/edit&quot; button of 
the acg host (H1) and ensure that the 
Auto Retry box is checked. 

 

405 <i>4045 S-3</i>  #comment 
406 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

List</i> 
 #comment 

407 Ensure that there are at least two providers using scp as their ingest protocol 
with at least one polling location each that requires this host. 

a. From DPL Ingest GUI, 
Configuration/Providers, go to the 
details of MODAPS_TERRA_FPROC 
and MODAPS_AQUA_FPROC and 
identify the directories for each of 
their polling locations. Ensure both 
have &quot;scp&quot; as their 
&quot;Transfer Type&quot;<br /><br 
/>b. From DPL Ingest GUI, 
Configuration/Providers, modify one 
of the polling locations for each 
provider by selecting 
&quot;[edit...]&quot; On the page that 
appears, select &quot;Pick an existing 
host.&quot; Select H1 from the drop-
down of existing hosts. 

 

408 <i>4045 S-4</i>  #comment 
409 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
410 Ensure that an e-mail address is configured for alert notifications From DPL Ingest GUI, Interventions 

&amp; Alerts / System Alerts, verify 
that at the top of the page the field 
&quot;Ingest Alerts are sent as email 
to:&quot; is configured to a valid e-
mail address. 

 

411 <i>4045 S-5</i>  #comment 
412 Introduce an error such that the polling directory on the host for one of the a. From DPL Ingest GUI, Home,  
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# Action Expected Result Notes 
providers does not exist (e.g., remove the polling directory or temporarily 
reconfigure the polling location to use a different directory name.). 

identify the number of alerts 
pending<br /><br />b. Go to the 
polling directory on the host for one of 
the providers and reconfigure the 
polling location to use a different 
directory name. 

413 <i>4045 V-1</i>  #comment 
414 Verify that an alert is raised for the polling location. Check EcDlInPollingService.ALOG 

to verify that an alert is raised for the 
polling location. 

 

415 <i>4045 V-2</i>  #comment 
416 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
417 Verify that the alert is logged in the Data Pool Ingest application log in 

accordance with S-DPL-18330. 
While checking the log, perform 
clause text. 

 

418 <i>4045 V-3</i>  #comment 
419 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
420 Verify that appropriate error log entries appear in the log preceding the alert 

log entry and that these log entries comply with S-DPL-18320. 
Check 
EcDlInProcessingService.ALOG to 
verify that the inaccessible polling 
directory error is recorded in the log in 
accordance with S-DPL-18320. 

 

421 <i>4045 V-4</i>  #comment 
422 Verify that the application log contains entries that reflect the suspension of 

correct queues / services. 
Check EcDlInPollingService.ALOG 
to verify that the suspension of polling 
services has been logged. 

 

423 <i>4045 V-5</i>  #comment 
424 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
425 Verify that the Data Pool Ingest GUI status page shows that an alert is 

pending and some services are suspended. 
From DPL Ingest GUI, Home, verify 
that the number of alerts pending has 
been incremented. No new service 
suspensions should be displayed. 

 

426 <i>4045 V-6</i>  #comment 
427 <i>Document Reference: DPL Ingest GUI 609: Provider Status List, Provider 

Status Detail</i> 
 #comment 

428 Verify that the Data Pool Ingest GUI shows that polling for the affected 
polling location was suspended due to an alert (i.e. automatically). 

From DPL Ingest GUI, 
Monitoring/Provider Status, view the 
details for the appropriate provider 
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and verify that polling for the affected 
polling location was suspended 
automatically due to an alert. 

429 <i>4045 V-7</i>  #comment 
430 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 

431 Verify that polling is being retried according to the configured retry interval 
as opposed to the normal polling cycle. 

a. From DPL Ingest GUI, 
Configuration/Global Tuning, identify 
the current setting of the host retry 
interval 
(DEFAULT_RETRY_INTERVAL)<b
r /><br />b. Check 
EcDlInPollingService.ALOG to verify 
the timestamps between polling 
attempts from H1 match the host retry 
interval, rather than the polling 
interval. 

 

432 <i>4045 V-8</i>  #comment 
433 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

434 Verify that polling for other polling locations continues. From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
new requests are arriving from other 
polling locations. 

 

435 <i>4045 V-9</i>  #comment 
436 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
437 Verify that an e-mail was sent regarding the alert to the configured e-mail 

address and that the e-mail contains the information specified in S-DPL-
17700. 

Perform clause text.  

438 <i>4045 V-10</i>  #comment 
439 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
440 Verify that information provided in the alert e-mail is correct and matches the 

information shown in the alert monitoring screen. 
a. Verify that the e-mail reports on the 
suspension of all services connected to 
H1<br /><br />b. From DPL Ingest 
GUI, Interventions &amp; Alerts / 
System Alerts, verify that the contents 
of the e-mail match the contents of the 
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alerts. 

441 <i>4045 V-11</i>  #comment 
442 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
443 Verify that the alert monitoring screen lists the alert. From DPL Ingest GUI, Interventions 

&amp; Alerts, System Alerts, verify a 
POLL_LOC_INVALID_DATA alert 
is displayed. 

 

444 <i>4045 V-12</i>  #comment 
445 <i>Document Reference: DPL Ingest GUI 609: System Alerts; DP_S6_01 

ticket</i> 
 #comment 

446 Verify that the alert monitoring screen displays the information specified in 
S-DPL-17730. 

From DPL Ingest GUI, Interventions 
&amp; Alerts / System Alerts, perform 
clause text. 

 

447 <i>4045 V-13</i>  #comment 
448 <i>Document Reference: DPL Ingest GUI 609: System Alerts; DP_S6_01 

ticket</i> 
 #comment 

449 Verify that it is possible to display detailed information about the alert 
including the information specified in S-DPL-17760. 

a. On DPL Ingest GUI, Interventions 
&amp; Alerts/Alerts, view alert details 
and verify that alert details include the 
information specified in S-DPL-
17760.<br /><br />b. Note the AlertID 
for use in Criterion 4045 V-14. 

 

450 <i>4045 V-14</i>  #comment 
451 Correct the error condition that caused the alert. Verify that the alert is closed 

no later than the configured retry time and that the closure time is reflected in 
the closed alert information. 

a. From DPL Ingest GUI, 
Configuration/Transfer Hosts, select 
H1 and note the configured retry 
time.<br /><br />b. From an xterm, 
type &quot;date&quot; into the 
command line to identify the current 
system time.<br /><br />c. Go to the 
polling directory whose name was 
altered at the beginning of this 
criterion and reconfigure the polling 
location to use its original directory 
name..<br /><br />d. From DPL 
Ingest GUI, Interventions &amp; 
Alerts/Alerts, verify that the alert 
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closes.<br /><br />e. From the ingest 
database, select * from 
InOperatorAlert where AlertID = 
[AlertID]. Verify that the 
CompletionDate is within one minute 
after the configured retry time plus the 
time when the error condition was 
corrected. (AlertID recorded in 
Criterion 4045 V-13) 

452 <i>4045 V-15</i>  #comment 
453 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
454 Verify that the Data Pool Ingest GUI status page no longer indicates a 

pending alert condition (Note that this assumes that there are no other alert 
conditions to be resolved). 

From DPL Ingest GUI, Home, verify 
that there is no longer an alert pending 
(presupposing no other alert 
conditions are left to be resolved) 

 

455 <i>4045 V-16</i>  #comment 
456 <i>Document Reference: DPL Ingest GUI 609: Provider Status List, Provider 

Status Detail</i> 
 #comment 

457 Verify that the Data Pool Ingest GUI shows that polling for the affected 
polling directory is no longer suspended. 

From DPL Ingest GUI, 
Monitoring/Provider Status, view the 
details for each of the two providers in 
turn and verify that the affected 
polling directory is no longer 
suspended for either provider. 

 

458 <i>4045 V-17</i>  #comment 
459 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List, 

Active Ingest Request Detail</i> 
 #comment 

460 Verify that polling for the polling location resumes. Check /datapool/[MODE]/usr/[File 
System]/pds/[Provider Name]/[Polling 
Location]/ to verify that PDRs are 
being picked up from the polling 
location and transferred to this 
temporary directory. 

 

461 <i>4045 V-18</i>  #comment 
462 Verify that the resumption is reflected in log entries in the application log. Check EcDlInPollingService.ALOG 

to verify that the resumption of polling 
services from H1 has been logged. 
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463 <i>4046 S-1</i>  #comment 
464 [scp Polling - directory permission error] This criterion may be verified by a 

separate test procedure or as part of the test procedure for criteria 300 to 395. 
  

465 <i>4046 S-2</i>  #comment 
466 <i>Document Reference: DPL Ingest GUI 609: FTP Host Configuration</i>  #comment 
467 Ensure that the host used for the verification is configured for automatic retry. From DPL Ingest GUI, 

Configuration/Transfer Hosts, click on 
the &quot;view/edit&quot; button of 
the acg host (H1) and ensure that the 
Auto Retry box is checked. 

 

468 <i>4046 S-3</i>  #comment 
469 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

List</i> 
 #comment 

470 Ensure that there are at least two providers using scp as their ingest protocol 
with at least one polling location each that requires this host. 

a. From DPL Ingest GUI, 
Configuration/Providers, go to the 
details of MODAPS_TERRA_FPROC 
and MODAPS_AQUA_FPROC and 
identify the directories for each of 
their polling locations. Ensure both 
have &quot;scp&quot; as their 
&quot;Transfer Type&quot;<br /><br 
/>b. From DPL Ingest GUI, 
Configuration/Providers, modify one 
of the polling locations for each 
provider by selecting 
&quot;[edit...]&quot; On the page that 
appears, select &quot;Pick an existing 
host.&quot; Select H1 from the drop-
down of existing hosts. 

 

471 <i>4046 S-4</i>  #comment 
472 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
473 Ensure that an e-mail address is configured for alert notifications From DPL Ingest GUI, Interventions 

&amp; Alerts / System Alerts, verify 
that at the top of the page the field 
&quot;Ingest Alerts are sent as email 
to:&quot; is configured to a valid e-
mail address. 
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474 <i>4046 S-5</i>  #comment 
475 Introduce an error that causes a permission problem during polling. a. From DPL Ingest GUI, Home, 

identify the number of alerts 
pending<br /><br />b. Go to the 
polling directory and take away 
read/write permissions from the 
directory; this should cause a 
permission problem during polling. 

 

476 <i>4046 V-1</i>  #comment 
477 Verify that an alert is raised for the polling location. Check EcDlInPollingService.ALOG 

to verify that an alert is raised for the 
polling location. 

 

478 <i>4046 V-2</i>  #comment 
479 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
480 Verify that the alert is logged in the Data Pool Ingest application log in 

accordance with S-DPL-18330. 
While checking the logs, perform 
clause text. 

 

481 <i>4046 V-3</i>  #comment 
482 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
483 Verify that appropriate error log entries appear in the log preceding the alert 

log entry and that these log entries comply with S-DPL-18320. 
Check 
EcDlInProcessingService.ALOG to 
verify that the polling permission error 
is recorded in the log in accordance 
with S-DPL-18320. 

 

484 <i>4046 V-4</i>  #comment 
485 Verify that the application log contains entries that reflect the suspension of 

correct queues / services. 
Check EcDlInPollingService.ALOG 
to verify that the suspension of polling 
services from H1 has been logged. 

 

486 <i>4046 V-5</i>  #comment 
487 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
488 Verify that the Data Pool Ingest GUI status page shows that an alert is 

pending and some services are suspended. 
From DPL Ingest GUI, Home, verify 
that the number of alerts pending has 
been suspended. No new service 
suspensions should be displayed. 

 

489 <i>4046 V-6</i>  #comment 
490 <i>Document Reference: DPL Ingest GUI 609: Provider Status List, Provider 

Status Detail</i> 
 #comment 

491 Verify that the Data Pool Ingest GUI shows that polling for the affected From DPL Ingest GUI,  
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polling location was suspended due to an alert (i.e. automatically). Monitoring/Provider Status, view the 

details for the appropriate provider 
and verify that polling for the affected 
polling location was suspended 
automatically due to an alert. 

492 <i>4046 V-7</i>  #comment 
493 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 

494 Verify that polling is being retried according to the configured retry interval 
for the host as opposed to the normal polling cycle. 

a. From DPL Ingest GUI, 
Configuration/Global Tuning, identify 
the host retry interval for 
notifications.<br /><br />b. Check 
EcDlInPollingService.ALOG to verify 
that polling from H1 is being retried 
according to this host retry interval 

 

495 <i>4046 V-8</i>  #comment 
496 <i>Document Reference: DPL Ingest GUI 609: FTP Host Status</i>  #comment 
497 Verify that polling for other polling locations continues. From DPL Ingest GUI, 

Monitoring/Transfer Host Status, 
verify that polling for other polling 
locations are &quot;active.&quot; 

 

498 <i>4046 V-9</i>  #comment 
499 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
500 Verify that an e-mail was sent regarding the alert to the configured e-mail 

address and that the e-mail contains the information specified in S-DPL-
17700. 

Perform clause text  

501 <i>4046 V-10</i>  #comment 
502 Verify that information provided in the alert e-mail is correct and matches the 

information shown in the alert monitoring screen. 
a. Verify that the e-mail reports on the 
suspension of all services connected to 
H1<br /><br />b. From DPL Ingest 
GUI, Interventions &amp; Alerts / 
System Alerts, verify that the contents 
of the e-mail match the contents of the 
alerts. 

 

503 <i>4046 V-11</i>  #comment 
504 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
505 Verify that the alert monitoring screen lists the alert. From DPL Ingest GUI, Interventions  
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&amp; Alerts, System Alerts, verify a 
POLL_LOC_INVALID_DATA alert 
is displayed. 

506 <i>4046 V-12</i>  #comment 
507 <i>Document Reference: DPL Ingest GUI 609: System Alerts; DP_S6_01 

ticket</i> 
 #comment 

508 Verify that the alert monitoring screen displays the information specified in 
S-DPL-17730. 

From DPL Ingest GUI, Interventions 
&amp; Alerts, System Alerts, perform 
clause text. 

 

509 <i>4046 V-13</i>  #comment 
510 <i>Document Reference: DPL Ingest GUI 609: System Alerts; DP_S6_01 

ticket</i> 
 #comment 

511 Verify that it is possible to display detailed information about the alert 
including the information specified in S-DPL-17760. 

a. On DPL Ingest GUI, Interventions 
&amp; Alerts/Alerts, view alert details 
and verify that alert details include the 
information specified in S-DPL-
17760.<br /><br />b. Note the AlertID 
for use in Criterion 4046 V-14. 

 

512 <i>4046 V-14</i>  #comment 
513 <i>Document Reference: DPL Ingest GUI 609: System Alerts, FTP Host 

Configuration</i> 
 #comment 

514 Correct the error condition that caused the alert. Verify that the alert is closed 
no later than the configured retry time and that the closure time is reflected in 
the closed alert information. 

a. From DPL Ingest GUI, 
Configuration/Transfer Hosts, select 
H1 and note the configured retry 
time.<br /><br />b. From an xterm, 
type &quot;date&quot; into the 
command line to identify the current 
system time.<br /><br />c. Go to the 
polling directory and restore 
read/write permissions to the 
directory.<br /><br />d. From DPL 
Ingest GUI, Interventions &amp; 
Alerts/Alerts, verify that the alert 
closes.<br /><br />e. From the ingest 
database, select * from 
InOperatorAlert where AlertID = 
[AlertID]. Verify that the 
CompletionDate is within one minute 
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# Action Expected Result Notes 
after the configured retry time plus the 
time when the error condition was 
corrected. (AlertID recorded in 
Criterion 4046 V-13) 

515 <i>4046 V-15</i>  #comment 
516 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
517 Verify that the Data Pool Ingest GUI status page no longer indicates a 

pending alert condition (Note that this assumes that there are no other alert 
conditions to be resolved). 

From DPL Ingest GUI, Home, verify 
that there is no longer an alert pending 
(presupposing no other alert 
conditions are left to be resolved) 

 

518 <i>4046 V-16</i>  #comment 
519 <i>Document Reference: DPL Ingest GUI 609: Provider Status List, Provider 

Status Detail</i> 
 #comment 

520 Verify that the Data Pool Ingest GUI shows that polling for the affected 
polling location is no longer suspended. 

From DPL Ingest GUI, 
Monitoring/Provider Status, view the 
details for each of the two providers in 
turn and verify that the affected 
polling directory is no longer 
suspended for either provider. 

 

521 <i>4046 V-17</i>  #comment 
522 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List, 

Active Ingest Request Detail</i> 
 #comment 

523 Verify that polling for the polling location resumes. Check /datapool/[MODE]/usr/[File 
System]/pds/[Provider Name]/[Polling 
Location]/ to verify that PDRs are 
being picked up from the polling 
location and transferred to this 
temporary directory. 

 

524 <i>4046 V-18</i>  #comment 
525 Verify that the resumption is reflected in log entries in the application log. Check EcDlInPollingService.ALOG 

to verify that the resumption of polling 
services from H1 has been logged. 

 

 
 
TEST DATA: 
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Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

4041   
9 PDRs/ 
ESDT 

C1: TBD - SCP 
 
C2: TBD - SCP C3: TBD 
- SCP [SCP polling, 
transfers, and 
notifications; 3 providers; 
2 SCP Hosts] 

None 1 gran/PDR None 

/sotestdata/SynergyVI/DP_S6_01/ 
Criteria/4041/V086/ 
 
Refer to 
“RepositoryLocationMapping.xls” 

  

4042   
9 PDRs/ 
ESDT 

C1: TBD - SCP (acg 
host) 
 
C2: TBD - SCP (icg host) 
 
C3: TBD - SCP (icg host) 
 
[SCP polling, transfers, 
and notifications; 3 
providers; 2 SCP Hosts] 

None 1 gran/PDR None 
Refer to 
“RepositoryLocationMapping.xls” 

  

4043   
9 PDRs/ 
ESDT 

C1: TBD - SCP (acg 
host) 
 
C2: TBD - SCP (icg host) 
 
[SCP polling, transfers, 
and notifications; 2 
providers] 

None 1 gran/PDR None 
Refer to 
“RepositoryLocationMapping.xls” 

  

4044   
9 PDRs/ 
ESDT 

C1: TBD - SCP (acg 
host) 
 

None 1 gran/PDR None 
Refer to 
“RepositoryLocationMapping.xls” 
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Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

C2: TBD - SCP (icg host) 
 
[SCP polling, transfers, 
and notifications; 2 
providers] 

4045   
9 PDRs/ 
ESDT 

C1: TBD - SCP (acg 
host) 
 
C2: TBD - SCP (icg host) 
 
[SCP polling, transfers, 
and notifications; 2 
providers] 

None 1 gran/PDR None 
Refer to 
“RepositoryLocationMapping.xls” 

  

4046   
9 PDRs/ 
ESDT 

C1: TBD - SCP (acg 
host) 
 
C2: TBD - SCP (icg host) 
 
[SCP polling, transfers, 
and notifications; 2 
providers] 

None 1 gran/PDR None 
Refer to 
“RepositoryLocationMapping.xls” 

  

 
EXPECTED RESULTS: 
 

325 LOCAL POLLING - CONSECUTIVE TRANSFER ERRORS (ECS-ECSTC-2736) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 
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STEPS:   
# Action Expected Result Notes 
1 <i>4050 S-1</i>  #comment 
2 [Local Polling - Consecutive Transfer Errors]<br /><br />This criterion may 

be verified by a separate test procedure or as part of the test procedure for 
criteria 300 to 395. 

  

3 <i>4050 S-2</i>  #comment 
4 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 

5 Ensure that Local Polling is configured for automatic retry. From DPL Ingest GUI, 
Configuration/Transfer Hosts, edit the 
Local Host Configurations and check 
the Auto Rety box. 

 

6 <i>4050 S-3</i>  #comment 
7 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration List, 

Provider Configuration Detail</i> 
 #comment 

8 Ensure that there are at least two providers that require local polling From DPL Ingest GUI, 
Configuration/Providers, ensure 
NSIDC_DAAC and AMSER_E_SIPS 
have polling directories that have 
&quot;Local disk&quot; for their 
Polling Method. Note the 
&quot;Source Polling Path&quot; of 
one of the polling locations on the 
AMSER_E_SIPS provider. 

 

9 <i>4050 S-4</i>  #comment 
10 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 

11 Ensure that that the number of consecutive errors that trigger the alert is 
configured to no less than 3. 

From DPL Ingest GUI, 
Configuration/Global Tuning, set 
MAX_CONSEC_XFER_ERRORS_P
DR to 3 

 

12 <i>4050 S-5</i>  #comment 
13 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
14 Ensure that an e-mail address is configured for alert notifications From DPL Ingest GUI, Interventions 

&amp; Alerts/Alerts, verify that at the 
top of the page the field &quot;Ingest 
Alerts are sent as email to:&quot; is 
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# Action Expected Result Notes 
configured to a valid e-mail address. 

15 <i>4050 S-6</i>  #comment 
16 Introduce a condition that results in consecutive errors during the next polling 

cycle (e.g. make the polling directory inaccessible). Make sure the error 
condition does not duplicate one of the conditions tested by other polling alert 
criteria. The error condition may cause other DPL ingest servers to raise 
alerts, in which case the corresponding criteria may be checked off by 
performing their verification steps during the same test. 

a. From DPL Ingest GUI, Home, 
identify the number of alerts 
pending<br /><br />b. Submit the 
PDRs described in &quot;Test Data 
Requirements&quot;<br /><br />c. Go 
to the polling directory noted above 
and change the name of the directory 
so that it becomes inaccessible. 

 

17 <i>4050 V-1</i>  #comment 
18 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 

19 Verify that an alert is raised after the configured number of consecutive errors 
but not before 

Check EcDlInPollingService.ALOG 
to verify an alert is raised after the 
configured number of errors have 
occurred, as configured in S-4. 

 

20 <i>4050 V-2</i>  #comment 
21 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
22 Verify that the alert is logged in the Data Pool Ingest application log in 

accordance with S-DPL-18330. 
While checking the log, perform 
clause text. 

 

23 <i>4050 V-3</i>  #comment 
24 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
25 Verify that appropriate error log entries appear in the log preceding the alert 

log entry and that these log entries comply with S-DPL-18320. 
Check 
EcDlInProcessingService.ALOG to 
verify that the failed copy operations 
are recorded in the log in accordance 
with S-DPL-18320. 

 

26 <i>4050 V-4</i>  #comment 
27 Verify that the application log contains entries that reflect the suspension of 

correct queues / services. 
Check EcDlInPollingService.ALOG 
to verify that the suspension of the 
local host has been logged. 

 

28 <i>4050 V-5</i>  #comment 
29 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
30 Verify that the Data Pool Ingest GUI status page shows that an alert is 

pending and some services are suspended. 
From DPL Ingest GUI, Home, verify 
that the number of alerts pending has 
been incremented. 
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# Action Expected Result Notes 
31 <i>4050 V-6</i>  #comment 
32 <i>Document Reference: DPL Ingest GUI 609: Provider Status List</i>  #comment 
33 Verify that the Data Pool Ingest GUI shows that polling for the affected 

providers was suspended due to an alert (i.e. automatically) and that the 
nature of the indication is correct (i.e. it shows whether all or only some 
polling locations are affected). 

a. From DPL Ingest GUI, 
Monitoring/Provider Status, verify that 
the polling status for all local polling 
locations associated with all providers 
was suspended automatically due to an 
alert. (&quot;suspended by 
server&quot;) 

 

34 <i>4050 V-7</i>  #comment 
35 <i>Document Reference: DPL Ingest GUI 609: Provider Status List, Provider 

Status Detail</i> 
 #comment 

36 Verify that the Data Pool Ingest GUI shows that local polling is suspended From DPL Ingest GUI, 
Monitoring/Transfer Host Status, 
verify that the read status for Local 
Host Operations is suspended. 

 

37 <i>4050 V-8</i>  #comment 
38 <i>Document Reference: DPL Ingest GUI 609: Provider Status List, Provider 

Status Detail</i> 
 #comment 

39 Verify that the Data Pool Ingest GUI shows that polling for the affected 
polling directories was suspended due to an alert (i.e. automatically). 

From DPL Ingest GUI, 
Monitoring/Provider Status, view the 
details for each affected provider and 
verify that the polling locations related 
to the inaccessible polling directory 
are suspended by the server. 

 

40 <i>4050 V-9</i>  #comment 
41 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 

42 Verify that local polling is being retried according to the configured retry 
interval as opposed to the normal polling cycle. 

a. From DPL Ingest GUI, 
Configuration/Transfer Hosts, identify 
the current setting of the local host 
retry interval<br /><br />b. From DPL 
Ingest GUI, Configuration/Providers, 
go to the details of the affected 
providers and view the details of the 
affected polling location. Note the 
&quot;Polling interval&quot;.<br 
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# Action Expected Result Notes 
/><br />c. Check 
EcDlInPollingService.ALOG to verify 
the timestamps between polling 
attempts match the host retry interval, 
rather than the polling interval. 

43 <i>4050 V-10</i>  #comment 
44 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
45 Verify that an e-mail was sent regarding the alert to the configured e-mail 

address and that the e-mail contains the information specified in S-DPL-
17700. 

Perform clause text.  

46 <i>4050 V-11</i>  #comment 
47 Verify that information provided in the alert e-mail is correct and matches the 

information shown in the alert monitoring screen. 
a. Verify that the e-mail reports on the 
suspension of polling due to the 
missing polling directory<br /><br 
/>b. From DPL Ingest GUI, 
Interventions &amp; Alerts, Alerts, 
verify that the contents of the e-mail 
match the contents of the alerts. 

 

48 <i>4050 V-12</i>  #comment 
49 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
50 Verify that the alert monitoring screen lists the alert. From DPL Ingest GUI, Interventions 

&amp; Alerts, System Alerts, verify a 
HOST_CONSEC_FILE_PDR_XFER 
alert is displayed. 

 

51 <i>4050 V-13</i>  #comment 
52 <i>Document Reference: DPL Ingest GUI 609: System Alerts; DP_S6_01 

ticket</i> 
 #comment 

53 Verify that the alert monitoring screen displays the information specified in 
S-DPL-17730. 

From DPL Ingest GUI, Interventions 
&amp; Alerts, System Alerts, perform 
clause text. 

 

54 <i>4050 V-14</i>  #comment 
55 <i>Document Reference: DPL Ingest GUI 609: System Alerts; DP_S6_01 

ticket</i> 
 #comment 

56 Verify that it is possible to display detailed information about the alert 
including the information specified in S-DPL-17760. 

a. On DPL Ingest GUI, Interventions 
&amp; Alerts/Alerts, view alert details 
and verify that alert details include the 
information specified in S-DPL-
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# Action Expected Result Notes 
17760. 

57 <i>4050 V-15</i>  #comment 
58 <i>Document Reference: DPL Ingest GUI 609: System Alerts, Global 

Tuning Configuration</i> 
 #comment 

59 Correct the error condition that caused the alert. Verify that the alert is closed 
no later than the configured retry time and that the closure time is reflected in 
the closed alert information. 

a. From DPL Ingest GUI, 
Configuration/Global Tuning, note the 
configured retry time for local 
polling.<br /><br />b. From an xterm, 
type &quot;date&quot; into the 
command line to identify the current 
system time.<br /><br />c. Rename 
the files changed in S6 to their original 
filenames. Type &quot;date&quot; in 
the command line and note the current 
time.<br /><br />d. From DPL Ingest 
GUI, Interventions &amp; 
Alerts/Alerts, verify that the alert 
closes.<br /><br />e. From the ingest 
database, select * from 
InOperatorAlert where AlertID = 
[AlertID]. Verify that the 
CompletionDate is within one minute 
after the configured retry time plus the 
time when the error condition was 
corrected. 

 

60 <i>4050 V-16</i>  #comment 
61 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
62 Verify that the Data Pool Ingest GUI status page no longer indicates a 

pending alert condition (Note that this assumes that there are no other alert 
conditions to be resolved). 

From DPL Ingest GUI, Home, verify 
that there is no longer an alert 
pending. 

 

63 <i>4050 V-17</i>  #comment 
64 <i>Document Reference: DPL Ingest GUI 609: Provider Status List</i>  #comment 
65 Verify that the Data Pool Ingest GUI no longer shows that polling for the 

affected providers is suspended (Note that this assumes that there are no other 
alert conditions to be resolved for the providers.) 

From DPL Ingest GUI, 
Monitoring/Provider Status, verify that 
Polling Status for the affected 
providers is no longer suspended. 

 

66 <i>4050 V-18</i>  #comment 
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# Action Expected Result Notes 
67 <i>Document Reference: DPL Ingest GUI 609: Provider Status List, Provider 

Status Detail</i> 
 #comment 

68 Verify that the Data Pool Ingest GUI shows that local polling is no longer 
suspended 

From DPL Ingest GUI, 
Monitoring/Transfer Host Status and 
verify that read status for Local Host 
Operations no longer show a 
suspended status. 

 

69 <i>4050 V-19</i>  #comment 
70 <i>Document Reference: DPL Ingest GUI 609: Provider Status List, Provider 

Status Detail</i> 
 #comment 

71 Verify that the Data Pool Ingest GUI shows that polling for the affected 
polling directories is no longer suspended. 

From DPL Ingest GUI, 
Monitoring/Provider Status, view the 
details for each affected provider and 
verify that the polling locations related 
to the inaccessible polling directory 
are &quot;active&quot;. 

 

72 <i>4050 V-20</i>  #comment 
73 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List, 

Active Ingest Request Detail</i> 
 #comment 

74 Verify that polling for the polling location resumes. Check /datapool/[MODE]/usr/[File 
System]/pds/[Provider Name]/[Polling 
Location]/ to verify that PDRs are 
being picked up from the polling 
location and transferred to this 
temporary directory. 

 

75 <i>4050 V-21</i>  #comment 
76 Verify that the resumption is reflected in log entries in the application log. Check EcDlInPollingService.ALOG 

to verify that the resumption of local 
polling services has been logged. 

 

77 <i>4060 S-1</i>  #comment 
78 [Local Polling - Consecutive Timeouts] This criterion may be verified by a 

separate test procedure or as part of the test procedure for criteria 300 to 395. 
  

79 <i>4060 S-2</i>  #comment 
80 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 

81 Ensure that Local Polling is configured for automatic retry. From DPL Ingest GUI, Configuration/ 
Transfer Hosts, edit the Local Host 
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# Action Expected Result Notes 
Configurations and check the Auto 
Rety box. 

82 <i>4060 S-3</i>  #comment 
83 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

List</i> 
 #comment 

84 Ensure that there are at least two providers that require local polling. From DPL Ingest GUI, 
Configuration/Providers, ensure 
NSIDC_DAAC and AMSER_E_SIPS 
have polling directories that have 
&quot;Local disk&quot; for their 
Polling Method. Note the 
&quot;Source Polling Path&quot; of 
one of the polling locations on the 
AMSER_E_SIPS provider. 

 

85 <i>4060 S-4</i>  #comment 
86 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
87 Ensure that an e-mail address is configured for alert notifications From DPL Ingest GUI, Interventions 

&amp; Alerts/Alerts, verify that at the 
top of the page the field &quot;Ingest 
Alerts are sent as email to:&quot; is 
configured to a valid e-mail address. 

 

88 <i>4060 S-5</i>  #comment 
89 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 

90 Change the current configuration of consecutive time-out failures for local 
polling but ensure that that the number of consecutive errors that trigger the 
alert is configured to no less than 3. 

From DPL Ingest GUI, 
Configuration/Global Tuning, set 
MAX_CONSEC_XFER_ERRORS_P
DR to 3 

 

91 <i>4060 S-6</i>  #comment 
92 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 

93 After about one minute of this change introduce a condition that results in 
time-out errors during the next polling cycle (e.g. set the time out parameters 
so low that it is impossible to meet them). Make sure the error condition does 
not duplicate one of the conditions tested by other polling alert criteria. The 
error condition may cause other DPL ingest servers to raise alerts, in which 
case the corresponding criteria may be checked off by performing their 

a. From DPL Ingest GUI, Home, 
identify the number of alerts 
pending<br /><br />b. Wait one 
minute<br /><br />c. From DPL 
Ingest GUI, Configuration/Transfer 
Hosts, set the Pad Time to 1 second 
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# Action Expected Result Notes 
verification steps during the same test. under &quot;Local Host 

Configurations&quot; 
94 <i>4060 V-1</i>  #comment 
95 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 

96 Verify that an alert is raised after the configured number of consecutive errors 
but not before 

Check EcDlInPollingService.ALOG 
to verify a 
HOST_TOO_MANY_TIMEOUT 
alert is raised after the configured 
number of errors have occurred, as 
configured in S-4. 

 

97 <i>4060 V-2</i>  #comment 
98 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
99 Verify that the alert is logged in the Data Pool Ingest application log in 

accordance with S-DPL-18330. 
While checking the logs, perform 
clause text. 

 

100 <i>4060 V-3</i>  #comment 
101 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
102 Verify that appropriate error log entries appear in the log preceding the alert 

log entry and that these log entries comply with S-DPL-18320. 
Check 
EcDlInProcessingService.ALOG to 
verify that the polling timeout error is 
recorded in the log in accordance with 
S-DPL-18320. 

 

103 <i>4060 V-4</i>  #comment 
104 Verify that the application log contains entries that reflect the suspension of 

correct queues / services. 
Check EcDlInPollingService.ALOG 
to verify that the suspension of local 
polling services has been logged. 

 

105 <i>4060 V-5</i>  #comment 
106 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
107 Verify that the Data Pool Ingest GUI status page shows that an alert is 

pending and some services are suspended. 
From DPL Ingest GUI, Home, verify 
that the number of alerts pending has 
been incremented. 

 

108 <i>4060 V-6</i>  #comment 
109 <i>Document Reference: DPL Ingest GUI 609: Provider Status List</i>  #comment 
110 Verify that the Data Pool Ingest GUI shows that polling for the affected 

providers was suspended due to an alert (i.e. automatically) and that the 
nature of the indication is correct (i.e. it shows whether all or only some 
polling locations are affected). 

a. From DPL Ingest GUI, 
Monitoring/Provider Status, verify that 
the polling status for all local polling 
locations associated with all providers 
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# Action Expected Result Notes 
was suspended automatically due to an 
alert. (&quot;suspended by 
server&quot;) 

111 <i>4060 V-7</i>  #comment 
112 <i>Document Reference: DPL Ingest GUI 609: Provider Status List, Provider 

Status Detail</i> 
 #comment 

113 Verify that the Data Pool Ingest GUI shows that local polling is suspended From DPL Ingest GUI, 
Monitoring/Transfer Host, verify that 
read operations are suspended for 
&quot;Local Host Operations&quot;. 

 

114 <i>4060 V-8</i>  #comment 
115 <i>Document Reference: DPL Ingest GUI 609: Provider Status List</i>  #comment 
116 Verify that the Data Pool Ingest GUI shows that polling for the affected 

polling directories was suspended due to an alert (i.e. automatically). 
From DPL Ingest GUI, 
Monitoring/Provider Status, view the 
details for each affected provider and 
verify that the polling locations related 
to the inaccessible polling directory 
are suspended by the server. 

 

117 <i>4060 V-9</i>  #comment 
118 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 

119 Verify that local polling is being retried according to the configured retry 
interval as opposed to the normal polling cycle. 

a. From DPL Ingest GUI, 
Configuration/Transfer Hosts, identify 
the current setting of the local host 
retry &quot;Auto Retry 
Interval&quot;.<br /><br />b. From 
DPL Ingest GUI, 
Configuration/Providers, go to the 
details of the affected providers and 
view the details of the affected polling 
location. Note the &quot;Polling 
interval&quot;.<br /><br />c. Check 
EcDlInPollingService.ALOG to verify 
the timestamps between polling 
attempts match the host retry interval, 
rather than the polling interval or 
default retry interval. 

 

120 <i>4060 V-10</i>  #comment 
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# Action Expected Result Notes 
121 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
122 Verify that an e-mail was sent regarding the alert to the configured e-mail 

address and that the e-mail contains the information specified in S-DPL-
17700. 

Perform clause text.  

123 <i>4060 V-11</i>  #comment 
124 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
125 Verify that information provided in the alert e-mail is correct and matches the 

information shown in the alert monitoring screen. 
a. Verify that the e-mail reports on the 
suspension polling due to the 
consecutive polling timeouts<br /><br 
/>b. From DPL Ingest GUI, 
Interventions &amp; Alerts/Alerts, 
verify that the contents of the e-mail 
match the contents of the alerts. 

 

126 <i>4060 V-12</i>  #comment 
127 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
128 Verify that the alert monitoring screen lists the alert. From DPL Ingest GUI, Interventions 

&amp; Alerts, System Alerts, verify a 
HOST_TOO_MANY_TIMEOUT 
alert is displayed. 

 

129 <i>4060 V-13</i>  #comment 
130 <i>Document Reference: DPL Ingest GUI 609: System Alerts; DP_S6_01 

ticket</i> 
 #comment 

131 Verify that the alert monitoring screen displays the information specified in 
S-DPL-17730. 

From DPL Ingest GUI, Interventions 
&amp; Alerts/Alerts, verify clause tex. 

 

132 <i>4060 V-14</i>  #comment 
133 <i>Document Reference: DPL Ingest GUI 609: System Alerts; DP_S6_01 

ticket</i> 
 #comment 

134 Verify that it is possible to display detailed information about the alert 
including the information specified in S-DPL-17760. 

a. On DPL Ingest GUI, Interventions 
&amp; Alerts/Alerts, view alert details 
and verify that alert details include the 
information specified in S-DPL-
17760. 

 

135 <i>4060 V-15</i>  #comment 
136 <i>Document Reference: DPL Ingest GUI 609: System Alerts, Global 

Tuning Configuration</i> 
 #comment 

137 Correct the error condition that caused the alert. Verify that the alert is closed 
no later than the configured retry time and that the closure time is reflected in 

a. From an xterm, type 
&quot;date&quot; into the command 

 



 

1313 
 

# Action Expected Result Notes 
the closed alert information. line to identify the current system 

time.<br /><br />b. From DPL Ingest 
GUI, Configuration/Global Tuning 
page and restore time out parameters 
to their original value.<br /><br />c. 
From DPL Ingest GUI, Interventions 
&amp; Alerts/Alerts, verify that the 
alert closes.<br /><br />d. From the 
ingest database, select * from 
InOperatorAlert where AlertID = 
[AlertID]. Verify that the 
CompletionDate is within one minute 
after the configured retry time plus the 
time when the error condition was 
corrected 

138 <i>4060 V-16</i>  #comment 
139 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
140 Verify that the Data Pool Ingest GUI status page no longer indicates a 

pending alert condition (Note that this assumes that there are no other alert 
conditions to be resolved). 

From DPL Ingest GUI, Home, verify 
that there is no longer an alert pending 

 

141 <i>4060 V-17</i>  #comment 
142 <i>Document Reference: DPL Ingest GUI 609: Provider Status List</i>  #comment 
143 Verify that the Data Pool Ingest GUI no longer shows that polling for the 

affected providers is suspended (Note that this assumes that there are no other 
alert conditions to be resolved for the providers.) 

From DPL Ingest GUI, 
Monitoring/Provider Status, verify that 
Polling Status for the affected 
providers is no longer suspended 

 

144 <i>4060 V-18</i>  #comment 
145 <i>Document Reference: DPL Ingest GUI 609: Provider Status List, Provider 

Status Detail</i> 
 #comment 

146 Verify that the Data Pool Ingest GUI shows that local polling is no longer 
suspended 

From DPL Ingest GUI, 
Monitoring/Transfer Host Status, 
verify that read operations are active 
for &quot;Local Host 
Operations&quot;.. 

 

147 <i>4060 V-19</i>  #comment 
148 <i>Document Reference: DPL Ingest GUI 609: Provider Status List, Provider 

Status Detail</i> 
 #comment 
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# Action Expected Result Notes 
149 Verify that the Data Pool Ingest GUI shows that polling for the affected 

polling directories is no longer suspended. 
From DPL Ingest GUI, 
Monitoring/Provider Status, view the 
details for each affected provider and 
verify that the polling locations related 
to the inaccessible polling directory 
are &quot;active&quot;. 

 

150 <i>4060 V-20</i>  #comment 
151 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List, 

Active Ingest Request Detail</i> 
 #comment 

152 Verify that polling for the polling location resumes. Check /datapool/[MODE]/usr/[File 
System]/pds/[Provider Name]/[Polling 
Location]/ to verify that PDRs are 
being picked up from the polling 
location and transferred to this 
temporary directory. 

 

153 <i>4060 V-21</i>  #comment 
154 Verify that the resumption is reflected in log entries in the application log. Check EcDlInPollingService.ALOG 

to verify that the resumption of local 
polling services has been logged. 

 

 
 
TEST DATA: 
 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

4050   
5 
PDRs/each 

NISE, 
AMSREL1A 
 
[Local Polling; 
2 providers] 

None 1 gran/PDR None /sotestdata/SynergyVI/DP_S6_01/Criteria/4050/V086/   

4060   
5 
PDRs/each 

NISE, 
AMSREL1A 

None 1 gran/PDR None /sotestdata/SynergyVI/DP_S6_01/Criteria/4060/V086/   
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Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

 
[Local Polling; 
2 providers] 

 
EXPECTED RESULTS: 
 

326 FTP TRANSFER - CONSECUTIVE TRANSFER ERRORS (ECS-ECSTC-2737) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 
 
STEPS:   
# Action Expected Result Notes 
1 <i>4100 S-1</i>  #comment 
2 [FTP Transfer - Consecutive Transfer Errors]<br /><br />This criterion may 

be verified by a separate test procedure or as part of the test procedure for 
criteria 300 to 395. 

  

3 <i>4100 S-2</i>  #comment 
4 <i>Document Reference: DPL Ingest GUI 609: FTP Host Configuration</i>  #comment 
5 Ensure that the host used for the verification is configured for automatic retry. From DPL Ingest GUI, 

Configuration/Transfer Hosts, click on 
the &quot;view/edit&quot; button of 
the acg host (H1) and ensure that the 
Auto Retry box is checked. 

 

6 <i>4100 S-3</i>  #comment 
7 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

List</i> 
 #comment 

8 Ensure that there are at least two providers that require this host for transfers 
via FTP. 

a. From DPL Ingest GUI, 
Configuration/Providers, go to the 
details of MODAPS_TERRA_FPROC 
and MODAPS_AQUA_FPROC and 
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# Action Expected Result Notes 
identify the directories for each of 
their polling locations. Ensure both 
have &quot;Transfer Type&quot; set 
to &quot;Remote&quot;<br /><br />b. 
Modify all the PDRs in the polling 
directories of these providers so that 
they require H1 for file transfers. This 
may be done by changing the 
NODE_NAME of each granule in the 
PDR to equal H1. 

9 <i>4100 S-4</i>  #comment 
10 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
11 Ensure that an e-mail address is configured for alert notifications From DPL Ingest GUI, Interventions 

&amp; Alerts/Alerts, verify that at the 
top of the page the field &quot;Ingest 
Alerts are sent as email to:&quot; is 
configured to a valid e-mail address. 

 

12 <i>4100 S-5</i>  #comment 
13 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 

14 Change the currently configured number of consecutive transfer errors for 
different files that will trigger an alert but ensure that that the number is 
configured to no less than 3. 

From DPL Ingest GUI, 
Configuration/Global Tuning, set 
MAX_CONSEC_XFER_ERRORS_P
DR to 3 

 

15 <i>4100 S-6</i>  #comment 
16 About a minute after the configuration change introduce a condition that 

results in consecutive transfer errors (e.g. make the referenced directory 
inaccessible). Make sure the error condition does not duplicate one of the 
conditions tested by other polling alert criteria. The error condition may cause 
other DPL ingest servers to raise alerts, in which case the corresponding 
criteria may be checked off by performing their verification steps during the 
same test. 

a. From DPL Ingest GUI, Home, 
identify the number of alerts pending 
and the &quot;Num. Suspended ECS 
Services&quot;.<br /><br />b. Wait 
one minute<br /><br />c. From an 
xterm, remove the permissions on the 
temp directory for the file system used 
by FS1 (chmod 000 
/datapool/[MODE]/user/FS1/temp) so 
it becomes inaccessible. 

 

17 <i>4100 V-1</i>  #comment 
18 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 
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# Action Expected Result Notes 
19 Verify that an alert is raised after the configured number of consecutive errors 

but not before 
Check 
EcDlInProcessingService.ALOG to 
verify 3 errors are logged prior to the 
HOST_CONSEC_FILE_PDR_XFER 
alert(MAX_CONSEC_XFER_ERRO
RS_PDR configured in Criterion 4100 
S-5) 

 

20 <i>4100 V-2</i>  #comment 
21 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
22 Verify that the alert is logged in the Data Pool Ingest application log in 

accordance with S-DPL-18330. 
While checking the log, perform 
clause text. 

 

23 <i>4100 V-3</i>  #comment 
24 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
25 Verify that appropriate error log entries appear in the log preceding the alert 

log entry and that these log entries comply with S-DPL-18320. 
Check 
EcDlInProcessingService.ALOG to 
verify that the transfer errors are 
recorded in the log in accordance with 
S-DPL-18320 (search for 
&quot;Invalid Path&quot;). 

 

26 <i>4100 V-4</i>  #comment 
27 Verify that the application log contains entries that reflect the suspension of 

correct queues / services. 
Check 
EcDlInProcessingService.ALOG to 
verify that it shows the suspension of 
transfers via ftp. 

 

28 <i>4100 V-5</i>  #comment 
29 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
30 Verify that the Data Pool Ingest GUI status page shows that an alert is 

pending and some services are suspended. 
From DPL Ingest GUI, Home, verify 
that the number of alerts pending and 
the &quot;Num. Suspended ECS 
Services&quot; have been 
incremented. 

 

31 <i>4100 V-6</i>  #comment 
32 <i>Document Reference: DPL Ingest GUI 609: FTP Host Status</i>  #comment 
33 Verify that the Data Pool Ingest GUI shows that file transfers from the host 

are suspended. 
From DPL Ingest GUI, 
Montioring/FTP Host Status Status, 
verify that file transfers for H1 are 
suspended. 
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# Action Expected Result Notes 
34 <i>4100 V-7</i>  #comment 
35 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 

36 Verify that file transfers are being retried according to the configured retry 
interval and not more often. 

a. From DPL Ingest GUI, 
Configuration/Global Tuning, identify 
the current configuration of 
DEFAULT_RETRY_INTERVAL<br 
/><br />b. Check 
EcDlInProcessingService.ALOG to 
verify that file transfers from H1 are 
being retried according to this host 
retry interval (note: FTP takes 5 
seconds, so the interval will be 5 
seconds more than configured) 

 

37 <i>4100 V-8</i>  #comment 
38 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

39 Verify that file transfers from other hosts continue. From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
requests from the icg host move past 
the &quot;Inserting&quot; state. 

 

40 <i>4100 V-9</i>  #comment 
41 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
42 Verify that an e-mail was sent regarding the alert to the configured e-mail 

address and that the e-mail contains the information specified in S-DPL-
17700. 

Perform clause text.  

43 <i>4100 V-10</i>  #comment 
44 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
45 Verify that information provided in the alert e-mail is correct and matches the 

information shown in the alert monitoring screen. 
a. Verify that the e-mail reports on the 
transfer errors<br /><br />b. From 
DPL Ingest GUI, Interventions &amp; 
Alerts/Alerts, perform clause text. 

 

46 <i>4100 V-11</i>  #comment 
47 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
48 Verify that the alert monitoring screen lists the alert. From DPL Ingest GUI, Interventions 

&amp; Alerts, System Alerts, verify a 
HOST_CONSEC_FILE_PDR_XFER 
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# Action Expected Result Notes 
alert is displayed. 

49 <i>4100 V-12</i>  #comment 
50 <i>Document Reference: DPL Ingest GUI 609: System Alerts; DP_S6_01 

ticket</i> 
 #comment 

51 Verify that the alert monitoring screen displays the information specified in 
S-DPL-17730. 

From DPL Ingest GUI, Interventions 
&amp; Alert/System Alerts, perform 
clause text. 

 

52 <i>4100 V-13</i>  #comment 
53 <i>Document Reference: DPL Ingest GUI 609: System Alerts; DP_S6_01 

ticket</i> 
 #comment 

54 Verify that it is possible to display detailed information about the alert 
including the information specified in S-DPL-17760. 

a. On DPL Ingest GUI, Interventions 
&amp; Alerts/Alerts, view alert details 
and verify that alert details include the 
information specified in S-DPL-
17760.<br /><br />b. Note the AlertID 
for use in Criterion 4100 V-18. 

 

55 <i>4100 V-14</i>  #comment 
56 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

Detail</i> 
 #comment 

57 Ensure that granules are active that require the host for file transfer. Verify 
that no more file transfer or other operations are dispatched for them except 
as needed for retry to clear the alert condition. For example, these may be 
granules that were active at the time of the alert and were queued for transfer 
or whose transfer failed but which were not suspended because the alert was 
already raised. 

a. From DPL Ingest GUI, 
Monitoring/Request Status/Ingest 
Request Details, verify that all 
granules connected to requests 
configured to use H1 are active.<br 
/><br />b. Check 
EcDlInProcessingService.ALOG to 
verify that no more file transfer or 
other operations were dispatched for 
the relevant granules after H1 was 
suspended. 

 

58 <i>4100 V-15</i>  #comment 
59 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

60 Ensure that there are ingest requests that are validated and queued for 
activation that require the host. Verify that these ingest requests are not being 
activated. 

From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
new requests requiring H1 have 
appeared since the suspension of H1 
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# Action Expected Result Notes 
but have not moved past the 
&quot;Validated&quot; state. 

61 <i>4100 V-16</i>  #comment 
62 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

Detail</i> 
 #comment 

63 Ensure that there are granules in active requests that require the host. Verify 
that these granules are not being activated. 

On DPL Ingest GUI, 
Monitoring/Request Status, view the 
details for each of the new requests 
coming in and verify that each has 
granules and that these granules are 
not moving past the 
&quot;New&quot; state. 

 

64 <i>4100 V-17</i>  #comment 
65 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List, 

Provider Status List</i> 
 #comment 

66 Verify that ingest requests are no longer counted against the request and 
granule provider and system limits once they reach a state where the only 
granules they contain that still need to be processed require that host for 
transferring (i.e. once they reach the state where they are stuck). 

From 
EcDlInProcessingServiceDebug.log, 
verify that in the entry &quot;[#] 
active granules, max allowed = 
[#]&quot;, the stuck granules are not 
counted against the &quot;max 
allowed&quot; limit (configured with 
the PROCESSING_MAX_GRANS 
parameter on Global Tuning).<br 
/>Monitoring/Request Status 

 

67 <i>4100 V-18</i>  #comment 
68 <i>Document Reference: DPL Ingest GUI 609: System Alerts, FTP Host 

Configuration</i> 
 #comment 

69 Correct the error condition that caused the alert. Verify that the alert is closed 
no later than the configured retry time and that the closure time is reflected in 
the closed alert information. 

a. From DPL Ingest GUI, 
Configuration/Transfer Hosts, select 
H1 and note the configured retry 
time.<br /><br />b. From an xterm, 
type &quot;date&quot; into the 
command line to identify the current 
system time.<br /><br />c. From an 
xterm, move the directories modified 
in 4100 S-6 back to their original 
locations on each provider.<br /><br 
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# Action Expected Result Notes 
/>d. From DPL Ingest GUI, 
Interventions &amp; Alerts/Alerts, 
verify that the alert closes.<br /><br 
/>e. From the ingest database, select * 
from InOperatorAlert where AlertID = 
[AlertID]. Verify that the 
CompletionDate is within one minute 
after the configured retry time plus the 
time when the error condition was 
corrected. (AlertID recorded in 
Criterion 4100 V-13) 

70 <i>4100 V-19</i>  #comment 
71 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
72 Verify that the Data Pool Ingest GUI status page no longer indicates a 

pending alert condition (Note that this assumes that there are no other alert 
conditions to be resolved). 

From DPL Ingest GUI, Home, verify 
that there is no longer an alert pending 
(presupposing no other alert 
conditions are left to be resolved) 

 

73 <i>4100 V-20</i>  #comment 
74 <i>Document Reference: DPL Ingest GUI 609: ECS Services Status</i>  #comment 
75 Verify that the Data Pool Ingest GUI no longer shows that file transfers from 

the FTP Host are suspended. 
From DPL Ingest GUI, 
Monitoring/ECS Services Status, 
verify that file transfers for H1 is no 
longer suspended. 

 

76 <i>4100 V-21</i>  #comment 
77 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

78 Verify that file transfers from the host resumes. From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
requests from the affected provider 
move past the &quot;Inserting&quot; 
state. 

 

79 <i>4100 V-22</i>  #comment 
80 Verify that the resumption is reflected in log entries in the application log. Check 

EcDlInProcessingService.ALOG to 
verify that the resumption of file 
transfers has been logged. 

 

81 <i>4100 V-23</i>  #comment 
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# Action Expected Result Notes 
82 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List, 

Active Ingest Request Detail, Ingest Interventions List</i> 
 #comment 

83 Verify that any granules that were and still are suspended because of the 
errors that eventually caused the alert were resumed and that there are no 
open interventions pending due to their suspension. 

a. From DPL Ingest GUI, 
Monitoring/Request Status, go to each 
of the requests from the two affected 
providers and view their Request 
Detail pages. Verify in Granule 
Details that no granules are still 
suspended because of the errors.<br 
/><br />b. From DPL Ingest GUI, 
Interventions &amp; 
Alerts/Interventions, verify that there 
are no open interventions remaining 
from the error. 

 

84 <i>4110 S-1</i>  #comment 
85 [FTP Transfer - Consecutive Timeouts] This criterion may be verified by a 

separate test procedure or as part of the test procedure for criteria 300 to 395. 
  

86 <i>4110 S-2</i>  #comment 
87 <i>Document Reference: DPL Ingest GUI 609: FTP Host Configuration</i>  #comment 
88 Ensure that the host used for the verification is configured for automatic retry. From DPL Ingest GUI, 

Configuration/Transfer Hosts, click on 
the &quot;view/edit&quot; button of 
the acg host (H1) and ensure that the 
Auto Retry box is checked. 

 

89 <i>4110 S-3</i>  #comment 
90 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

List</i> 
 #comment 

91 Ensure that there are at least two providers that require this host for transfers 
via FTP. 

a. From DPL Ingest GUI, 
Configuration/Providers, go to the 
details of MODAPS_TERRA_FPROC 
and MODAPS_COMBINE_FPROC 
and identify the directories for each of 
their polling locations. Ensure the 
&quot;Transfer Type&quot; for both 
is set to &quot;Remote&quot;<br 
/><br />b. Modify all the PDRs in the 
polling directories of these providers 
so that they require H1 for file 
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# Action Expected Result Notes 
transfers. This may be done by 
changing the NODE_NAME of each 
granule in the PDR to equal H1. 

92 <i>4110 S-4</i>  #comment 
93 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 

94 Ensure that that the number of consecutive errors that trigger the alert is 
configured to no less than 3. 

From DPL Ingest GUI, 
Configuration/Global Tuning, set 
MAX_CONSEC_XFER_ERRORS_P
DR to 3 

 

95 <i>4110 S-5</i>  #comment 
96 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
97 Ensure that an e-mail address is configured for alert notifications From DPL Ingest GUI, Interventions 

&amp; Alerts/Alerts, verify that at the 
top of the page the field &quot;Ingest 
Alerts are sent as email to:&quot; is 
configured to a valid e-mail address. 

 

98 <i>4110 S-6</i>  #comment 
99 <i>Document Reference: DPL Ingest GUI 609: FTP Host Configuration</i>  #comment 
100 Introduce a condition that results in time-out errors during the next polling 

cycle (e.g. set the time out parameters so low that it is impossible to meet 
them). Make sure the error condition does not duplicate one of the conditions 
tested by other polling alert criteria. The error condition may cause other DPL 
ingest servers to raise alerts, in which case the corresponding criteria may be 
checked off by performing their verification steps during the same test. 

a. From DPL Ingest GUI, Home, 
identify the number of alerts pending 
and the &quot;Num. Suspended ECS 
Services&quot;.<br /><br />b. From 
DPL Ingest GUI, 
Configuration/Transfer Hosts, go to 
the details page for H1, note the 
preconfigured Pad Time and 
Throughput values, and then set the 
Pad Time to 1 and the Throughput to 2 
GB. 

 

101 <i>4110 V-1</i>  #comment 
102 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 

103 Verify that an alert is raised after the configured number of consecutive errors 
but not before 

Check 
EcDlInProcessingService.ALOG to 
verify clause text. 

 

104 <i>4110 V-2</i>  #comment 
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# Action Expected Result Notes 
105 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
106 Verify that the alert is logged in the Data Pool Ingest application log in 

accordance with S-DPL-18330. 
While checking the log, perform 
clause text. 

 

107 <i>4110 V-3</i>  #comment 
108 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
109 Verify that appropriate error log entries appear in the log preceding the alert 

log entry and that these log entries comply with S-DPL-18320. 
Check 
EcDlInProcessingService.ALOG to 
verify that the polling time-out errors 
are recorded in the log in accordance 
with S-DPL-18320. 

 

110 <i>4110 V-4</i>  #comment 
111 Verify that the application log contains entries that reflect the suspension of 

correct queues / services. 
Check 
EcDlInProcessingService.ALOG to 
verify that the suspension of file 
transfers has been logged. 

 

112 <i>4110 V-5</i>  #comment 
113 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
114 Verify that the Data Pool Ingest GUI status page shows that an alert is 

pending and some services are suspended. 
From DPL Ingest GUI, Home, verify 
that the number of alerts pending and 
the &quot;Num. Suspended ECS 
Services&quot; have been 
incremented. 

 

115 <i>4110 V-6</i>  #comment 
116 <i>Document Reference: DPL Ingest GUI 609: ECS Services Status</i>  #comment 
117 Verify that the Data Pool Ingest GUI shows that file transfers from the host 

are suspended. 
From DPL Ingest GUI, 
Monitoring/ECS Services Status, 
verify that file transfers for H1 are 
suspended. 

 

118 <i>4110 V-7</i>  #comment 
119 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 

120 Verify that file transfers are being retried according to the configured retry 
interval and not more often. 

a. From DPL Ingest GUI, 
Configuration/Global Tuning, identify 
the host retry interval for 
notifications.<br /><br />b. Check 
EcDlInProcessingService.ALOG to 
verify that file transfers from H1 are 
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# Action Expected Result Notes 
being retried according to this host 
retry interval 

121 <i>4110 V-8</i>  #comment 
122 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

123 Verify that file transfers from other hosts continue. From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
requests from the icg host move past 
the &quot;Inserting&quot; state. 

 

124 <i>4110 V-9</i>  #comment 
125 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
126 Verify that an e-mail was sent regarding the alert to the configured e-mail 

address and that the e-mail contains the information specified in S-DPL-
17700. 

Perform clause text.  

127 <i>4110 V-10</i>  #comment 
128 <i>Document Reference: DPL Ingest GUI 609:</i>  #comment 
129 Verify that information provided in the alert e-mail is correct and matches the 

information shown in the alert monitoring screen. 
a. Verify that the e-mail reports on the 
transfer errors<br /><br />b. From 
DPL Ingest GUI, Interventions &amp; 
Alerts, Alerts, verify that the contents 
of the e-mail match the contents of the 
alerts. 

 

130 <i>4110 V-11</i>  #comment 
131 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
132 Verify that the alert monitoring screen lists the alert. From DPL Ingest GUI, Interventions 

&amp; Alerts, System Alerts, verify a 
HOST_TOO_MANY_TIMEOUT 
alert is displayed. 

 

133 <i>4110 V-12</i>  #comment 
134 <i>Document Reference: DPL Ingest GUI 609: System Alerts; DP_S6_01 

ticket</i> 
 #comment 

135 Verify that the alert monitoring screen displays the information specified in 
S-DPL-17730. 

From DPL Ingest GUI, Interventions 
&amp; Alerts, System Alerts, perform 
clause text. 

 

136 <i>4110 V-13</i>  #comment 
137 <i>Document Reference: DPL Ingest GUI 609: System Alerts; DP_S6_01 

ticket</i> 
 #comment 
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# Action Expected Result Notes 
138 Verify that it is possible to display detailed information about the alert 

including the information specified in S-DPL-17760. 
On DPL Ingest GUI, Interventions 
&amp; Alerts/Alerts, view alert details 
and verify that alert details include the 
information specified in S-DPL-
17760.<br />Note the AlertID for use 
in Criterion 4110 V-18. 

 

139 <i>4110 V-14</i>  #comment 
140 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

Detail</i> 
 #comment 

141 Ensure that granules are active that require the host for file transfer. Verify 
that no more file transfer or other operations are dispatched for them except 
as needed for retry to clear the alert condition. For example, these may be 
granules that were active at the time of the alert and were queued for transfer 
or whose transfer failed but which were not suspended because the alert was 
already raised. 

a. On DPL Ingest GUI, 
Monitoring/Request Status/Ingest 
Request Details, verify that all 
granules connected to requests 
configured to use H1 are active.<br 
/><br />b. Check 
EcDlInProcessingService.ALOG to 
verify that no more file transfer or 
other operations were dispatched for 
the relevant granules after H1 was 
suspended. 

 

142 <i>4110 V-15</i>  #comment 
143 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

144 Ensure that there are ingest requests that are validated and queued for 
activation that require the host. Verify that these ingest requests are not being 
activated. 

From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
new requests requiring H1 have 
appeared since the suspension of H1 
but have not moved past the 
&quot;New&quot; state. 

 

145 <i>4110 V-16</i>  #comment 
146 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

Detail</i> 
 #comment 

147 Ensure that there are granules in active requests that require the host. Verify 
that these granules are not being activated. 

On DPL Ingest GUI, 
Monitoring/Request Status, view the 
details for each of the new requests 
coming in and verify that each has 
granules and that these granules are 
not moving past the 
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# Action Expected Result Notes 
&quot;New&quot; state. 

148 <i>4110 V-17</i>  #comment 
149 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List, 

Provider Status List</i> 
 #comment 

150 Verify that ingest requests are no longer counted against the request and 
granule provider and system limits once they reach a state where the only 
granules they contain that still need to be processed require that host for 
transferring (i.e. once they reach the state where they are stuck). 

a. From DPL Ingest GUI, 
Monitoring/Request Status, note the 
number of requests and granules from 
each provider that require H1 for 
processing and are thus stuck in a 
particular state. Also record the 
number of requests and granules that 
are not stuck due to H1's 
suspension.<br /><br />b. From DPL 
Ingest GUI, Monitoring/Provider 
Status, verify that the number of 
requests and granules queued for each 
provider is equivalent to the total that 
were not stuck on the requests page. 

 

151 <i>4110 V-18</i>  #comment 
152 <i>Document Reference: DPL Ingest GUI 609: System Alerts, FTP Host 

Configuration, Global Tuning Configuration</i> 
 #comment 

153 Correct the error condition that caused the alert. Verify that the alert is closed 
no later than the configured retry time and that the closure time is reflected in 
the closed alert information. 

a. From DPL Ingest GUI, 
Configuration/Transfer Hosts, select 
H1 and note the configured retry 
time.<br /><br />b. From an xterm, 
type &quot;date&quot; into the 
command line to identify the current 
system time.<br /><br />c. From DPL 
Ingest GUI, Configuration/Global 
Tuning, restore time out parameters to 
their original value.<br /><br />d. 
From DPL Ingest GUI, Interventions 
&amp; Alerts/Alerts, verify that the 
alert closes.<br /><br />e. From the 
ingest database, select * from 
InOperatorAlert where AlertID = 
[AlertID]. Verify that the 
CompletionDate is within one minute 
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# Action Expected Result Notes 
after the configured retry time plus the 
time when the error condition was 
corrected. AlertID recorded in 
Criterion 4119 V-13. 

154 <i>4110 V-19</i>  #comment 
155 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
156 Verify that the Data Pool Ingest GUI status page no longer indicates a 

pending alert condition (Note that this assumes that there are no other alert 
conditions to be resolved). 

From DPL Ingest GUI, Home, verify 
that there is no longer an alert pending 
(presupposing no other alert 
conditions are left to be resolved) 

 

157 <i>4110 V-20</i>  #comment 
158 <i>Document Reference: DPL Ingest GUI 609: FTP Host Status</i>  #comment 
159 Verify that the Data Pool Ingest GUI no longer shows that file transfers from 

the FTP Host are suspended. 
From DPL Ingest GUI, 
Monitoring/Transfer Host Status, 
verify that transfers from the FTP Host 
are no longer suspended. 

 

160 <i>4110 V-21</i>  #comment 
161 <i>Document Reference: DPL Ingest GUI 609: Request Status List</i>  #comment 
162 Verify that file transfers from the host resume. From DPL Ingest GUI, 

Monitoring/Ingest Request/Ingest 
Request Detail for requests coming in 
from H1, check granule details to 
identify the directory where data is to 
be transferred. Go to these directories 
and verify that data files are 
appearing. 

 

163 <i>4110 V-22</i>  #comment 
164 Verify that the resumption is reflected in log entries in the application log. Check 

EcDlInProcessingService.ALOG to 
verify that file transfers to H1 have 
resumed. 

 

 
 
TEST DATA: 
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Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

4100   low flow 
[2 providers; FTP 
Transfers] 

None 1 gran/PDR None 
Refer to 
“RepositoryLocationMapping.xls” 

  

4110   low flow 
[2 Providers; FTP 
Transfers 

None 1 gran/PDR None 
Refer to 
“RepositoryLocationMapping.xls” 

  

 
EXPECTED RESULTS: 
 

327 SCP TRANSFER - CONSECUTIVE TRANSFER ERRORS (ECS-ECSTC-2738) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 
 
STEPS:   
# Action Expected Result Notes 
1 <i>4111 S-1</i>  #comment 
2 [scp Transfer - Consecutive Transfer Errors]<br /><br />This criterion may 

be verified by a separate test procedure or as part of the test procedure for 
criteria 300 to 395. 

  

3 <i>4111 S-2</i>  #comment 
4 <i>Document Reference: DPL Ingest GUI 609: FTP Host Configuration</i>  #comment 
5 Ensure that the host used for the verification is configured for automatic retry. From DPL Ingest GUI, 

Configuration/Transfer Hosts, click on 
the &quot;view/edit&quot; button of 
the acg host (H1) and ensure that the 
Auto Retry box is checked. 

 

6 <i>4111 S-3</i>  #comment 
7 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

List</i> 
 #comment 

8 Ensure that there are at least two providers that require this host for transfers a. From DPL Ingest GUI,  
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# Action Expected Result Notes 
via scp. Configuration/Providers, go to the 

details of MODAPS_TERRA_FPROC 
and MODAPS_AQUA_FPROC and 
identify the directories for each of 
their polling locations. Ensure both 
have &quot;Transfer Type&quot; set 
to &quot;scp&quot;<br /><br />b. 
Modify all the PDRs in the polling 
directories of these providers so that 
they require H1 for file transfers. This 
may be done by changing the 
NODE_NAME of each granule in the 
PDR to equal H1. 

9 <i>4111 S-4</i>  #comment 
10 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
11 Ensure that an e-mail address is configured for alert notifications From DPL Ingest GUI, Interventions 

&amp; Alerts/Alerts, verify that at the 
top of the page the field &quot;Ingest 
Alerts are sent as email to:&quot; is 
configured to a valid e-mail address. 

 

12 <i>4111 S-5</i>  #comment 
13 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 

14 Change the currently configured number of consecutive transfer errors for 
different files that will trigger an alert but ensure that that the number is 
configured to no less than 3. 

From DPL Ingest GUI, 
Configuration/Global Tuning, set 
MAX_CONSEC_XFER_ERRORS_P
DR to 3 

 

15 <i>4111 S-6</i>  #comment 
16 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

List</i> 
 #comment 

17 About a minute after the configuration change introduce a condition that 
results in consecutive transfer errors when accessing the scp host (e.g. remove 
the referenced files). Make sure the error condition does not duplicate one of 
the conditions tested by other polling alert criteria. The error condition may 
cause other DPL ingest servers to raise alerts, in which case the 
corresponding criteria may be checked off by performing their verification 
steps during the same test. 

a. From DPL Ingest GUI, Home, 
identify the number of alerts pending 
and the &quot;Num. Suspended ECS 
Services&quot;.<br /><br />b. From 
DPL Ingest GUI, 
Configuration/Providers, go to the 
details of one of the previously 
selected providers and identify its 

 



 

1331 
 

# Action Expected Result Notes 
polling location.<br /><br />c. Go to 
the polling location and identify the 
directory locations of one of the PDRs 
and identify the data directory of one 
of the granules.<br /><br />d. Wait 
one minute after the configuration 
change<br /><br />e. Go to the data 
directory identified and move the 
referenced files, thereby causing 
consecutive errors during the next 
polling cycle. 

18 <i>4111 V-1</i>  #comment 
19 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 

20 Verify that an alert is raised after the configured number of consecutive errors 
but not before 

Check EcDlInPollingService.ALOG 
to verify 3 errors are logged prior to 
the alert 
(MAX_CONSEC_XFER_ERRORS_P
DR configured in Criterion 4111 S-5) 

 

21 <i>4111 V-2</i>  #comment 
22 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
23 Verify that the alert is logged in the Data Pool Ingest application log in 

accordance with S-DPL-18330. 
While checking the log, perform 
clause text. 

 

24 <i>4111 V-3</i>  #comment 
25 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
26 Verify that appropriate error log entries appear in the log preceding the alert 

log entry and that these log entries comply with S-DPL-18320. 
Check 
EcDlInProcessingService.ALOG to 
verify that the transfer errors are 
recorded in the log in accordance with 
S-DPL-18320. 

 

27 <i>4111 V-4</i>  #comment 
28 <i>Document Reference: DPL Ingest GUI 609: ECS Service Configuration, 

ECS Service Detail</i> 
 #comment 

29 Verify that the application log contains entries that reflect the suspension of 
correct queues / services. 

a. From DPL Ingest GUI, 
Configuration/ECS Services 
Configuration Detail page for H1, 
identify which services are currently 
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# Action Expected Result Notes 
enabled.<br /><br />b. Check 
EcDlInProcessingService.ALOG to 
verify that it shows the suspension of 
the services to which H1 is currently 
configured. 

30 <i>4111 V-5</i>  #comment 
31 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
32 Verify that the Data Pool Ingest GUI status page shows that an alert is 

pending and some services are suspended. 
From DPL Ingest GUI, Home, verify 
that the number of alerts pending and 
the &quot;Num. Suspended ECS 
Services&quot; have been 
incremented. 

 

33 <i>4111 V-6</i>  #comment 
34 <i>Document Reference: DPL Ingest GUI 609: ECS Services Status</i>  #comment 
35 Verify that the Data Pool Ingest GUI shows that file transfers from the host 

are suspended. 
From DPL Ingest GUI, 
Monitoring/ECS Services Status, 
verify that file transfers for H1 are 
suspended. 

 

36 <i>4111 V-7</i>  #comment 
37 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 

38 Verify that file transfers are being retried according to the configured retry 
interval and not more often. 

a. From DPL Ingest GUI, 
Configuration/Global Tuning, identify 
the host retry interval for 
notifications.<br /><br />b. Check 
EcDlInProcessingService.ALOG to 
verify that file transfers from H1 are 
being retried according to this host 
retry interval 

 

39 <i>4111 V-8</i>  #comment 
40 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

41 Verify that file transfers from other hosts continue. From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
requests from the icg host move past 
the &quot;Inserting&quot; state. 

 

42 <i>4111 V-9</i>  #comment 
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# Action Expected Result Notes 
43 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
44 Verify that an e-mail was sent regarding the alert to the configured e-mail 

address and that the e-mail contains the information specified in S-DPL-
17700. 

Perform clause text.  

45 <i>4111 V-10</i>  #comment 
46 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
47 Verify that information provided in the alert e-mail is correct and matches the 

information shown in the alert monitoring screen. 
a. Verify that the e-mail reports on the 
transfer errors<br /><br />b. From 
DPL Ingest GUI, Interventions &amp; 
Alerts/Alerts, verify that the contents 
of the e-mail match the contents of the 
alerts. 

 

48 <i>4111 V-11</i>  #comment 
49 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
50 Verify that the alert monitoring screen lists the alert. From DPL Ingest GUI, Interventions 

&amp; Alerts, System Alerts, verify a 
HOST_CONSEC_FILE_PDR_XFER 
alert is displayed. 

 

51 <i>4111 V-12</i>  #comment 
52 <i>Document Reference: DPL Ingest GUI 609: System Alerts; DP_S6_01 

ticket</i> 
 #comment 

53 Verify that the alert monitoring screen displays the information specified in 
S-DPL-17730. 

From DPL Ingest GUI, Interventions 
&amp; Alerts, System Alerts, perform 
clause text. 

 

54 <i>4111 V-13</i>  #comment 
55 <i>Document Reference: DPL Ingest GUI 609: System Alerts; DP_S6_01 

ticket</i> 
 #comment 

56 Verify that it is possible to display detailed information about the alert 
including the information specified in S-DPL-17760. 

a. On DPL Ingest GUI, Interventions 
&amp; Alerts/Alerts, view alert details 
and verify that alert details include the 
information specified in S-DPL-
17760.<br /><br />b. Note the AlertID 
for use in Criterion 4111 V-18. 

 

57 <i>4111 V-14</i>  #comment 
58 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

Detail</i> 
 #comment 

59 Ensure that granules are active that require the host for file transfer. Verify a. From DPL Ingest GUI,  
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# Action Expected Result Notes 
that no more file transfer or other operations are dispatched for them except 
as needed for retry to clear the alert condition. For example, these may be 
granules that were active at the time of the alert and were queued for transfer 
or whose transfer failed but which were not suspended because the alert was 
already raised. 

Monitoring/Request Status/Ingest 
Request Detail, verify that all granules 
connected to requests configured to 
use H1 are active.<br /><br />b. 
Check 
EcDlInProcessingService.ALOG to 
verify that no more file transfer or 
other operations were dispatched for 
the relevant granules after H1 was 
suspended. 

60 <i>4111 V-15</i>  #comment 
61 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

62 Ensure that there are ingest requests that are validated and queued for 
activation that require the host. Verify that these ingest requests are not being 
activated. 

From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
new requests requiring H1 have 
appeared since the suspension of H1 
but have not moved past the 
&quot;New&quot; state. 

 

63 <i>4111 V-16</i>  #comment 
64 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

Detail</i> 
 #comment 

65 Ensure that there are granules in active requests that require the host. Verify 
that these granules are not being activated. 

On DPL Ingest GUI, 
Monitoring/Request Status, view the 
details for each of the new requests 
coming in and verify that each has 
granules and that these granules are 
not moving past the 
&quot;New&quot; state. 

 

66 <i>4111 V-17</i>  #comment 
67 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List, 

Provider Status List</i> 
 #comment 

68 Verify that ingest requests are no longer counted against the request and 
granule provider and system limits once they reach a state where the only 
granules they contain that still need to be processed require that host for 
transferring (i.e. once they reach the state where they are stuck). 

a. From DPL Ingest GUI, 
Monitoring/Request Status, note the 
number of requests and granules from 
each provider that require H1 for 
processing and are thus stuck in a 
particular state. Also record the 
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# Action Expected Result Notes 
number of requests and granules that 
are not stuck due to H1's 
suspension.<br /><br />b. From DPL 
Ingest GUI, Monitoring/Provider 
Status, verify that the number of 
requests and granules queued for each 
provider is equivalent to the total that 
were not stuck on the requests page. 

69 <i>4111 V-18</i>  #comment 
70 <i>Document Reference: DPL Ingest GUI 609: System Alerts, FTP Host 

Configuration</i> 
 #comment 

71 Correct the error condition that caused the alert. Verify that the alert is closed 
no later than the configured retry time and that the closure time is reflected in 
the closed alert information. 

a. From DPL Ingest GUI, 
Configuration/Transfer Hosts, select 
H1 and note the configured retry 
time.<br /><br />b. From an xterm 
window, type &quot;date&quot; into 
the command line to identify the 
current system time.<br /><br />c. Go 
to the directory on the scp host and 
restore the files in order to correct the 
error condition.<br /><br />d. From 
DPL Ingest GUI, Interventions &amp; 
Alerts/Alerts, verify that the alert 
closes.<br /><br />e. From the ingest 
database, select * from 
InOperatorAlert where AlertID = 
[AlertID]. Verify that the 
CompletionDate is within one minute 
after the configured retry time plus the 
time when the error condition was 
corrected. (AlertID recorded in 
Criterion 4111 V-13) 

 

72 <i>4111 V-19</i>  #comment 
73 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
74 Verify that the Data Pool Ingest GUI status page no longer indicates a 

pending alert condition (Note that this assumes that there are no other alert 
conditions to be resolved). 

From DPL Ingest GUI, Home, verify 
that there is no longer an alert pending 
(presupposing no other alert 
conditions are left to be resolved) 
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# Action Expected Result Notes 
75 <i>4111 V-20</i>  #comment 
76 <i>Document Reference: DPL Ingest GUI 609: ECS Services Status</i>  #comment 
77 Verify that the Data Pool Ingest GUI no longer shows that file transfers from 

the host are suspended. 
From DPL Ingest GUI, 
Monitoring/ECS Services Status, 
verify that file transfers for H1 is no 
longer suspended. 

 

78 <i>4111 V-21</i>  #comment 
79 <i>Document Reference: DPL Ingest GUI 609: FTP Host Status</i>  #comment 
80 Verify that file transfers from the host resume. From DPL Ingest GUI, 

Monitoring/Transfer Host Status, 
verify that transfer status has changed 
to &quot;active.&quot; 

 

81 <i>4111 V-22</i>  #comment 
82 Verify that the resumption is reflected in log entries in the application log. Check 

EcDlInProcessingService.ALOG to 
verify that file transfers to H1 have 
resumed. 

 

83 <i>4111 V-23</i>  #comment 
84 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List, 

Active Ingest Request Detail, Ingest Interventions List</i> 
 #comment 

85 Verify that any granules that were and still are suspended because of the 
errors that eventually caused the alert were resumed and that there are no 
open interventions pending due to their suspension. 

a. From DPL Ingest GUI, 
Monitoring/Request Status, go to each 
of the requests from the two affected 
providers and view their Request 
Detail pages. Verify in Granule 
Details that no granules are still 
suspended because of the errors.<br 
/><br />b. From DPL Ingest GUI, 
Interventions &amp; 
Alerts/Interventions, verify that there 
are no open interventions remaining 
from the error. 

 

86 <i>4112 S-1</i>  #comment 
87 [scp Transfer - Consecutive Timeouts] This criterion may be verified by a 

separate test procedure or as part of the test procedure for criteria 300 to 395. 
  

88 <i>4112 S-2</i>  #comment 
89 <i>Document Reference: DPL Ingest GUI 609: FTP Host Configuration</i>  #comment 



 

1337 
 

# Action Expected Result Notes 
90 Ensure that the host used for the verification is configured for automatic retry. From DPL Ingest GUI, 

Configuration/Transfer Hosts, click on 
the &quot;view/edit&quot; button of 
the acg host (H1) and ensure that the 
Auto Retry box is checked. 

 

91 <i>4112 S-3</i>  #comment 
92 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

List</i> 
 #comment 

93 Ensure that there are at least two providers that require this host for transfers 
via scp. 

a. From DPL Ingest GUI, 
Configuration/Providers, go to the 
details of MODAPS_TERRA_FPROC 
and MODAPS_AQUA_FPROC and 
identify the directories for each of 
their polling locations. Ensure both 
have &quot;Transfer Type&quot; set 
to &quot;scp&quot;<br /><br />b. 
Modify all the PDRs in the polling 
directories of these providers so that 
they require H1 for file transfers. This 
may be done by changing the 
NODE_NAME of each granule in the 
PDR to equal H1. 

 

94 <i>4112 S-4</i>  #comment 
95 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 

96 Ensure that that the number of consecutive errors that trigger the alert is 
configured to no less than 3. 

From DPL Ingest GUI, 
Configuration/Global Tuning, set 
MAX_CONSEC_XFER_ERRORS_P
DR to 3 

 

97 <i>4112 S-5</i>  #comment 
98 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
99 Ensure that an e-mail address is configured for alert notifications From DPL Ingest GUI, Interventions 

&amp; Alerts/Alerts, verify that at the 
top of the page the field &quot;Ingest 
Alerts are sent as email to:&quot; is 
configured to a valid e-mail address. 

 

100 <i>4112 S-6</i>  #comment 
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# Action Expected Result Notes 
101 <i>Document Reference: DPL Ingest GUI 609: FTP Host Configuration</i>  #comment 
102 Introduce a condition that results in time-out errors during the next polling 

cycle (e.g. set the time out parameters so low that it is impossible to meet 
them). Make sure the error condition does not duplicate one of the conditions 
tested by other polling alert criteria. The error condition may cause other DPL 
ingest servers to raise alerts, in which case the corresponding criteria may be 
checked off by performing their verification steps during the same test. 

a. From DPL Ingest GUI, Home, 
identify the number of alerts pending 
and the &quot;Num. Suspended ECS 
Services&quot;<br /><br />b. From 
DPL Ingest GUI, 
Configuration/Transfer Hosts, go to 
the details page for H1, note the 
preconfigured Pad Time and 
Throughput values, and then set the 
Pad Time to 1 and the Throughput to 2 
GB. 

 

103 <i>4112 V-1</i>  #comment 
104 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 

105 Verify that an alert is raised after the configured number of consecutive errors 
but not before 

Check EcDlInPollingService.ALOG 
to verify 3 errors are logged prior to 
the alert 
(MAX_CONSEC_XFER_ERRORS_P
DR configured in Criterion 4112 S-4) 

 

106 <i>4112 V-2</i>  #comment 
107 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
108 Verify that the alert is logged in the Data Pool Ingest application log in 

accordance with S-DPL-18330. 
While checking the logs, perform 
clause text. 

 

109 <i>4112 V-3</i>  #comment 
110 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
111 Verify that appropriate error log entries appear in the log preceding the alert 

log entry and that these log entries comply with S-DPL-18320. 
Check 
EcDlInProcessingService.ALOG to 
verify that the polling time-out errors 
are recorded in the log in accordance 
with S-DPL-18320. 

 

112 <i>4112 V-4</i>  #comment 
113 Verify that the application log contains entries that reflect the suspension of 

correct queues / services. 
Check 
EcDlInProcessingService.ALOG to 
verify that the suspension of file 
transfers has been logged. 

 

114 <i>4112 V-5</i>  #comment 
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# Action Expected Result Notes 
115 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
116 Verify that the Data Pool Ingest GUI status page shows that an alert is 

pending and some services are suspended. 
From DPL Ingest GUI, Home, verify 
that the number of alerts pending and 
the &quot;Num. Suspended ECS 
Services&quot; have been 
incremented. 

 

117 <i>4112 V-6</i>  #comment 
118 <i>Document Reference: DPL Ingest GUI 609: ECS Services Status</i>  #comment 
119 Verify that the Data Pool Ingest GUI shows that file transfers from the host 

are suspended. 
From DPL Ingest GUI, 
Monitoring/ECS Services Status, 
verify that file transfers for H1 are 
suspended. 

 

120 <i>4112 V-7</i>  #comment 
121 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 

122 Verify that file transfers are being retried according to the configured retry 
interval and not more often. 

a. From DPL Ingest GUI, 
Configuration/Global Tuning, identify 
the host retry interval for 
notifications.<br /><br />b. Check 
EcDlInProcessingService.ALOG to 
verify that file transfers from H1 are 
being retried according to this host 
retry interval 

 

123 <i>4112 V-8</i>  #comment 
124 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

125 Verify that file transfers from other hosts continue. From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
requests from the icg host move past 
the &quot;Inserting&quot; state. 

 

126 <i>4112 V-9</i>  #comment 
127 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
128 Verify that an e-mail was sent regarding the alert to the configured e-mail 

address and that the e-mail contains the information specified in S-DPL-
17700. 

Perform clause text.  

129 <i>4112 V-10</i>  #comment 
130 Verify that information provided in the alert e-mail is correct and matches the a. Verify that the e-mail reports on the  
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# Action Expected Result Notes 
information shown in the alert monitoring screen. transfer errors<br /><br />b. From 

DPL Ingest GUI, Interventions &amp; 
Alerts, Alerts, verify that the contents 
of the e-mail match the contents of the 
alerts. 

131 <i>4112 V-11</i>  #comment 
132 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
133 Verify that the alert monitoring screen lists the alert. From DPL Ingest GUI, Interventions 

&amp; Alerts, System Alerts, verify a 
HOST_TOO_MANY_TIMEOUT 
alert is displayed. 

 

134 <i>4112 V-12</i>  #comment 
135 <i>Document Reference: DPL Ingest GUI 609: System Alerts; DP_S6_01 

ticket</i> 
 #comment 

136 Verify that the alert monitoring screen displays the information specified in 
S-DPL-17730. 

From DPL Ingest GUI, Interventions 
&amp; Alerts/Alerts, perform clause 
text. 

 

137 <i>4112 V-13</i>  #comment 
138 <i>Document Reference: DPL Ingest GUI 609: System Alerts; DP_S6_01 

ticket</i> 
 #comment 

139 Verify that it is possible to display detailed information about the alert 
including the information specified in S-DPL-17760. 

On DPL Ingest GUI, Interventions 
&amp; Alerts/Alerts, view alert details 
and verify that alert details include the 
information specified in S-DPL-
17760.<br />Note the AlertID for use 
in Criterion 4112 V-18. 

 

140 <i>4112 V-14</i>  #comment 
141 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

Detail</i> 
 #comment 

142 Ensure that granules are active that require the host for file transfer. Verify 
that no more file transfer or other operations are dispatched for them except 
as needed for retry to clear the alert condition. For example, these may be 
granules that were active at the time of the alert and were queued for transfer 
or whose transfer failed but which were not suspended because the alert was 
already raised. 

a. From DPL Ingest GUI, 
Monitoring/Request Status/Ingest 
Request Details, verify that all 
granules connected to requests 
configured to use H1 are active.<br 
/><br />b. Check 
EcDlInProcessingService.ALOG to 
verify that no more file transfer or 
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# Action Expected Result Notes 
other operations were dispatched for 
the relevant granules after H1 was 
suspended. 

143 <i>4112 V-15</i>  #comment 
144 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

145 Ensure that there are ingest requests that are validated and queued for 
activation that require the host. Verify that these ingest requests are not being 
activated. 

From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
new requests requiring H1 have 
appeared since the suspension of H1 
but have not moved past the 
&quot;New&quot; state. 

 

146 <i>4112 V-16</i>  #comment 
147 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

Detail</i> 
 #comment 

148 Ensure that there are granules in active requests that require the host. Verify 
that these granules are not being activated. 

On DPL Ingest GUI, 
Monitoring/Request Status, view the 
details for each of the new requests 
coming in and verify that each has 
granules and that these granules are 
not moving past the 
&quot;New&quot; state. 

 

149 <i>4112 V-17</i>  #comment 
150 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List, 

Provider Status List</i> 
 #comment 

151 Verify that ingest requests are no longer counted against the request and 
granule provider and system limits once they reach a state where the only 
granules they contain that still need to be processed require that host for 
transferring (i.e. once they reach the state where they are stuck). 

a. From DPL Ingest GUI, 
Monitoring/Request Status, note the 
number of requests and granules from 
each provider that require H1 for 
processing and are thus stuck in a 
particular state. Also record the 
number of requests and granules that 
are not stuck due to H1's 
suspension.<br /><br />b. From DPL 
Ingest GUI, Monitoring/Provider 
Status, verify that the number of 
requests and granules queued for each 
provider is equivalent to the total that 
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# Action Expected Result Notes 
were not stuck on the requests page. 

152 <i>4112 V-18</i>  #comment 
153 <i>Document Reference: DPL Ingest GUI 609: System Alerts, FTP Host 

Configuration, Global Tuning Configuration</i> 
 #comment 

154 Correct the error condition that caused the alert. Verify that the alert is closed 
no later than the configured retry time and that the closure time is reflected in 
the closed alert information. 

a. From DPL Ingest GUI, 
Configuration/Transfer Hosts, select 
H1 and note the configured retry 
time.<br /><br />b. From an xterm 
window, type &quot;date&quot; into 
the command line to identify the 
current system time.<br /><br />c. 
From DPL Ingest GUI, 
Configuration/Global Tuning, restore 
time out parameters to their original 
value.<br /><br />d. From DPL Ingest 
GUI, Interventions &amp; 
Alerts/Alerts, verify that the alert 
closes.<br /><br />e. From the ingest 
database, select * from 
InOperatorAlert where AlertID = 
[AlertID]. Verify that the 
CompletionDate is within one minute 
after the configured retry time plus the 
time when the error condition was 
corrected. (AlertID recorded in 
Criterion 4112 V-13). 

 

155 <i>4112 V-19</i>  #comment 
156 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
157 Verify that the Data Pool Ingest GUI status page no longer indicates a 

pending alert condition (Note that this assumes that there are no other alert 
conditions to be resolved). 

From DPL Ingest GUI, Home, verify 
that there is no longer an alert pending 
(presupposing no other alert 
conditions are left to be resolved) 

 

158 <i>4112 V-20</i>  #comment 
159 <i>Document Reference: DPL Ingest GUI 609: ECS Services Status</i>  #comment 
160 Verify that the Data Pool Ingest GUI no longer shows that file transfers from 

the host are suspended. 
From DPL Ingest GUI, 
Monitoring/ECS Services Status, 
verify that file transfers for H1 is no 
longer suspended. 
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# Action Expected Result Notes 
161 <i>4112 V-21</i>  #comment 
162 <i>Document Reference: DPL Ingest GUI 609: FTP Host Status</i>  #comment 
163 Verify that file transfers from the host resume. From DPL Ingest GUI, 

Monitoring/Transfer Host Status, 
verify that transfer status has changed 
to &quot;active.&quot; 

 

164 <i>4112 V-22</i>  #comment 
165 Verify that the resumption is reflected in log entries in the application log. Check 

EcDlInProcessingService.ALOG to 
verify that file transfers to H1 have 
resumed. 

 

166 <i>4113 S-1</i>  #comment 
167 [scp Transfer - directory does not exist] This criterion may be verified by a 

separate test procedure or as part of the test procedure for criteria 300 to 395. 
  

168 <i>4113 S-2</i>  #comment 
169 <i>Document Reference: DPL Ingest GUI 609: FTP Host Configuration</i>  #comment 
170 Ensure that the host used for the verification is configured for automatic retry. From DPL Ingest GUI, 

Configuration/Transfer Hosts, click on 
the &quot;view/edit&quot; button of 
the acg host (H1) and ensure that the 
Auto Retry box is checked. 

 

171 <i>4113 S-3</i>  #comment 
172 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

List</i> 
 #comment 

173 Ensure that there are at least two providers using scp as their ingest protocol 
with at least one location each that requires this host for file transfers. 

a. From DPL Ingest GUI, 
Configuration/Providers, go to the 
details of MODAPS_TERRA_FPROC 
and MODAPS_AQUA_FPROC and 
identify the directories for each of 
their polling locations. Ensure both 
have &quot;Transfer Type&quot; set 
to &quot;scp&quot;<br /><br />b. 
Modify all the PDRs in the polling 
directories of these providers so that 
they require H1 for file transfers. This 
may be done by changing the 
NODE_NAME of each granule in the 

 



 

1344 
 

# Action Expected Result Notes 
PDR to equal H1. 

174 <i>4113 S-4</i>  #comment 
175 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
176 Ensure that an e-mail address is configured for alert notifications From DPL Ingest GUI, Interventions 

&amp; Alerts/Alerts, verify that at the 
top of the page the field &quot;Ingest 
Alerts are sent as email to:&quot; is 
configured to a valid e-mail address. 

 

177 <i>4113 S-5</i>  #comment 
178 Introduce an error such that the source directory referenced by a PDR on the 

host for one of the providers does not exist (e.g., remove the directory). 
a. From DPL Ingest GUI, Home, 
identify the number of alerts pending 
and the &quot;Num. Suspended ECS 
Services&quot;<br /><br />b. Go to 
the directory referenced by one of the 
PDRs on H1 and move it to another 
location. 

 

179 <i>4113 V-1</i>  #comment 
180 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
181 Verify that an alert is raised for the host. From DPL Ingest GUI, Interventions 

&amp; Alerts/Alerts, verify that an 
alert has been raised for the host. 

 

182 <i>4113 V-2</i>  #comment 
183 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
184 Verify that the alert is logged in the Data Pool Ingest application log in 

accordance with S-DPL-18330. 
While checking the log, perform 
clause text. 

 

185 <i>4113 V-3</i>  #comment 
186 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
187 Verify that appropriate error log entries appear in the log preceding the alert 

log entry and that these log entries comply with S-DPL-18320. 
Check 
EcDlInProcessingService.ALOG to 
verify that the inaccessible source 
directory error is recorded in the log in 
accordance with S-DPL-18320. 

 

188 <i>4113 V-4</i>  #comment 
189 Verify that the application log contains entries that reflect the suspension of 

correct queues / services. 
Check 
EcDlInProcessingService.ALOG to 
verify that the suspension of file 
transfers has been logged. 
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# Action Expected Result Notes 
190 <i>4113 V-5</i>  #comment 
191 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
192 Verify that the Data Pool Ingest GUI status page shows that an alert is 

pending and some services are suspended. 
From DPL Ingest GUI, Home, verify 
that the number of alerts pending. No 
new service suspensions should be 
displayed. 

 

193 <i>4113 V-6</i>  #comment 
194 <i>Document Reference: DPL Ingest GUI 609: ECS Services Status</i>  #comment 
195 Verify that the Data Pool Ingest GUI shows that file transfers from the host 

are suspended. 
From DPL Ingest GUI, 
Monitoring/ECS Services Status, 
verify that file transfers for H1 are 
suspended. 

 

196 <i>4113 V-7</i>  #comment 
197 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 

198 Verify that file transfers are being retried according to the configured retry 
interval and not more often. 

a. From DPL Ingest GUI, 
Configuration/Global Tuning, identify 
the host retry interval for 
notifications.<br /><br />b. Check 
EcDlInProcessingService.ALOG to 
verify that file transfers from H1 are 
being retried according to this host 
retry interval 

 

199 <i>4113 V-8</i>  #comment 
200 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

201 Verify that file transfers from other hosts continue. From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
requests from the icg host move past 
the &quot;Inserting&quot; state. 

 

202 <i>4113 V-9</i>  #comment 
203 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
204 Verify that an e-mail was sent regarding the alert to the configured e-mail 

address and that the e-mail contains the information specified in S-DPL-
17700. 

Perform clause text.  

205 <i>4113 V-10</i>  #comment 
206 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
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# Action Expected Result Notes 
207 Verify that information provided in the alert e-mail is correct and matches the 

information shown in the alert monitoring screen. 
a. Verify that the e-mail reports on the 
transfer errors<br /><br />b. From 
DPL Ingest GUI, Interventions &amp; 
Alerts/Alerts, verify that the contents 
of the e-mail match the contents of the 
alerts. 

 

208 <i>4113 V-11</i>  #comment 
209 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
210 Verify that the alert monitoring screen lists the alert. From DPL Ingest GUI, Interventions 

&amp; Alerts, System Alerts, verify a 
HOST_CONSEC_FILE_PDR_XFER 
alert is displayed. 

 

211 <i>4113 V-12</i>  #comment 
212 <i>Document Reference: DPL Ingest GUI 609: System Alerts; DP_S6_01 

ticket</i> 
 #comment 

213 Verify that the alert monitoring screen displays the information specified in 
S-DPL-17730. 

From DPL Ingest GUI, Interventions 
&amp; Alerts/Alerts, perform clause 
text. 

 

214 <i>4113 V-13</i>  #comment 
215 <i>Document Reference: DPL Ingest GUI 609: System Alerts; DP_S6_01 

ticket</i> 
 #comment 

216 Verify that it is possible to display detailed information about the alert 
including the information specified in S-DPL-17760. 

a. On DPL Ingest GUI, Interventions 
&amp; Alerts/Alerts, view alert details 
and verify that alert details include the 
information specified in S-DPL-
17760.<br /><br />b. Note the AlertID 
for use in Criterion 4113 V-13. 

 

217 <i>4113 V-14</i>  #comment 
218 <i>Document Reference: DPL Ingest GUI 609: System Alerts, FTP Host 

Configuration</i> 
 #comment 

219 Correct the error condition that caused the alert. Verify that the alert is closed 
no later than the configured retry time and that the closure time is reflected in 
the closed alert information. 

a. From DPL Ingest GUI, 
Configuration/Transfer Hosts, select 
H1 and note the configured retry 
time.<br /><br />b. From an xterm 
window, type &quot;date&quot; into 
the command line to identify the 
current system time.<br /><br />c. 
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# Action Expected Result Notes 
Restore the directory previously 
removed in this criteria.<br /><br />d. 
From DPL Ingest GUI, Interventions 
&amp; Alerts/Alerts, verify that the 
alert closes.<br /><br />e. From the 
ingest database, select * from 
InOperatorAlert where AlertID = 
[AlertID]. Verify that the 
CompletionDate is within one minute 
after the configured retry time plus the 
time when the error condition was 
corrected. (AlertID recorded in 
Criterion 4113 V-13) 

220 <i>4113 V-15</i>  #comment 
221 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
222 Verify that the Data Pool Ingest GUI status page no longer indicates a 

pending alert condition (Note that this assumes that there are no other alert 
conditions to be resolved). 

From DPL Ingest GUI, Home, verify 
that there is no longer an alert pending 
(presupposing no other alert 
conditions are left to be resolved) 

 

223 <i>4113 V-16</i>  #comment 
224 <i>Document Reference: DPL Ingest GUI 609: ECS Services Status</i>  #comment 
225 Verify that the Data Pool Ingest GUI no longer shows that file transfers from 

the host are suspended. 
From DPL Ingest GUI, 
Monitoring/ECS Services Status, 
verify that file transfers for H1 is no 
longer suspended. 

 

226 <i>4113 V-17</i>  #comment 
227 <i>Document Reference: DPL Ingest GUI 609: FTP Host Status</i>  #comment 
228 Verify that file transfers from the host resume. From DPL Ingest GUI, 

Monitoring/Transfer Host Status, 
verify that transfer status has changed 
to &quot;active.&quot; 

 

229 <i>4113 V-18</i>  #comment 
230 Verify that the resumption is reflected in log entries in the application log. Check 

EcDlInProcessingService.ALOG to 
verify that file transfers to H1 have 
resumed. 

 

231 <i>4114 S-1</i>  #comment 
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# Action Expected Result Notes 
232 [scp Transfer -directory permission error] This criterion may be verified by a 

separate test procedure or as part of the test procedure for criteria 300 to 395. 
  

233 <i>4114 S-2</i>  #comment 
234 <i>Document Reference: DPL Ingest GUI 609: FTP Host Configuration</i>  #comment 
235 Ensure that the host used for the verification is configured for automatic retry. From DPL Ingest GUI, 

Configuration/Transfer Hosts, click on 
the &quot;view/edit&quot; button of 
the acg host (H1) and ensure that the 
Auto Retry box is checked. 

 

236 <i>4114 S-3</i>  #comment 
237 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

List</i> 
 #comment 

238 Ensure that there are at least two providers using scp as their ingest protocol 
with at least one polling location each that requires this host. 

a. From DPL Ingest GUI, 
Configuration/Providers, go to the 
details of MODAPS_TERRA_FPROC 
and MODAPS_AQUA_FPROC and 
identify the directories for each of 
their polling locations. Ensure both 
have &quot;Transfer Type&quot; set 
to &quot;scp&quot;<br /><br />b. 
From DPL Ingest GUI, 
Configuration/Providers, modify one 
of the polling locations by selecting 
&quot;[edit...]&quot; On the page that 
appears, select &quot;Pick an existing 
host.&quot; Select H1 from the drop-
down of existing hosts. 

 

239 <i>4114 S-4</i>  #comment 
240 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
241 Ensure that an e-mail address is configured for alert notifications From DPL Ingest GUI, Interventions 

&amp; Alerts/Alerts, verify that at the 
top of the page the field &quot;Ingest 
Alerts are sent as email to:&quot; is 
configured to a valid e-mail address. 

 

242 <i>4114 S-5</i>  #comment 
243 Introduce an error that causes a permission problem during polling. a. From DPL Ingest GUI, Home, 

identify the number of alerts 
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# Action Expected Result Notes 
pending.<br /><br />b. Go to the 
polling directory and take away 
read/write permissions from the 
directory; this should cause a 
permission problem during polling. 

244 <i>4114 V-1</i>  #comment 
245 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
246 Verify that an alert is raised for the polling location. From DPL Ingest GUI, Interventions 

&amp; Alerts/Alerts, verify that an 
alert has been raised for the polling 
location. 

 

247 <i>4114 V-2</i>  #comment 
248 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
249 Verify that the alert is logged in the Data Pool Ingest application log in 

accordance with S-DPL-18330. 
Check 
EcDlInProcessingService.ALOG to 
perform clause text. 

 

250 <i>4114 V-3</i>  #comment 
251 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
252 Verify that appropriate error log entries appear in the log preceding the alert 

log entry and that these log entries comply with S-DPL-18320. 
Check 
EcDlInProcessingService.ALOG to 
verify that the polling permission error 
is recorded in the log in accordance 
with S-DPL-18320. 

 

253 <i>4114 V-4</i>  #comment 
254 Verify that the application log contains entries that reflect the suspension of 

correct queues / services. 
Check 
EcDlInProcessingService.ALOG to 
verify that the suspension of file 
transfers has been logged. 

 

255 <i>4114 V-5</i>  #comment 
256 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
257 Verify that the Data Pool Ingest GUI status page shows that an alert is 

pending and some services are suspended. 
From DPL Ingest GUI, Home, verify 
the number of alerts pending has been 
incremented. No new service 
suspensions should be displayed. 

 

258 <i>4114 V-6</i>  #comment 
259 <i>Document Reference: DPL Ingest GUI 609: ECS Services Status</i>  #comment 
260 Verify that the Data Pool Ingest GUI shows that file transfers from the host From DPL Ingest GUI,  
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# Action Expected Result Notes 
are suspended. Monitoring/ECS Services Status, 

verify that file transfers for H1 are 
suspended. 

261 <i>4114 V-7</i>  #comment 
262 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 

263 Verify that file transfers are being retried according to the configured retry 
interval and not more often. 

a. From DPL Ingest GUI, 
Configuration/Global Tuning, identify 
the host retry interval for 
notifications.<br /><br />b. Check 
EcDlInProcessingService.ALOG to 
verify that file transfers from H1 are 
being retried according to this host 
retry interval 

 

264 <i>4114 V-8</i>  #comment 
265 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

266 Verify that file transfers from other hosts continue. From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
requests from the icg host move past 
the &quot;Inserting&quot; state. 

 

267 <i>4114 V-9</i>  #comment 
268 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
269 Verify that an e-mail was sent regarding the alert to the configured e-mail 

address and that the e-mail contains the information specified in S-DPL-
17700. 

Perform clause text.  

270 <i>4114 V-10</i>  #comment 
271 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
272 Verify that information provided in the alert e-mail is correct and matches the 

information shown in the alert monitoring screen. 
a. Verify that the e-mail reports on the 
transfer errors<br /><br />b. From 
DPL Ingest GUI, Interventions &amp; 
Alerts/Alerts, verify that the contents 
of the e-mail match the contents of the 
alerts. 

 

273 <i>4114 V-11</i>  #comment 
274 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
275 Verify that the alert monitoring screen lists the alert. From DPL Ingest GUI, Interventions  
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# Action Expected Result Notes 
&amp; Alerts, System Alerts, verify a 
HOST_CONSEC_FILE_PDR_XFER 
alert is displayed. 

276 <i>4114 V-12</i>  #comment 
277 <i>Document Reference: DPL Ingest GUI 609: System Alerts; DP_S6_01 

ticket</i> 
 #comment 

278 Verify that the alert monitoring screen displays the information specified in 
S-DPL-17730. 

From DPL Ingest GUI, Interventions 
&amp; Alerts/Alerts, perform clause 
text. 

 

279 <i>4114 V-13</i>  #comment 
280 <i>Document Reference: DPL Ingest GUI 609: System Alerts; DP_S6_01 

ticket</i> 
 #comment 

281 Verify that it is possible to display detailed information about the alert 
including the information specified in S-DPL-17760. 

a. On DPL Ingest GUI, Interventions 
&amp; Alerts/Alerts, view alert details 
and verify that alert details include the 
information specified in S-DPL-
17760.<br /><br />b. Note the AlertID 
for use in Criterion 4114 V-14. 

 

282 <i>4114 V-14</i>  #comment 
283 Correct the error condition that caused the alert. Verify that the alert is closed 

no later than the configured retry time and that the closure time is reflected in 
the closed alert information. 

a. From DPL Ingest GUI, 
Configuration/Transfer Hosts, select 
H1 and note the configured retry 
time.<br /><br />b. From an xterm 
window, type &quot;date&quot; into 
the command line to identify the 
current system time.<br /><br />c. Go 
to the polling directory and restore 
read/write permissions to the 
directory.<br /><br />d. From DPL 
Ingest GUI, Interventions &amp; 
Alerts/Alerts, verify that the alert 
closes.<br /><br />e. From the ingest 
database, select * from 
InOperatorAlert where AlertID = 
[AlertID]. Verify that the 
CompletionDate is within one minute 
after the configured retry time plus the 
time when the error condition was 
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# Action Expected Result Notes 
corrected. (AlertID recorded in 
Criterion 4114 V-13) 

284 <i>4114 V-15</i>  #comment 
285 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
286 Verify that the Data Pool Ingest GUI status page no longer indicates a 

pending alert condition (Note that this assumes that there are no other alert 
conditions to be resolved). 

From DPL Ingest GUI, Home, verify 
that there is no longer an alert pending 
(presupposing no other alert 
conditions are left to be resolved) 

 

287 <i>4114 V-16</i>  #comment 
288 <i>Document Reference: DPL Ingest GUI 609: ECS Services Status</i>  #comment 
289 Verify that the Data Pool Ingest GUI no longer shows that file transfers from 

the host are suspended. 
From DPL Ingest GUI, 
Monitoring/ECS Services Status, 
verify that file transfers for H1 is no 
longer suspended. 

 

290 <i>4114 V-17</i>  #comment 
291 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

292 Verify that file transfers from the host resume. From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
requests from the affected provider 
move past the &quot;Inserting&quot; 
state. 

 

293 <i>4114 V-18</i>  #comment 
294 Verify that the resumption is reflected in log entries in the application log. Check 

EcDlInProcessingService.ALOG to 
verify that file transfers to H1 have 
resumed. 

 

 
 
TEST DATA: 
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Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

4111   low flow 
[SCP Transfers; 2 
providers] 

None 1 gran/PDR None 
Refer to 
“RepositoryLocationMapping.xls” 

  

4112   low flow 
[SCP Transfers; 2 
providers] 

None 1 gran/PDR None 
Refer to 
“RepositoryLocationMapping.xls” 

  

4113   low flow 
[SCP Transfers; 2 
providers] 

None 1 gran/PDR None 
Refer to 
“RepositoryLocationMapping.xls” 

  

4114   low flow 
[SCP Transfers; 2 
providers] 

None 1 gran/PDR None 
Refer to 
“RepositoryLocationMapping.xls” 

  

 
EXPECTED RESULTS: 
 

328 LOCAL TRANSFER - CONSECUTIVE TRANSFER ERRORS (ECS-ECSTC-2739) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 
 
STEPS:   
# Action Expected Result Notes 
1 <i>4120 S-1</i>  #comment 
2 [Local Transfer - Consecutive Transfer Errors]<br /><br />This criterion may 

be verified by a separate test procedure or as part of the test procedure for 
criteria 300 to 395. 

  

3 <i>4120 S-2</i>  #comment 
4 <i>Document Reference: DPL Ingest GUI 609: FTP Host Configuration</i>  #comment 
5 Ensure that the local transfer is configured for automatic retry. From DPL Ingest GUI, 

Configuration/Transfer Hosts, under 
&quot;Local Host 
Configuration&quot;, ensure 
&quot;Auto Retry&quot; is checked 

 

6 <i>4120 S-3</i>  #comment 
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# Action Expected Result Notes 
7 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

List</i> 
 #comment 

8 Ensure that there is at least one other provider that uses a local host to stage 
files for transferring 

From DPL Ingest GUI, 
Configuration/Providers, select the 
details for the AMSER_E_SIPS and 
NSIDC_DAAC providers and ensure 
that &quot;Transfer Type&quot; for 
both are &quot;Local.&quot; Ensure 
all other local configuration 
parameters for these providers are set 
in accordance with 
TestConfigData.XLS: Providers. 

 

9 <i>4120 S-4</i>  #comment 
10 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

List</i> 
 #comment 

11 Ensure that an e-mail address is configured for alert notifications From DPL Ingest GUI, 
Configuration/Providers, edit provider 
configuration to verify Notification 
Settings are set to send an Email to a 
valid e-mail address. 

 

12 <i>4120 S-5</i>  #comment 
13 <i>Document Reference: DPL Ingest GUI 609: Home and Status Page</i>  #comment 
14 Introduce a condition that results in consecutive transfer errors (e.g. make the 

referenced directory inaccessible). Make sure the error condition does not 
duplicate one of the conditions tested by other polling alert criteria. The error 
condition may cause other DPL ingest servers to raise alerts, in which case 
the corresponding criteria may be checked off by performing their 
verification steps during the same test. 

a. From DPL Ingest GUI, Home, 
identify the number of alerts pending 
and the &quot;Num. Suspended ECS 
Services.&quot;<br /><br />b. In the 
PDRs described in &quot;Test Data 
Requirements&quot;, identify the 
DIRECTORY_ID of C1.<br /><br 
/>c. Submit the PDRs.<br /><br />d. 
Go to the identified directory and the 
.hdf and .met files for the submitted 
PDRs. 

 

15 <i>4120 V-1</i>  #comment 
16 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 

17 Verify that an alert is raised after the configured number of consecutive errors 
but not before 

a. From DPL Ingest GUI, 
Configuration/Global Tuning, identify 
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# Action Expected Result Notes 
the configured number of consecutive 
transfer errors 
(MAX_CONSEC_XFER_ERRORS_P
DR)<br /><br />b. Check 
EcDlInProcessingService.ALOG to 
verify that the configured number of 
transfer errors are logged prior to the 
alert 

18 <i>4120 V-2</i>  #comment 
19 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
20 Verify that the alert is logged in the Data Pool Ingest application log in 

accordance with S-DPL-18330. 
While checking the log, perform 
clause text. 

 

21 <i>4120 V-3</i>  #comment 
22 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
23 Verify that appropriate error log entries appear in the log preceding the alert 

log entry and that these log entries comply with S-DPL-18320. 
Check 
EcDlInProcessingService.ALOG to 
verify that the transfer errors are 
recorded in the log in accordance with 
S-DPL-18320. 

 

24 <i>4120 V-4</i>  #comment 
25 Verify that the application log contains entries that reflect the suspension of 

correct queues / services. 
Check 
EcDlInProcessingService.ALOG to 
verify that transfers from the missing 
directory are suspended 

 

26 <i>4120 V-5</i>  #comment 
27 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
28 Verify that the Data Pool Ingest GUI status page shows that an alert is 

pending and some services are suspended. 
From DPL Ingest GUI, Home, verify 
that the number of alerts pending and 
the &quot;Num. Suspended ECS 
Services&quot; have been 
incremented. 

 

29 <i>4120 V-6</i>  #comment 
30 <i>Document Reference: DPL Ingest GUI 609: ECS Services Status</i>  #comment 
31 Verify that the Data Pool Ingest GUI shows that local file transfers are 

suspended 
From DPL Ingest GUI, 
Monitoring/Transfer Host Status, 
verify that under &quot;Local Host 
Operations&quot;, read status is 
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# Action Expected Result Notes 
suspended. 

32 <i>4120 V-7</i>  #comment 
33 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 

34 Verify that local file transfer is being retried according to the configured retry 
interval and not more often. 

a. From DPL Ingest GUI, 
Configuration/Transfer Hosts page, 
identify the auto retry interval under 
&quot;Local Host 
Configurations.&quot;<br /><br />b. 
Check 
EcDlInProcessingService.ALOG to 
verify that local file transfer is being 
retried according to this host retry 
interval 

 

35 <i>4120 V-8</i>  #comment 
36 Verify that non-local file transfers continue. Check 

EcDlInProcessingService.ALOG to 
verify that non-local file transfers 
continue. 

 

37 <i>4120 V-9</i>  #comment 
38 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
39 Verify that an e-mail was sent regarding the alert to the configured e-mail 

address and that the e-mail contains the information specified in S-DPL-
17700. 

Perform clause text.  

40 <i>4120 V-10</i>  #comment 
41 Verify that information provided in the alert e-mail is correct and matches the 

information shown in the alert monitoring screen. 
a. Verify that the e-mail reports on the 
consecutive local transfer errors<br 
/><br />b. From DPL Ingest GUI, 
Interventions &amp; Alerts, Alerts, 
verify that the contents of the e-mail 
match the contents of the alerts. 

 

42 <i>4120 V-11</i>  #comment 
43 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
44 Verify that the alert monitoring screen lists the alert. From DPL Ingest GUI, Interventions 

&amp; Alerts, System Alerts, verify a 
HOST_TOO_MANY_TIMEOUT 
alert is displayed. 
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45 <i>4120 V-12</i>  #comment 
46 <i>Document Reference: DPL Ingest GUI 609: System Alerts; DP_S6_01 

ticket</i> 
 #comment 

47 Verify that the alert monitoring screen displays the information specified in 
S-DPL-17730. 

From DPL Ingest GUI, Interventions 
&amp; Alerts/Alerts, perform clause 
text. 

 

48 <i>4120 V-13</i>  #comment 
49 <i>Document Reference: DPL Ingest GUI 609: System Alerts; DP_S6_01 

ticket</i> 
 #comment 

50 Verify that it is possible to display detailed information about the alert 
including the information specified in S-DPL-17760. 

On DPL Ingest GUI, Interventions 
&amp; Alerts/Alerts, view alert details 
and verify that alert details include the 
information specified in S-DPL-
17760. 

 

51 <i>4120 V-14</i>  #comment 
52 <i>Document Reference: DPL Ingest GUI 609: Provider Status List, System 

Alerts, Global Tuning Configuration</i> 
 #comment 

53 Ensure that local polling has been configured and is being used. Unless the 
error condition already caused suspension of polling wait until that occurs. 
Verify that the GUI shows only one alert for local transfers and polling on the 
alert monitoring screen. 

a. (Configuration verified in Criterion 
4120 S-3)<br /><br />b. Check 
EcDlInPollingService.ALOG to verify 
that local polling is being used.<br 
/><br />c. From DPL Ingest GUI, 
Interventions &amp; Alerts/Alerts, 
verify that only one alert for local 
transfers and polling appear on the 
screen. 

 

54 <i>4120 V-15</i>  #comment 
55 <i>Document Reference: DPL Ingest GUI 609: Provider Status List, Provider 

Status Detail</i> 
 #comment 

56 Verify that the GUI shows that local polling and the affected providers and 
polling directories have been suspended as well. 

From DPL Ingest GUI, 
Monitoring/Provider status, verify that 
polling for the affected providers is 
either suspended or that it becomes 
suspended. 

 

57 <i>4120 V-16</i>  #comment 
58 Verify that a single alert e-mail was sent. Verify that one alert e-mail was sent to 

the configured address about the local 
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transfer error. 

59 <i>4120 V-17</i>  #comment 
60 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

61 Ensure that granules are active that require local file transfer. Verify that no 
more file transfer operations are dispatched for them (except as needed for 
retry to clear the alert condition). 

a. From DPL Ingest GUI, 
Monitoring/Request Status, check 
each request from the providers 
configured to local file transfer, note 
all granule ids for granules that require 
local file transfer.<br /><br />b. Check 
the granule details for each of these 
granules and verify that they are all 
resuming for all requests except one. 
A single request will have granules in 
the 'transferring' state. This is the 
request being used during retries.<br 
/><br />c. Check 
EcDlInProcessingService.ALOG to 
verify that no more file transfer or 
other operations were dispatched for 
the relevant granules after the transfer 
error was introduced. 

 

62 <i>4120 V-18</i>  #comment 
63 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

64 Ensure that there are ingest requests that are validated and queued for 
activation that require local transfer. Verify that these ingest requests are not 
being activated. 

From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
new requests that require local transfer 
have appeared since the introduction 
of the transfer error but have not 
moved past the &quot;New&quot; 
state. 

 

65 <i>4120 V-19</i>  #comment 
66 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

67 Ensure that there are granules in active requests that require local transfer. 
Verify that these granules are not being activated. 

From DPL Ingest GUI, 
Monitoring/Request Status, view the 
details for active requests that require 
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local transfer and verify in 
&quot;Granule Details&quot; that the 
granules are not moving past the 
&quot;New&quot; state. 

68 <i>4120 V-20</i>  #comment 
69 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List, 

Provider Status List</i> 
 #comment 

70 Verify that ingest requests are no longer counted against the request and 
granule provider and system limits once they reach a state where the only 
granules they contain that still need to be processed require local transfer (i.e. 
once they reach the state where they are stuck). 

a. From DPL Ingest GUI, 
Monitoring/Request Status, note the 
number of requests and granules from 
each provider that require local 
transfer and are thus stuck in a 
particular state (i.e. Not suspended and 
not the active request being retried). 
Also record the number of requests 
and granules that are not stuck due to 
the transfer error.<br /><br />b. From 
DPL Ingest GUI, Monitoring/Provider 
Status, verify that the number of 
requests and granules queued for each 
provider is equivalent to the total that 
were not stuck on the requests page. 

 

71 <i>4120 V-21</i>  #comment 
72 <i>Document Reference: DPL Ingest GUI 609: System Alerts, Global 

Tuning Configuration</i> 
 #comment 

73 Correct the error condition that caused the alert. Verify that the alert is closed 
no later than the configured retry time and that the closure time is reflected in 
the closed alert information. 

a. From DPL Ingest GUI, 
Configuration/Global Tuning, note the 
configured retry time for local file 
transfers.<br /><br />b. From an xterm 
window, identify the current time by 
entering &quot;date&quot; into the 
command line.<br /><br />c. Go to the 
directory previously modified and 
rename it to its correct name.<br /><br 
/>d. From DPL Ingest GUI, 
Interventions &amp; Alerts/Alerts, 
refresh the page and verify that the 
alert is no longer displayed.<br /><br 
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/>e. From the ingest database, select * 
from InOperatorAlert where AlertID = 
[AlertID]. Verify that the 
CompletionDate is within one minute 
after the configured retry time plus the 
time when the error condition was 
corrected. 

74 <i>4120 V-22</i>  #comment 
75 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
76 Verify that the Data Pool Ingest GUI status page no longer indicates a 

pending alert condition (Note that this assumes that there are no other alert 
conditions to be resolved). 

From DPL Ingest GUI, Home, verify 
that there is no longer an alert pending 
(presupposing no other alert 
conditions are left to be resolved) 

 

77 <i>4120 V-23</i>  #comment 
78 <i>Document Reference: DPL Ingest GUI 609: ECS Services Status</i>  #comment 
79 Verify that the Data Pool Ingest GUI no longer shows that local file transfers 

are suspended 
From DPL Ingest GUI, 
Monitoring/Transfer Host Status, 
verify that under &quot;Local Host 
Operations&quot;, read status is 
active. 

 

80 <i>4120 V-24</i>  #comment 
81 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

82 Verify that local file transfers resume. From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
requests from the affected provider 
move past the &quot;Inserting&quot; 
state. 

 

83 <i>4120 V-25</i>  #comment 
84 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List, 

Active Ingest Request Detail</i> 
 #comment 

85 Verify that local polling resumes. From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
new requests are arriving from the 
relevant polling locations (check 
request details for requests with the 
relevant provider to identify a 
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request's polling location). 

86 <i>4120 V-26</i>  #comment 
87 Verify that the resumption is reflected in log entries in the application log. Check 

EcDlInProcessingService.ALOG and 
EcDlInPollingService.ALOG to verify 
that local file transfers and local 
polling has resumed. 

 

88 <i>4120 V-27</i>  #comment 
89 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List, 

Active Ingest Request Detail, Ingest Interventions List</i> 
 #comment 

90 Verify that any granules that were and still are suspended because of the 
errors that eventually caused the alert were resumed and that there are no 
open interventions pending due to their suspension. 

a. From DPL Ingest GUI, 
Monitoring/Request Status, go to each 
of the requests from the affected 
providers and view their Request 
Detail pages. Verify in Granule 
Details that no granules are still 
suspended because of the errors.<br 
/><br />b. From DPL Ingest GUI, 
Interventions &amp; 
Alerts/Interventions, verify that there 
are no open interventions remaining 
from the error. 

 

91 <i>4130 S-1</i>  #comment 
92 [Local Transfer - Consecutive Timeouts] This criterion may be verified by a 

separate test procedure or as part of the test procedure for criteria 300 to 395. 
  

93 <i>4130 S-2</i>  #comment 
94 <i>Document Reference: DPL Ingest GUI 609: FTP Host Configuration</i>  #comment 
95 Ensure that the local transfer is configured for automatic retry. From DPL Ingest GUI, 

Configuration/Transfer Hosts, under 
&quot;Local Host 
Configuration&quot;, ensure 
&quot;Auto Retry&quot; is checked 

 

96 <i>4130 S-3</i>  #comment 
97 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

List</i> 
 #comment 

98 Ensure that there is at least one other provider that uses a local host to stage 
files for transferring 

From DPL Ingest GUI, 
Configuration/Providers, select the 

 



 

1362 
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details for the AMSER_E_SIPS and 
NSIDC_DAAC providers and ensure 
the &quot;Transfer Type&quot; is 
&quot;Local.&quot; Ensure all other 
local configuration parameters for 
these providers are set in accordance 
with TestConfigData.XLS: Providers. 

99 <i>4130 S-4</i>  #comment 
100 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 

101 Ensure that that the number of consecutive errors that trigger the alert is 
configured to no less than 3. 

From DPL Ingest GUI, 
Configuration/Global Tuning, set 
MAX_CONSEC_XFER_ERRORS to 
3 

 

102 <i>4130 S-5</i>  #comment 
103 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
104 Ensure that an e-mail address is configured for alert notifications From DPL Ingest GUI, Interventions 

&amp; Alerts/Alerts, verify that at the 
top of the page the field &quot;Ingest 
Alerts are sent as email to:&quot; is 
configured to a valid e-mail address. 

 

105 <i>4130 S-6</i>  #comment 
106 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration, Home/Ingest Status page</i> 
 #comment 

107 Introduce a condition that results in time-out errors for transfers (e.g. set the 
time out parameters so low that it is impossible to meet them). Make sure the 
error condition does not duplicate one of the conditions tested by other 
polling alert criteria. The error condition may cause other DPL ingest servers 
to raise alerts, in which case the corresponding criteria may be checked off by 
performing their verification steps during the same test. 

a. From DPL Ingest GUI, Home, 
identify the number of alerts pending 
and the &quot;Num. Suspended ECS 
Services.&quot;<br /><br />b. From 
DPL Ingest GUI, 
Configuration/Transfer Hosts, edit the 
&quot;Local Host 
Configuration&quot; and set the 
Timeout Pad Time to 1 second and 
Expected Throughput to 2000MB. 

 

108 <i>4130 V-1</i>  #comment 
109 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 



 

1363 
 

# Action Expected Result Notes 
110 Verify that an alert is raised after the configured number of consecutive errors 

but not before 
a. From DPL Ingest GUI, 
Configuration/Global Tuning, identify 
the configured number of consecutive 
transfer errors 
(MAX_CONSEC_XFER_ERRORS)<
br /><br />b. Check 
EcDlInProcessingService.ALOG to 
verify that the configured number of 
transfer errors are logged prior to the 
alert 

 

111 <i>4130 V-2</i>  #comment 
112 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
113 Verify that the alert is logged in the Data Pool Ingest application log in 

accordance with S-DPL-18330. 
While checking the log, perform 
clause text. 

 

114 <i>4130 V-3</i>  #comment 
115 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
116 Verify that appropriate error log entries appear in the log preceding the alert 

log entry and that these log entries comply with S-DPL-18320. 
Check 
EcDlInProcessingService.ALOG to 
verify that the transfer time-out errors 
are recorded in the log in accordance 
with S-DPL-18320. 

 

117 <i>4130 V-4</i>  #comment 
118 Verify that the application log contains entries that reflect the suspension of 

correct queues / services. 
Check 
EcDlInProcessingService.ALOG to 
verify that the suspension of local file 
transfers has been logged. 

 

119 <i>4130 V-5</i>  #comment 
120 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
121 Verify that the Data Pool Ingest GUI status page shows that an alert is 

pending and some services are suspended. 
From DPL Ingest GUI, Home, verify 
that the number of alerts pending and 
the &quot;Num. Suspended ECS 
Services&quot; have been 
incremented. 

 

122 <i>4130 V-6</i>  #comment 
123 <i>Document Reference: DPL Ingest GUI 609: ECS Services Status</i>  #comment 
124 Verify that the Data Pool Ingest GUI shows that local file transfers are 

suspended 
From DPL Ingest GUI, 
Monitoring/Transfer Host Status, 
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verify that under &quot;Local Host 
Operations&quot;, read status is 
suspended. 

125 <i>4130 V-7</i>  #comment 
126 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 

127 Verify that local file transfer is being retried according to the configured retry 
interval and not more often. 

a. From DPL Ingest GUI, 
Configuration/Transfer Hosts page, 
identify the auto retry interval under 
&quot;Local Host 
Configurations.&quot;Check 
EcDlInProcessingService.ALOG to 
verify that local file transfer is being 
retried according to this host retry 
interval 

 

128 <i>4130 V-8</i>  #comment 
129 Verify that non-local file transfers continue. Check 

EcDlInProcessingService.ALOG to 
verify that transfers from all providers 
configured for remote transfer 
continue. 

 

130 <i>4130 V-9</i>  #comment 
131 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
132 Verify that a single e-mail was sent regarding the alert to the configured e-

mail address and that the e-mail contains the information specified in S-DPL-
17700. 

Perform clause text.  

133 <i>4130 V-10</i>  #comment 
134 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
135 Verify that information provided in the alert e-mail is correct and matches the 

information shown in the alert monitoring screen. 
a. Verify that the e-mail reports on the 
suspension of file transfers<br /><br 
/>b. From DPL Ingest GUI, 
Interventions &amp; Alerts, System 
Alerts, verify that the contents of the 
e-mail match the contents of the alerts. 

 

136 <i>4130 V-11</i>  #comment 
137 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
138 Verify that the alert monitoring screen lists the alert. From DPL Ingest GUI, Interventions  
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&amp; Alerts, System Alerts, verify a 
HOST_TOO_MANY_TIMEOUT 
alert is displayed. 

139 <i>4130 V-12</i>  #comment 
140 <i>Document Reference: DPL Ingest GUI 609: System Alerts; DP_S6_01 

ticket</i> 
 #comment 

141 Verify that the alert monitoring screen displays the information specified in 
S-DPL-17730. 

From DPL Ingest GUI, Interventions 
&amp; Alerts/Alerts, perform clause 
text. 

 

142 <i>4130 V-13</i>  #comment 
143 <i>Document Reference: DPL Ingest GUI 609: System Alerts; DP_S6_01 

ticket</i> 
 #comment 

144 Verify that it is possible to display detailed information about the alert 
including the information specified in S-DPL-17760. 

On DPL Ingest GUI, Interventions 
&amp; Alerts/Alerts, view alert details 
and verify that alert details include the 
information specified in S-DPL-
17760. 

 

145 <i>4130 V-14</i>  #comment 
146 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

147 Ensure that granules are active that require local file transfer. Verify that no 
more file transfer operations are dispatched for them (except as needed for 
retry to clear the alert condition). 

a. From DPL Ingest GUI, 
Monitoring/Request Status, check 
each request from the providers 
configured to local file transfer, note 
all granule ids for granules that require 
local file transfer.<br /><br />b. Check 
the granule details for each of these 
granules and verify that they are all 
active.<br /><br />c. Check 
EcDlInProcessingService.ALOG to 
verify that no more file transfer or 
other operations were dispatched for 
the relevant granules after the transfer 
error was introduced. 

 

148 <i>4130 V-15</i>  #comment 
149 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 
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150 Ensure that there are ingest requests that are validated and queued for 

activation that require local transfer. Verify that these ingest requests are not 
being activated. 

From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
new requests that require local transfer 
have appeared since the introduction 
of the transfer error but have not 
moved past the &quot;New&quot; 
state. 

 

151 <i>4130 V-16</i>  #comment 
152 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

153 Ensure that there are granules in active requests that require local transfer. 
Verify that these granules are not being activated. 

From DPL Ingest GUI, 
Monitoring/Request Status, view the 
details for active requests that require 
local transfer and verify in 
&quot;Granule Details&quot; that the 
granules are not moving past the 
&quot;New&quot; state. 

 

154 <i>4130 V-17</i>  #comment 
155 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List, 

Provider Status List</i> 
 #comment 

156 Verify that ingest requests are no longer counted against the request and 
granule provider and system limits once they reach a state where the only 
granules they contain that still need to be processed require local transfer (i.e. 
once they reach the state where they are stuck). 

a. From DPL Ingest GUI, 
Monitoring/Request Status, note the 
number of requests and granules from 
each provider that require local 
transfer and are thus stuck in a 
particular state. Also record the 
number of requests and granules that 
are not stuck due to the transfer 
error.<br /><br />b. From DPL Ingest 
GUI, Monitoring/Provider Status, 
verify that the number of requests and 
granules queued for each provider is 
equivalent to the total that were not 
stuck on the requests page. 

 

157 <i>4130 V-18</i>  #comment 
158 <i>Document Reference: DPL Ingest GUI 609: System Alerts, Global 

Tuning Configuration</i> 
 #comment 

159 Correct the error condition that caused the alert. Verify that the alert is closed a. From DPL Ingest GUI,  
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no later than the configured retry time and that the closure time is reflected in 
the closed alert information. 

Configuration/Global Tuning, note the 
configured retry time.<br /><br />b. 
From an xterm window, type in 
&quot;date&quot; to identify the 
current system time.<br /><br />c. 
From DPL Ingest GUI, 
Configuration/Global Tuning, restore 
time-out parameters for transfer to 
their original configuration.<br /><br 
/>d. From DPL Ingest GUI, 
Interventions &amp; Alerts/Alerts, 
verify that the alert closes.<br /><br 
/>e. From the ingest database, select * 
from InOperatorAlert where AlertID = 
[AlertID]. Verify that the 
CompletionDate is within one minute 
after the configured retry time plus the 
time when the error condition was 
corrected. 

160 <i>4130 V-19</i>  #comment 
161 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
162 Verify that the Data Pool Ingest GUI status page no longer indicates a 

pending alert condition (Note that this assumes that there are no other alert 
conditions to be resolved). 

From DPL Ingest GUI, Home, verify 
that there is no longer an alert pending 
(presupposing no other alert 
conditions are left to be resolved) 

 

163 <i>4130 V-20</i>  #comment 
164 <i>Document Reference: DPL Ingest GUI 609: ECS Services Status</i>  #comment 
165 Verify that the Data Pool Ingest GUI no longer shows that local file transfers 

are suspended 
From DPL Ingest GUI, 
Monitoring/Transfer Host Status, 
verify that under &quot;Local Host 
Operations&quot;, read status is 
active. 

 

166 <i>4130 V-21</i>  #comment 
167 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

168 Verify that local file transfers resume. From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
requests from the affected provider 
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move past the &quot;Inserting&quot; 
state. 

169 <i>4130 V-22</i>  #comment 
170 Verify that the resumption is reflected in log entries in the application log. Check 

EcDlInProcessingService.ALOG and 
EcDlInPollingService.ALOG to verify 
that local file transfers and local 
polling has resumed. 

 

 
 
TEST DATA: 
 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

4120   
10 PDRs 
C1, 1 PDR 
C2 

C1: 
AMSREL1A 
 
C2: NISE 
 
[Local 
Transfers; 2 
providers] 

None 1 gran/PDR None /sotestdata/SynergyVI/DP_S6_01/Criteria/4120/V086/   

4130   
Same as 
above 

Same as above None Same as above None /sotestdata/SynergyVI/DP_S6_01/Criteria/4130/V086/   

 
EXPECTED RESULTS: 
 

329 FTP NOTIFICATION - LOGIN ERROR (ECS-ECSTC-2740) 

DESCRIPTION: 
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PRECONDITIONS: 
None 
 
STEPS:   
# Action Expected Result Notes 
1 <i>4150 S-1</i>  #comment 
2 [FTP Notification - Login Error]<br /><br />This criterion may be verified by 

a separate test procedure or as part of the test procedure for criteria 300 to 
395. 

  

3 <i>4150 S-2</i>  #comment 
4 <i>Document Reference: DPL Ingest GUI 609: FTP Host Configuration</i>  #comment 
5 Ensure that the host used for the verification is configured for automatic retry. From DPL Ingest GUI, 

Configuration/Transfer Hosts, click on 
the &quot;view/edit&quot; button of 
the icg host (H1) and ensure that the 
Auto Retry box is checked. 

 

6 <i>4150 S-3</i>  #comment 
7 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

List</i> 
 #comment 

8 Ensure that there are at least two providers that require this host for 
notifications via FTP. 

From DPL Ingest GUI, 
Configuration/Providers, go to the 
details for 
MODAPS_TERRA_FPROC and 
MODAPS_AQUA_FPROC, ensure 
&quot;FTP Only&quot; is set for the 
Notification Method, and set the 
&quot;Existing Host&quot; to H1. 

 

9 <i>4150 S-4</i>  #comment 
10 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
11 Ensure that an e-mail address is configured for alert notifications From DPL Ingest GUI, Interventions 

&amp; Alerts/Alerts, verify that at the 
top of the page the field &quot;Ingest 
Alerts are sent as email to:&quot; is 
configured to a valid e-mail address. 

 

12 <i>4150 S-5</i>  #comment 
13 <i>Document Reference: DPL Ingest GUI 609: Home/Login Status Page, 

Provider Configuration Detail</i> 
 #comment 

14 Change the login password for notifications for the provider to introduce a a. Change the login password for  



 

1370 
 

# Action Expected Result Notes 
condition that makes it impossible to login to the host. notifications for 

MODAPS_TERRA_FPROC<br /><br 
/>b. Submit the PDRs described in 
&quot;Test Data 
Requirements&quot;<br /><br />c. 
From DPL Ingest GUI, Home, identify 
the number of alerts pending.<br 
/><br />d. From DPL Ingest GUI, 
Configuration/Providers, go to the 
details for 
MODAPS_TERRA_FPROC and 
change the password under 
&quot;FTP Info&quot; to 
&quot;test&quot; 

15 <i>4150 V-1</i>  #comment 
16 Verify that an alert is raised without retrying Check 

EcDlInNotificationService.ALOG to 
verify that an alert is raised without 
retrying. 

 

17 <i>4150 V-2</i>  #comment 
18 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
19 Verify that the alert is logged in the Data Pool Ingest application log in 

accordance with S-DPL-18330. 
While checking the log, perform 
clause text. 

 

20 <i>4150 V-3</i>  #comment 
21 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
22 Verify that appropriate error log entries appear in the log preceding the alert 

log entry and that these log entries comply with S-DPL-18320. 
Verify that no error messages are 
shown related to the preceding the 
alert since the alert is raised on the 
first error. 

 

23 <i>4150 V-4</i>  #comment 
24 Verify that the application log contains entries that reflect the suspension of 

correct queues / services. 
Check 
EcDlInNotificationService.ALOG to 
verify that it shows the suspension 
notifications via FTP for the affected 
provider. 

 

25 <i>4150 V-5</i>  #comment 
26 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
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# Action Expected Result Notes 
27 Verify that the Data Pool Ingest GUI status page shows that an alert is 

pending and some services are suspended. 
From DPL Ingest GUI, Home, verify 
that the number of alerts pending has 
been incremented. No new service 
suspensions should be displayed. 

 

28 <i>4150 V-6</i>  #comment 
29 <i>Document Reference: DPL Ingest GUI 609: Provider Status Detail</i>  #comment 
30 Verify that the Data Pool Ingest GUI shows that provider notification to the 

host is suspended. 
From DPL Ingest GUI, 
Montioring/Provider Status, go to the 
details of MODAPS_TERRA_FPROC 
and verify that FTP is suspended for 
Configured Notification Types. 

 

31 <i>4150 V-7</i>  #comment 
32 <i>Document Reference: DPL Ingest GUI 609: Provider Status Detail</i>  #comment 
33 Verify that the Data Pool Ingest GUI shows that notification for the affected 

provider was suspended due to an alert (i.e. automatically. 
On the Transfer Host Status page, 
verify that the relation between H1 
and MODAPS_TERRA_FPROC 
shows that it is suspended by the 
server. 

 

34 <i>4150 V-8</i>  #comment 
35 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 

36 Verify that notifications are being retried according to the configured retry 
interval and not more often. 

a. From DPL Ingest GUI, 
Configuration/Global Tuning, identify 
the host retry interval for 
notifications.<br /><br />b. Check 
EcDlInNotificationService.ALOG to 
verify that notifications to H1 is being 
retried according to this host retry 
interval 

 

37 <i>4150 V-9</i>  #comment 
38 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

List</i> 
 #comment 

39 Verify that provider notifications continue for other hosts. a. From DPL Ingest GUI, 
Configuration/Providers, go to the 
details of providers configured to use 
hosts other than H1. Under &quot;FTP 
Info&quot; identify the path set to 
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# Action Expected Result Notes 
receive notifications.<br /><br />b. 
Monitor this directory to verify that 
notifications are arriving for requests 
from these providers. 

40 <i>4150 V-10</i>  #comment 
41 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

List</i> 
 #comment 

42 Ensure that at least one other provider uses the same host for notifications and 
that this provider is not affected by the login problem and verify that 
notifications for that provider to that host continue. 

a. From DPL Ingest GUI, 
Configuration/Providers, go to the 
details of MODAPS_AQUA_FPROC 
page and under &quot;FTP 
Info&quot; identify the path set to 
receive notifications.<br /><br />b. 
Monitor this directory to verify that 
notifications are arriving. 

 

43 <i>4150 V-11</i>  #comment 
44 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
45 Verify that an e-mail was sent regarding the alert to the configured e-mail 

address and that the e-mail contains the information specified in S-DPL-
17700. 

Perform clause text.  

46 <i>4150 V-12</i>  #comment 
47 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
48 Verify that information provided in the alert e-mail is correct and matches the 

information shown in the alert monitoring screen. 
a. Verify that the e-mail reports on H1 
with a HOST_LOGIN_PAN_PDRD 
alert type.<br /><br />b. From DPL 
Ingest GUI, Interventions &amp; 
Alert/System Alerts, verify that the 
contents of the e-mail match the 
contents of the alerts. 

 

49 <i>4150 V-13</i>  #comment 
50 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
51 Verify that the alert monitoring screen lists the alert. From DPL Ingest GUI, Interventions 

&amp; Alerts, System Alerts, verify a 
&quot;Login failure for PAN/DPRD 
transfers&quot; alert is displayed. 

 

52 <i>4150 V-14</i>  #comment 
53 <i>Document Reference: DPL Ingest GUI 609: System Alerts; DP_S6_01  #comment 
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# Action Expected Result Notes 
ticket</i> 

54 Verify that the alert monitoring screen displays the information specified in 
S-DPL-17730. 

From DPL Ingest GUI, Interventions 
&amp; Alerts, System Alerts, perform 
clause text. 

 

55 <i>4150 V-15</i>  #comment 
56 <i>Document Reference: DPL Ingest GUI 609: System Alerts; DP_S6_01 

ticket</i> 
 #comment 

57 Verify that it is possible to display detailed information about the alert 
including the information specified in S-DPL-17760. 

On DPL Ingest GUI, Interventions 
&amp; Alerts/Alerts, view alert details 
and verify that alert details include the 
information specified in S-DPL-
17760.<br />There are no associated 
alert conditions. 

 

58 <i>4150 V-16</i>  #comment 
59 <i>Document Reference: DPL Ingest GUI 609: System Alerts, FTP Host 

Configuration</i> 
 #comment 

60 Correct the provider notification password. Verify that the alert is closed no 
later than one minute after the configured retry time and that the closure time 
is reflected in the closed alert information. 

a. From DPL Ingest GUI, 
Configuration/Transfer Hosts, select 
H1 and note the configured retry 
time.<br /><br />b. From DPL Ingest 
GUI, Configuration/Providers, go to 
the details for 
MODAPS_TERRA_FPROC and 
restore the password to its correct 
configuration.<br /><br />c. From 
DPL Ingest GUI, Interventions &amp; 
Alerts/Alerts, verify that the alert 
closes.<br /><br />d. View the closed 
alert information and verify that the 
time of its closure was within one 
minute after the configured retry time. 

 

61 <i>4150 V-17</i>  #comment 
62 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
63 Verify that the Data Pool Ingest GUI status page no longer indicates a 

pending alert condition (Note that this assumes that there are no other alert 
conditions to be resolved). 

From DPL Ingest GUI, Home, verify 
that there is no longer an alert pending 
(presupposing no other alert 
conditions are left to be resolved) 
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# Action Expected Result Notes 
64 <i>4150 V-18</i>  #comment 
65 <i>Document Reference: DPL Ingest GUI 609: FTP Host Status</i>  #comment 
66 Verify that the Data Pool Ingest GUI no longer shows that provider 

notification to the host is suspended. 
From DPL Ingest GUI, 
Monitoring/Transfer Host Status, 
verify that &quot;Write Status&quot; 
to H1/ MODAPS_TERRA_FPROC is 
no longer 
suspended.Monitoring/Transfer Host 
Status 

 

67 <i>4150 V-19</i>  #comment 
68 <i>Document Reference: DPL Ingest GUI 609: Provider Status List Provider 

Status Detail</i> 
 #comment 

69 Verify that the Data Pool Ingest GUI no longer shows that notification for the 
affected provider is no longer suspended. 

From DPL Ingest GUI, 
Monitoring/Provider Status, select that 
affected provider and verify that under 
&quot;Configured Notification 
Types,&quot; FTP is no longer 
suspended. 

 

70 <i>4150 V-20</i>  #comment 
71 Verify that provider notifications via FTP for the host resumes. Check the directory configured to 

receive the FTP Notifications and 
verify that notifications are arriving 
from active requests. 

 

72 <i>4150 V-21</i>  #comment 
73 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

List</i> 
 #comment 

74 Verify that notifications are transmitted for all requests from that provider 
that completed before or during the alert (i.e. none are missing). 

a. From DPL Ingest GUI, 
Configuration/Providers, go to the 
details of the relevant provider page 
and under &quot;FTP Info&quot; 
identify the path set to receive 
notifications.<br /><br />b. Monitor 
this directory to verify that there is a 
notification for each request 
completed before or during the alert. 

 

75 <i>4150 V-22</i>  #comment 
76 Verify that the resumption is reflected in log entries in the application log. Check  
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# Action Expected Result Notes 
EcDlInNotificationService.ALOG to 
verify that notifications to H1 have 
resumed. 

77 <i>4160 S-1</i>  #comment 
78 [FTP Notification - Consecutive Transfer Errors] This criterion may be 

verified by a separate test procedure or as part of the test procedure for 
criteria 300 to 395. 

  

79 <i>4160 S-2</i>  #comment 
80 <i>Document Reference: DPL Ingest GUI 609: FTP Host Configuration</i>  #comment 
81 Ensure that the host used for the verification is configured for automatic retry. From DPL Ingest GUI, 

Configuration/Transfer Hosts, click on 
the &quot;view/edit&quot; button of a 
selected host (H1) and ensure that the 
Auto Retry box is checked. 

 

82 <i>4160 S-3</i>  #comment 
83 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

List</i> 
 #comment 

84 Ensure that there are at least two providers that require this host for 
notifications via FTP. 

From DPL Ingest GUI, 
Configuration/Providers, go to the 
details for 
MODAPS_TERRA_FPROC and 
MODAPS_AQUA_FPROC, ensure 
&quot;FTP Only&quot; is set for the 
Notification Method, and set the 
&quot;Existing Host&quot; to H1. 

 

85 <i>4160 S-4</i>  #comment 
86 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 

87 Ensure that that the number of consecutive errors that trigger the alert is 
configured to no less than 3. 

From DPL Ingest GUI, 
Configuration/Global Tuning, set 
MAX_CONSEC_XFER_ERRORS_P
DR to 3 

 

88 <i>4160 S-5</i>  #comment 
89 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
90 Ensure that an e-mail address is configured for alert notifications From DPL Ingest GUI, Interventions 

&amp; Alerts/Alerts, verify that at the 
top of the page the field &quot;Ingest 
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# Action Expected Result Notes 
Alerts are sent as email to:&quot; is 
configured to a valid e-mail address. 

91 <i>4160 S-6</i>  #comment 
92 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

List</i> 
 #comment 

93 Introduce a condition that results in consecutive transfer errors for 
notifications (e.g. make the directory inaccessible for write). Make sure the 
error condition does not duplicate one of the conditions tested by other 
polling alert criteria. The error condition may cause other DPL ingest servers 
to raise alerts, in which case the corresponding criteria may be checked off by 
performing their verification steps during the same test. 

a. Submit the PDRs described in 
&quot;Test Data 
Requirements&quot;<br /><br />b. 
From DPL Ingest GUI, Home, identify 
the number of alerts pending.<br 
/><br />c. From DPL Ingest GUI, 
Configuration/Providers, go to 
provider details and note the 
&quot;Path&quot; under FTP Info.<br 
/><br />d. Go to this directory and 
remove write permissions, thereby 
causing consecutive transfer errors for 
notifications. 

 

94 <i>4160 V-1</i>  #comment 
95 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 

96 Verify that an alert is raised after the configured number of consecutive errors 
but not before 

Check 
EcDlInNotificationService.ALOG to 
verify a 
HOST_CONSEC_PAN_PDRD_XFE
R alert is raised after the configured 
number of errors have occurred, as 
configured in S-4. 

 

97 <i>4160 V-2</i>  #comment 
98 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
99 Verify that the alert is logged in the Data Pool Ingest application log in 

accordance with S-DPL-18330. 
While checking the log, perform 
clause text. 

 

100 <i>4160 V-3</i>  #comment 
101 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
102 Verify that appropriate error log entries appear in the log preceding the alert 

log entry and that these log entries comply with S-DPL-18320. 
a. While checking the log, verify that 
appropriate error log entries appear in 
the log preceding the alert log 
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# Action Expected Result Notes 
entries<br /><br />b. Verify that these 
log entries comply with S-DPL-18320 

103 <i>4160 V-4</i>  #comment 
104 Verify that the application log contains entries that reflect the suspension of 

correct queues / services. 
Check 
EcDlInNotificationService.ALOG to 
verify that the log shows the 
suspension of provider notification to 
H1. 

 

105 <i>4160 V-5</i>  #comment 
106 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
107 Verify that the Data Pool Ingest GUI status page shows that an alert is 

pending and some services are suspended. 
From DPL Ingest GUI, Home, verify 
that the number of alerts pending has 
been incremented. No new service 
suspensions should be displayed. 

 

108 <i>4160 V-6</i>  #comment 
109 <i>Document Reference: DPL Ingest GUI 609: FTP Host Status</i>  #comment 
110 Verify that the Data Pool Ingest GUI shows that provider notification to the 

host is suspended. 
From DPL Ingest GUI, 
Montioring/Provider Status, go to the 
details of MODAPS_TERRA_FPROC 
and verify that &quot;Notification 
Status&quot; to H1 is suspended. 

 

111 <i>4160 V-7</i>  #comment 
112 <i>Document Reference: DPL Ingest GUI 609: Provider Status List, Provider 

Status Detail</i> 
 #comment 

113 Verify that the Data Pool Ingest GUI shows that notification for the affected 
providers was suspended due to an alert (i.e. automatically. 

On the Provider Configuration Detail 
page, verify that notifications from the 
provider were suspended 
automatically due to an alert. 

 

114 <i>4160 V-8</i>  #comment 
115 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 

116 Verify that notifications are being retried according to the configured retry 
interval and not more often. 

a. From DPL Ingest GUI, 
Configuration/Global Tuning, identify 
the host retry interval for 
notifications.<br /><br />b. Check 
EcDlInNotificationService.ALOG to 
verify that notifications to H1 is being 
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# Action Expected Result Notes 
retried according to this host retry 
interval 

117 <i>4160 V-9</i>  #comment 
118 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

List</i> 
 #comment 

119 Verify that provider notifications continue for other hosts. a. From DPL Ingest GUI, 
Configuration/Providers, go to the 
details of providers configured to use 
hosts other than H1. Under &quot;FTP 
Info&quot; identify the path set to 
receive notifications.<br /><br />b. 
Monitor this directory to verify that 
notifications are arriving from active 
requests. 

 

120 <i>4160 V-10</i>  #comment 
121 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
122 Verify that an e-mail was sent regarding the alert to the configured e-mail 

address and that the e-mail contains the information specified in S-DPL-
17700. 

Perform clause text.  

123 <i>4160 V-11</i>  #comment 
124 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
125 Verify that information provided in the alert e-mail is correct and matches the 

information shown in the alert monitoring screen. 
a. Verify that the e-mail reports on the 
suspension of notifications to H1.<br 
/><br />b. From DPL Ingest GUI, 
Interventions &amp; Alerts/Alerts, 
verify that the contents of the e-mail 
match the contents of the alerts. 

 

126 <i>4160 V-12</i>  #comment 
127 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
128 Verify that the alert monitoring screen lists the alert. From DPL Ingest GUI, Interventions 

&amp; Alerts, System Alerts, verify a 
HOST_CONSEC_PAN_PDRD_XFE
R alert is displayed. 

 

129 <i>4160 V-13</i>  #comment 
130 <i>Document Reference: DPL Ingest GUI 609: System Alerts; DP_S6_01 

ticket</i> 
 #comment 

131 Verify that the alert monitoring screen displays the information specified in From DPL Ingest GUI, Interventions  
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# Action Expected Result Notes 
S-DPL-17730. &amp; Alerts, System Alerts, perform 

clause text. 
132 <i>4160 V-14</i>  #comment 
133 <i>Document Reference: DPL Ingest GUI 609: System Alerts; DP_S6_01 

ticket</i> 
 #comment 

134 Verify that it is possible to display detailed information about the alert 
including the information specified in S-DPL-17760. 

a. On DPL Ingest GUI, Interventions 
&amp; Alerts/Alerts, view alert details 
and verify that alert details include the 
information specified in S-DPL-
17760. 

 

135 <i>4160 V-15</i>  #comment 
136 <i>Document Reference: DPL Ingest GUI 609: System Alerts, FTP Host 

Configuration</i> 
 #comment 

137 Correct the error condition that caused the alert. Verify that the alert is closed 
no later than the configured retry time and that the closure time is reflected in 
the closed alert information. 

a. From DPL Ingest GUI, 
Configuration/Transfer Hosts, select 
H1 and note the configured retry 
time.<br /><br />b. From an xterm 
window, type &quot;date&quot; into 
the command line to identify the 
current system time.<br /><br />c. Go 
to the directory previously modified 
and restore write permissions<br 
/><br />d. From DPL Ingest GUI, 
Interventions &amp; Alerts/Alerts, 
verify that the alert closes.<br /><br 
/>e. From the ingest database, select * 
from InOperatorAlert where AlertID = 
[AlertID]. Verify that the 
CompletionDate is within one minute 
after the configured retry time plus the 
time when the error condition was 
corrected. 

 

138 <i>4160 V-16</i>  #comment 
139 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
140 Verify that the Data Pool Ingest GUI status page no longer indicates a 

pending alert condition (Note that this assumes that there are no other alert 
conditions to be resolved). 

From DPL Ingest GUI, Home, verify 
that there is no longer an alert pending 
(presupposing no other alert 
conditions are left to be resolved) 
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# Action Expected Result Notes 
141 <i>4160 V-17</i>  #comment 
142 <i>Document Reference: DPL Ingest GUI 609: FTP Host Status</i>  #comment 
143 Verify that the Data Pool Ingest GUI no longer shows that provider 

notification to the host is suspended. 
From DPL Ingest GUI, 
Monitoring/Transfer Host Status, 
verify that provider notification for H1 
is no longer suspended 

 

144 <i>4160 V-18</i>  #comment 
145 <i>Document Reference: DPL Ingest GUI 609: Provider Status List, Provider 

Status Detail</i> 
 #comment 

146 Verify that the Data Pool Ingest GUI no longer shows that notification for the 
affected providers is no longer suspended. 

From DPL Ingest GUI, 
Monitoring/Provider Status, select that 
affected provider and verify that under 
&quot;Notification 
Information,&quot; FTP status is no 
longer suspended. 

 

147 <i>4160 V-19</i>  #comment 
148 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

List</i> 
 #comment 

149 Verify that provider notifications via FTP for the host resumes. a. From DPL Ingest GUI, 
Configuration/Providers, go to the 
details of the relevant provider page 
and under &quot;FTP Info&quot; 
identify the path set to receive 
notifications.<br /><br />b. Monitor 
this directory to verify that 
notifications are arriving from active 
requests. 

 

150 <i>4160 V-20</i>  #comment 
151 Verify that the resumption is reflected in log entries in the application log. Check 

EcDlInNotificationService.ALOG to 
verify that notifications to H1 have 
resumed. 

 

152 <i>4170 S-1</i>  #comment 
153 [FTP Notification - Consecutive Timeouts] This criterion may be verified by 

a separate test procedure or as part of the test procedure for criteria 300 to 
395. 

  

154 <i>4170 S-2</i>  #comment 
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# Action Expected Result Notes 
155 <i>Document Reference: DPL Ingest GUI 609: FTP Host Configuration</i>  #comment 
156 Ensure that the host used for the verification is configured for automatic retry. From DPL Ingest GUI, 

Configuration/Transfer Hosts, click on 
the &quot;view/edit&quot; button of a 
selected host (H1) and ensure that the 
Auto Retry box is checked. 

 

157 <i>4170 S-3</i>  #comment 
158 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

List</i> 
 #comment 

159 Ensure that there are at least two providers that require this host for 
notifications via FTP. 

From DPL Ingest GUI, 
Configuration/Providers, go to the 
details for 
MODAPS_TERRA_FPROC and 
MODAPS_AQUA_FPROC, ensure 
&quot;FTP Only&quot; is set for the 
Notification Method, and set the 
&quot;Existing Host&quot; to H1. 

 

160 <i>4170 S-4</i>  #comment 
161 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 

162 Ensure that that the number of consecutive errors that trigger the alert is 
configured to no less than 3. 

From DPL Ingest GUI, 
Configuration/Global Tuning, set 
MAX_CONSEC_XFER_ERRORS_P
DR to 3 

 

163 <i>4170 S-5</i>  #comment 
164 <i>Document Reference: DPL Ingest GUI 609: FTP Host Configuration</i>  #comment 
165 Introduce a condition that results in time-out errors (e.g. set the time out 

parameters so low that it is impossible to meet them). Make sure the error 
condition does not duplicate one of the conditions tested by other polling alert 
criteria. The error condition may cause other DPL ingest servers to raise 
alerts, in which case the corresponding criteria may be checked off by 
performing their verification steps during the same test. 

a. Submit the PDRs described in 
&quot;Test Data 
Requirements&quot;<br /><br />b. 
From DPL Ingest GUI, 
Configuration/Transfer Hosts, go to 
the details page for H1, note the 
preconfigured Pad Time and 
Throughput values, and then set the 
Pad Time to 1 and the Throughput to 2 
GB. 

 

166 <i>4170 S-6</i>  #comment 
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# Action Expected Result Notes 
167 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
168 Ensure that an e-mail address is configured for alert notifications From DPL Ingest GUI, Interventions 

&amp; Alerts/Alerts, verify that at the 
top of the page the field &quot;Ingest 
Alerts are sent as email to:&quot; is 
configured to a valid e-mail address. 

 

169 <i>4170 V-1</i>  #comment 
170 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 

171 Verify that an alert is raised after the configured number of consecutive errors 
but not before 

Check 
EcDlInNotificationService.ALOG to 
verify a 
HOST_TOO_MANY_TIMEOUT 
alert is raised after the configured 
number of errors have occurred, as 
configured in S-4. 

 

172 <i>4170 V-2</i>  #comment 
173 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
174 Verify that the alert is logged in the Data Pool Ingest application log in 

accordance with S-DPL-18330. 
While checking the log, perform 
clause text. 

 

175 <i>4170 V-3</i>  #comment 
176 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
177 Verify that appropriate error log entries appear in the log preceding the alert 

log entry and that these log entries comply with S-DPL-18320. 
a. While checking the log, verify that 
appropriate error log entries appear in 
the log preceding the alert log 
entries<br /><br />b. Verify that these 
log entries comply with S-DPL-18320 

 

178 <i>4170 V-4</i>  #comment 
179 Verify that the application log contains entries that reflect the suspension of 

correct queues / services. 
Check 
EcDlInNotificationService.ALOG to 
verify that it shows the suspension 
notifications via FTP. 

 

180 <i>4170 V-5</i>  #comment 
181 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
182 Verify that the Data Pool Ingest GUI status page shows that an alert is 

pending and some services are suspended. 
From DPL Ingest GUI, Home, verify 
that the number of alerts pending has 
been incremented. No new service 
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# Action Expected Result Notes 
suspensions should be displayed. 

183 <i>4170 V-6</i>  #comment 
184 <i>Document Reference: DPL Ingest GUI 609: FTP Host Status</i>  #comment 
185 Verify that the Data Pool Ingest GUI shows that provider notification to the 

host is suspended. 
From DPL Ingest GUI, 
Montioring/Provider Status, go to the 
details of MODAPS_TERRA_FPROC 
and verify that &quot;Notification 
Status&quot; to H1 is suspended. 

 

186 <i>4170 V-7</i>  #comment 
187 <i>Document Reference: DPL Ingest GUI 609: Provider Status List, Provider 

Status Detail</i> 
 #comment 

188 Verify that the Data Pool Ingest GUI shows that notification for the affected 
providers was suspended due to an alert (i.e. automatically. 

On the Provider Configuration Detail 
page, verify that notifications from the 
provider were suspended 
automatically due to an alert. 

 

189 <i>4170 V-8</i>  #comment 
190 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 

191 Verify that notifications are being retried according to the configured retry 
interval and not more often. 

a. From DPL Ingest GUI, 
Configuration/Transfer Hosts, identify 
the auto retry interval for H1.<br 
/><br />b. Check 
EcDlInNotificationService.ALOG to 
verify that notifications to H1 is being 
retried according to this host retry 
interval 

 

192 <i>4170 V-9</i>  #comment 
193 Verify that provider notifications continue for other hosts. Check 

EcDlInNotificationService.ALOG to 
verify that provider notifications from 
hosts other than H1 are occurring. 

 

194 <i>4170 V-10</i>  #comment 
195 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
196 Verify that an e-mail was sent regarding the alert to the configured e-mail 

address and that the e-mail contains the information specified in S-DPL-
17700. 

Perform clause text.  

197 <i>4170 V-11</i>  #comment 
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# Action Expected Result Notes 
198 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
199 Verify that information provided in the alert e-mail is correct and matches the 

information shown in the alert monitoring screen. 
a. Verify that the e-mail reports on the 
suspension of notifications to H1.<br 
/><br />b. From DPL Ingest GUI, 
Interventions &amp; Alerts/Alerts, 
verify that the contents of the e-mail 
match the contents of the alerts. 

 

200 <i>4170 V-12</i>  #comment 
201 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
202 Verify that the alert monitoring screen lists the alert. From DPL Ingest GUI, Interventions 

&amp; Alerts, System Alerts, verify a 
HOST_TOO_MANY_TIMEOUT 
alert is displayed. 

 

203 <i>4170 V-13</i>  #comment 
204 <i>Document Reference: DPL Ingest GUI 609: System Alerts; DP_S6_01 

ticket</i> 
 #comment 

205 Verify that the alert monitoring screen displays the information specified in 
S-DPL-17730. 

From DPL Ingest GUI, Interventions 
&amp; Alerts/Alerts, perform clause 
text. 

 

206 <i>4170 V-14</i>  #comment 
207 <i>Document Reference: DPL Ingest GUI 609: System Alerts; DP_S6_01 

ticket</i> 
 #comment 

208 Verify that it is possible to display detailed information about the alert 
including the information specified in S-DPL-17760. 

a. On DPL Ingest GUI, Interventions 
&amp; Alerts/Alerts, view alert details 
and verify that alert details include the 
information specified in S-DPL-
17760. 

 

209 <i>4170 V-15</i>  #comment 
210 <i>Document Reference: DPL Ingest GUI 609: System Alerts, FTP Host 

Configuration</i> 
 #comment 

211 Correct the error condition that caused the alert. Verify that the alert is closed 
no later than the configured retry time and that the closure time is reflected in 
the closed alert information. 

a. From DPL Ingest GUI, 
Configuration/Transfer Hosts, select 
H1 and note the configured retry 
time.<br /><br />b. From an xterm 
window, type &quot;date&quot; into 
the command line to identify the 
current system time.<br /><br />c. 
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# Action Expected Result Notes 
From DPL Ingest GUI, 
Configuration/Transfer Hosts, go to 
the details page for H1, and restore 
time out parameters to their original 
value.<br /><br />d. From DPL Ingest 
GUI, Interventions &amp; 
Alerts/Alerts, verify that the alert 
closes.<br /><br />e. From the ingest 
database, select * from 
InOperatorAlert where AlertID = 
[AlertID]. Verify that the 
CompletionDate is within one minute 
after the configured retry time plus the 
time when the error condition was 
corrected. 

212 <i>4170 V-16</i>  #comment 
213 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
214 Verify that the Data Pool Ingest GUI status page no longer indicates a 

pending alert condition (Note that this assumes that there are no other alert 
conditions to be resolved). 

From DPL Ingest GUI, Home, verify 
that there is no longer an alert pending 
(presupposing no other alert 
conditions are left to be resolved) 

 

215 <i>4170 V-17</i>  #comment 
216 <i>Document Reference: DPL Ingest GUI 609: FTP Host Status</i>  #comment 
217 Verify that the Data Pool Ingest GUI no longer shows that provider 

notification to the host is suspended. 
From DPL Ingest GUI, 
Monitoring/Transfer Host Status, 
verify that provider notification for H1 
is no longer suspended 

 

218 <i>4170 V-18</i>  #comment 
219 <i>Document Reference: DPL Ingest GUI 609: Provider Status List, Provider 

Status Detail</i> 
 #comment 

220 Verify that the Data Pool Ingest GUI no longer shows that notification for the 
affected providers is no longer suspended. 

From DPL Ingest GUI, 
Monitoring/Provider Status, select that 
affected provider and verify that under 
&quot;Notification 
Information,&quot; FTP status is no 
longer suspended. 

 

221 <i>4170 V-19</i>  #comment 



 

1386 
 

# Action Expected Result Notes 
222 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

List</i> 
 #comment 

223 Verify that provider notifications via FTP for the host resumes. a. From DPL Ingest GUI, 
Configuration/Providers, go to the 
details of the relevant provider page 
and under &quot;FTP Info&quot; 
identify the path set to receive 
notifications.<br /><br />b. Monitor 
this directory to verify that 
notifications are arriving from active 
requests. 

 

224 <i>4170 V-20</i>  #comment 
225 Verify that the resumption is reflected in log entries in the application log. Check 

EcDlInNotificationService.ALOG to 
verify that notifications to H1 have 
resumed. 

 

 
 
TEST DATA: 
 
 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

4150   10 PDRs/each 

MOD14, MYD14 
 
[2 providers; FTP 
Notifications] 

None 1 gran/PDR None 
Refer to 
“RepositoryLocationMapping.xls” 

  

4160   10 PDRs/each 
MOD14, MYD14 [2 
providers; FTP 
Notifications] 

None 1 gran/PDR None 
Refer to 
“RepositoryLocationMapping.xls” 

  

4170   10 PDRs/each MOD14, MYD14 [2 None 1 gran/PDR None Refer to   
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Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

providers; FTP 
Notifications] 

“RepositoryLocationMapping.xls” 

 
EXPECTED RESULTS: 
 

330 SCP NOTIFICATION - LOGIN ERROR (ECS-ECSTC-2741) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 
 
STEPS:   
# Action Expected Result Notes 
1 <i>4171 S-1</i>  #comment 
2 [scp Notification - Login Error]<br /><br />This criterion may be verified by 

a separate test procedure or as part of the test procedure for criteria 300 to 
395. 

  

3 <i>4171 S-2</i>  #comment 
4 <i>Document Reference: DPL Ingest GUI 609: FTP Host Configuration</i>  #comment 
5 Ensure that the host used for the verification is configured for automatic retry. From DPL Ingest GUI, 

Configuration/Transfer Hosts, click on 
the &quot;view/edit&quot; button of 
the acg host (H1) and ensure that the 
Auto Retry box is checked. 

 

6 <i>4171 S-3</i>  #comment 
7 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

List</i> 
 #comment 

8 Ensure that there are at least two providers that require this host for 
notifications via scp. 

From DPL Ingest GUI, 
Configuration/Providers, go to the 
details for 
MODAPS_TERRA_FPROC and 
MODAPS_AQUA_FPROC, ensure 

 



 

1388 
 

# Action Expected Result Notes 
&quot;SCP Only&quot; is set for the 
Notification Method, and set the 
&quot;Existing Host&quot; to H1. 

9 <i>4171 S-4</i>  #comment 
10 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
11 Ensure that an e-mail address is configured for alert notifications From DPL Ingest GUI, Interventions 

&amp; Alerts, verify that at the top of 
the page the field &quot;Ingest Alerts 
are sent as email to:&quot; is 
configured to a valid e-mail address. 

 

12 <i>4171 S-5</i>  #comment 
13 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

List</i> 
 #comment 

14 Change the login password for notifications for the provider to introduce a 
condition that makes it impossible to login to the host. 

a. From DPL Ingest GUI, Home, 
identify the number of alerts 
pending.<br /><br />b. From DPL 
Ingest GUI, Configuration/Providers, 
edit provider configuration for one of 
the providers and enter an incorrect 
login password under scp Info. 

 

15 <i>4171 V-1</i>  #comment 
16 Verify that an alert is raised without retrying Check 

EcDlInNotificationService.ALOG to 
verify that an alert is raised without 
retrying. 

 

17 <i>4171 V-2</i>  #comment 
18 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
19 Verify that the alert is logged in the Data Pool Ingest application log in 

accordance with S-DPL-18330. 
While checking the log, perform 
clause text. 

 

20 <i>4171 V-3</i>  #comment 
21 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
22 Verify that appropriate error log entries appear in the log preceding the alert 

log entry and that these log entries comply with S-DPL-18320. 
  

23 <i>4171 V-4</i>  #comment 
24 Verify that the application log contains entries that reflect the suspension of 

correct queues / services. 
Check 
EcDlInNotificationService.ALOG to 
verify that it shows the affected 
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# Action Expected Result Notes 
provider was suspended. 

25 <i>4171 V-5</i>  #comment 
26 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
27 Verify that the Data Pool Ingest GUI status page shows that an alert is 

pending and some services are suspended. 
From DPL Ingest GUI, Home, verify 
that the number of alerts pending has 
been incremented. No new service 
suspensions should be displayed. 

 

28 <i>4171 V-6</i>  #comment 
29 <i>Document Reference: DPL Ingest GUI 609: FTP Host Status</i>  #comment 
30 Verify that the Data Pool Ingest GUI shows that provider notification to the 

host is suspended. 
From DPL Ingest GUI, 
Monitoring/Transfer Host Status, 
verify that provider notification for H1 
is suspended 

 

31 <i>4171 V-7</i>  #comment 
32 <i>Document Reference: DPL Ingest GUI 609: Provider Status List, Provider 

Status Detail</i> 
 #comment 

33 Verify that the Data Pool Ingest GUI shows that notification for the affected 
provider was suspended due to an alert (i.e. automatically. 

From DPL Ingest GUI, 
Monitoring/Provider Status, view the 
details for the affected provider and 
verify that notifications for the 
affected provider were suspended 
automatically due to an alert. 

 

34 <i>4171 V-8</i>  #comment 
35 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 

36 Verify that notifications are being retried according to the configured retry 
interval and not more often. 

a. From DPL Ingest GUI, 
Configuration/Global Tuning, identify 
the host retry interval for 
notifications.<br /><br />b. Check 
EcDlInNotificationService.ALOG to 
verify that notifications to H1 is being 
retried according to this host retry 
interval 

 

37 <i>4171 V-9</i>  #comment 
38 Verify that provider notifications continue for other hosts. Check 

EcDlInNotificationService.ALOG to 
verify that provider notifications from 
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# Action Expected Result Notes 
hosts the icg host are occurring. 

39 <i>4171 V-10</i>  #comment 
40 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

List</i> 
 #comment 

41 Ensure that at least one other provider uses the same host for notifications and 
that this provider is not affected by the login problem and verify that 
notifications for that provider to that host continue. 

a. From DPL Ingest GUI, 
Configuration/Providers, go to the 
details for one of the two providers 
previously selected and verify that its 
login password is correct.<br /><br 
/>b. From DPL Ingest GUI, 
Configuration/Providers, go to the 
details of this provider page and under 
&quot;scp Info&quot; identify the 
path set to receive notifications.<br 
/><br />c. Monitor this directory to 
verify that notifications are arriving 
from active requests. 

 

42 <i>4171 V-11</i>  #comment 
43 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
44 Verify that an e-mail was sent regarding the alert to the configured e-mail 

address and that the e-mail contains the information specified in S-DPL-
17700. 

Perform clause text.  

45 <i>4171 V-12</i>  #comment 
46 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
47 Verify that information provided in the alert e-mail is correct and matches the 

information shown in the alert monitoring screen. 
a. Verify that the e-mail reports on the 
suspension of notifications to H1.<br 
/><br />b. From DPL Ingest GUI, 
Interventions &amp; Alerts, System 
Alerts, verify that the contents of the 
e-mail match the contents of the alerts. 

 

48 <i>4171 V-13</i>  #comment 
49 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
50 Verify that the alert monitoring screen lists the alert. From DPL Ingest GUI, Interventions 

&amp; Alerts, System Alerts, verify a 
HOST_LOGIN_PAN_PDRD alert is 
displayed. 

 

51 <i>4171 V-14</i>  #comment 
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# Action Expected Result Notes 
52 <i>Document Reference: DPL Ingest GUI 609: System Alerts; DP_S6_01 

ticket</i> 
 #comment 

53 Verify that the alert monitoring screen displays the information specified in 
S-DPL-17730. 

From DPL Ingest GUI, Interventions 
&amp; Alerts, System Alerts, perform 
clause text. 

 

54 <i>4171 V-15</i>  #comment 
55 <i>Document Reference: DPL Ingest GUI 609: System Alerts; DP_S6_01 

ticket</i> 
 #comment 

56 Verify that it is possible to display detailed information about the alert 
including the information specified in S-DPL-17760. 

On DPL Ingest GUI, Interventions 
&amp; Alerts/Alerts, view alert details 
and verify that alert details include the 
information specified in S-DPL-
17760. 

 

57 <i>4171 V-16</i>  #comment 
58 <i>Document Reference: DPL Ingest GUI 609: System Alerts, Provider 

Configuration List, FTP Host Configuration</i> 
 #comment 

59 Correct the provider notification password. Verify that the alert is closed no 
later than one minute after the configured retry time and that the closure time 
is reflected in the closed alert information. 

a. From DPL Ingest GUI, 
Configuration/Transfer Hosts, select 
H1 and note the configured retry 
time.<br /><br />b. From DPL Ingest 
GUI, Configuration/Providers, edit 
provider configuration for both 
providers and enter an the correct 
login password under scp Info.<br 
/><br />c. From DPL Ingest GUI, 
Interventions &amp; Alerts/Alerts, 
verify that the alert closes.<br /><br 
/>d. View the closed alert information 
and verify that the time of its closure 
was within the configured retry time. 

 

60 <i>4171 V-17</i>  #comment 
61 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
62 Verify that the Data Pool Ingest GUI status page no longer indicates a 

pending alert condition (Note that this assumes that there are no other alert 
conditions to be resolved). 

From DPL Ingest GUI, Home, verify 
that there is no longer an alert pending 
(presupposing no other alert 
conditions are left to be resolved) 

 

63 <i>4171 V-18</i>  #comment 
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# Action Expected Result Notes 
64 <i>Document Reference: DPL Ingest GUI 609: FTP Host Status</i>  #comment 
65 Verify that the Data Pool Ingest GUI no longer shows that provider 

notification to the host is suspended. 
From DPL Ingest GUI, 
Monitoring/Transfer Host Status, 
verify that provider notification for H1 
is no longer suspended. 

 

66 <i>4171 V-19</i>  #comment 
67 <i>Document Reference: DPL Ingest GUI 609: Provider Status List, Provider 

Status Detail</i> 
 #comment 

68 Verify that the Data Pool Ingest GUI no longer shows that notification for the 
affected provider is no longer suspended. 

From DPL Ingest GUI, 
Monitoring/Provider Status, select that 
affected provider and verify that under 
&quot;Notification 
Information,&quot; FTP Status is no 
longer suspended. 

 

69 <i>4171 V-20</i>  #comment 
70 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

List</i> 
 #comment 

71 Verify that provider notifications via scp for the host resumes. a. From DPL Ingest GUI, 
Configuration/Providers, go to the 
details of the relevant provider page 
and under &quot;scp Info&quot; 
identify the path set to receive 
notifications.<br /><br />b. Monitor 
this directory to verify that 
notifications are arriving from active 
requests. 

 

72 <i>4171 V-21</i>  #comment 
73 Verify that notifications are transmitted for all requests from that provider 

that completed before or during the alert (i.e. none are missing). 
Check the directory configured to 
receive the FTP Notifications and 
verify that there is a notification for 
each request completed before or 
during the alert. 

 

74 <i>4171 V-22</i>  #comment 
75 Verify that the resumption is reflected in log entries in the application log. Check 

EcDlInNotificationService.ALOG to 
verify that notifications to H1 have 
resumed. 
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# Action Expected Result Notes 
76 <i>4172 S-1</i>  #comment 
77 [scp Notification - Consecutive Transfer Errors] This criterion may be 

verified by a separate test procedure or as part of the test procedure for 
criteria 300 to 395. 

  

78 <i>4172 S-2</i>  #comment 
79 <i>Document Reference: DPL Ingest GUI 609: FTP Host Configuration</i>  #comment 
80 Ensure that the host used for the verification is configured for automatic retry. From DPL Ingest GUI, 

Configuration/Transfer Hosts, click on 
the &quot;view/edit&quot; button of 
the acg host (H1) and ensure that the 
Auto Retry box is checked. 

 

81 <i>4172 S-3</i>  #comment 
82 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

List</i> 
 #comment 

83 Ensure that there are at least two providers that require this host for 
notifications via scp. 

From DPL Ingest GUI, 
Configuration/Providers, go to the 
details for 
MODAPS_TERRA_FPROC and 
MODAPS_AQUA_FPROC, ensure 
&quot;SCP Only&quot; is set for the 
Notification Method, and set the 
&quot;Existing Host&quot; to H1. 

 

84 <i>4172 S-4</i>  #comment 
85 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 

86 Ensure that that the number of consecutive errors that trigger the alert is 
configured to no less than 3. 

From DPL Ingest GUI, 
Configuration/Global Tuning, set 
MAX_CONSEC_XFER_ERRORS_P
DR to 3 

 

87 <i>4172 S-5</i>  #comment 
88 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
89 Ensure that an e-mail address is configured for alert notifications From DPL Ingest GUI, Interventions 

&amp; Alerts/System Allerts, verify 
that at the top of the page the field 
&quot;Ingest Alerts are sent as email 
to:&quot; is configured to a valid e-
mail address. 
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# Action Expected Result Notes 
90 <i>4172 S-6</i>  #comment 
91 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

List</i> 
 #comment 

92 Introduce a condition that results in consecutive transfer errors for 
notifications (e.g. make the directory inaccessible for write). Make sure the 
error condition does not duplicate one of the conditions tested by other 
polling alert criteria. The error condition may cause other DPL ingest servers 
to raise alerts, in which case the corresponding criteria may be checked off by 
performing their verification steps during the same test. 

a. From DPL Ingest GUI, Home, 
identify the number of alerts 
pending.<br /><br />b. From DPL 
Ingest GUI, Configuration/Providers, 
go to provider details and note the 
&quot;Path&quot; under scp Info.<br 
/><br />c. Go to this directory and 
remove write permissions, thereby 
causing consecutive transfer errors for 
notifications. 

 

93 <i>4172 V-1</i>  #comment 
94 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 

95 Verify that an alert is raised after the configured number of consecutive errors 
but not before 

Check EcDlInPollingService.ALOG 
to verify 3 errors are logged prior to 
the alert 
(MAX_CONSEC_XFER_ERRORS_P
DR configured in Criterion 4170 S-4) 

 

96 <i>4172 V-2</i>  #comment 
97 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
98 Verify that the alert is logged in the Data Pool Ingest application log in 

accordance with S-DPL-18330. 
While checking the log, perform 
clause text. 

 

99 <i>4172 V-3</i>  #comment 
100 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
101 Verify that appropriate error log entries appear in the log preceding the alert 

log entry and that these log entries comply with S-DPL-18320. 
Check 
EcDlInProcessingService.ALOG to 
verify that the transfer errors for 
notifications are recorded in the log in 
accordance with S-DPL-18320. 

 

102 <i>4172 V-4</i>  #comment 
103 Verify that the application log contains entries that reflect the suspension of 

correct queues / services. 
Check 
EcDlInNotificationService.ALOG to 
verify that it shows the suspension 
notifications via scp. 
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# Action Expected Result Notes 
104 <i>4172 V-5</i>  #comment 
105 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
106 Verify that the Data Pool Ingest GUI status page shows that an alert is 

pending and some services are suspended. 
From DPL Ingest GUI, Home, verify 
that the number of alerts pending has 
been incremented and the 
&quot;Notification Service 
Status&quot; is suspended. 

 

107 <i>4172 V-6</i>  #comment 
108 <i>Document Reference: DPL Ingest GUI 609: FTP Host Status</i>  #comment 
109 Verify that the Data Pool Ingest GUI shows that provider notification to the 

host is suspended. 
From DPL Ingest GUI, 
Monitoring/Transfer Host Status, 
verify that provider notification for H1 
is suspended 

 

110 <i>4172 V-7</i>  #comment 
111 <i>Document Reference: DPL Ingest GUI 609: Provider Status List, Provider 

Status Detail</i> 
 #comment 

112 Verify that the Data Pool Ingest GUI shows that notification for the affected 
providers was suspended due to an alert (i.e. automatically. 

From DPL Ingest GUI, 
Monitoring/Provider Status, view the 
details for each affected provider and 
verify that notifications for the 
affected providers was suspended 
automatically due to an alert. 

 

113 <i>4172 V-8</i>  #comment 
114 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 

115 Verify that notifications are being retried according to the configured retry 
interval and not more often. 

a. From DPL Ingest GUI, 
Configuration/Global Tuning, identify 
the host retry interval for 
notifications.<br /><br />b. Check 
EcDlInNotificationService.ALOG to 
verify that notifications to H1 is being 
retried according to this host retry 
interval 

 

116 <i>4172 V-9</i>  #comment 
117 Verify that provider notifications continue for other hosts. Check 

EcDlInNotificationService.ALOG to 
verify that provider notifications from 
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# Action Expected Result Notes 
hosts the icg host are occurring. 

118 <i>4172 V-10</i>  #comment 
119 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
120 Verify that an e-mail was sent regarding the alert to the configured e-mail 

address and that the e-mail contains the information specified in S-DPL-
17700. 

Perform clause text.  

121 <i>4172 V-11</i>  #comment 
122 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
123 Verify that information provided in the alert e-mail is correct and matches the 

information shown in the alert monitoring screen. 
a. Verify that the e-mail reports on the 
suspension of notifications to H1.<br 
/><br />b. From DPL Ingest GUI, 
Interventions &amp; Alerts, System 
Alerts, verify that the contents of the 
e-mail match the contents of the alerts. 

 

124 <i>4172 V-12</i>  #comment 
125 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
126 Verify that the alert monitoring screen lists the alert. From DPL Ingest GUI, Interventions 

&amp; Alerts, System Alerts, verify a 
HOST_CONSEC_PAN_PDRD_XFE
R alert is displayed. 

 

127 <i>4172 V-13</i>  #comment 
128 <i>Document Reference: DPL Ingest GUI 609: System Alerts; DP_S6_01 

ticket</i> 
 #comment 

129 Verify that the alert monitoring screen displays the information specified in 
S-DPL-17730. 

From DPL Ingest GUI, Interventions 
&amp; Alerts, System Alerts, perform 
clause text. 

 

130 <i>4172 V-14</i>  #comment 
131 <i>Document Reference: DPL Ingest GUI 609: System Alerts; DP_S6_01 

ticket</i> 
 #comment 

132 Verify that it is possible to display detailed information about the alert 
including the information specified in S-DPL-17760. 

a. On DPL Ingest GUI, Interventions 
&amp; Alerts/Alerts, view alert details 
and verify that alert details include the 
information specified in S-DPL-
17760.<br /><br />b. Note the AlertID 
for use in Criterion 4041 V-15. 

 

133 <i>4172 V-15</i>  #comment 
134 <i>Document Reference: DPL Ingest GUI 609: System Alerts, FTP Host  #comment 
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# Action Expected Result Notes 
Configuration</i> 

135 Correct the error condition that caused the alert. Verify that the alert is closed 
no later than the configured retry time and that the closure time is reflected in 
the closed alert information. 

a. From DPL Ingest GUI, 
Configuration/Transfer Hosts, select 
H1 and note the configured retry 
time.<br /><br />b. From an xterm 
window, type in &quot;date&quot; 
into the command line to identify the 
current system time.<br /><br />c. Go 
to the directory previously modified 
and restore write permissions<br 
/><br />d. From DPL Ingest GUI, 
Interventions &amp; Alerts/Alerts, 
verify that the alert closes.<br /><br 
/>e. From the ingest database, select * 
from InOperatorAlert where AlertID = 
[AlertID]. Verify that the 
CompletionDate is within one minute 
after the configured retry time plus the 
time when the error condition was 
corrected. (AlertID recorded in 
Criterion 4172 V-14) 

 

136 <i>4172 V-16</i>  #comment 
137 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
138 Verify that the Data Pool Ingest GUI status page no longer indicates a 

pending alert condition (Note that this assumes that there are no other alert 
conditions to be resolved). 

From DPL Ingest GUI, Home, verify 
that there is no longer an alert pending 
(presupposing no other alert 
conditions are left to be resolved) 

 

139 <i>4172 V-17</i>  #comment 
140 <i>Document Reference: DPL Ingest GUI 609: FTP Host Status</i>  #comment 
141 Verify that the Data Pool Ingest GUI no longer shows that provider 

notification to the host is suspended. 
From DPL Ingest GUI, 
Monitoring/Transfer Host Status, 
verify that provider notification for H1 
is no longer suspended. 

 

142 <i>4172 V-18</i>  #comment 
143 <i>Document Reference: DPL Ingest GUI 609: Provider Status List, Provider 

Status Detail</i> 
 #comment 

144 Verify that the Data Pool Ingest GUI no longer shows that notification for the 
affected providers is no longer suspended. 

From DPL Ingest GUI, 
Monitoring/Provider Status, select that 
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# Action Expected Result Notes 
affected provider and verify that under 
&quot;Notification 
Information,&quot; FTP status is no 
longer suspended. 

145 <i>4172 V-19</i>  #comment 
146 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

List</i> 
 #comment 

147 Verify that provider notifications via scp for the host resumes. a. From DPL Ingest GUI, 
Configuration/Providers, go to the 
details of the relevant provider page 
and under &quot;scp Info&quot; 
identify the path set to receive 
notifications.<br /><br />b. Monitor 
this directory to verify that 
notifications are arriving from active 
requests. 

 

148 <i>4172 V-20</i>  #comment 
149 Verify that the resumption is reflected in log entries in the application log. Check 

EcDlInNotificationService.ALOG to 
verify that notifications to H1 have 
resumed. 

 

150 <i>4173 S-1</i>  #comment 
151 [scp Notification - Consecutive Timeouts] This criterion may be verified by a 

separate test procedure or as part of the test procedure for criteria 300 to 395. 
  

152 <i>4173 S-2</i>  #comment 
153 <i>Document Reference: DPL Ingest GUI 609: FTP Host Configuration</i>  #comment 
154 Ensure that the host used for the verification is configured for automatic retry. From DPL Ingest GUI, 

Configuration/Transfer Hosts, click on 
the &quot;view/edit&quot; button of 
the acg host (H1) and ensure that the 
Auto Retry box is checked. 

 

155 <i>4173 S-3</i>  #comment 
156 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

List</i> 
 #comment 

157 Ensure that there are at least two providers that require this host for 
notifications via scp. 

From DPL Ingest GUI, 
Configuration/Providers, go to the 
details for 
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MODAPS_TERRA_FPROC and 
MODAPS_AQUA_FPROC, ensure 
&quot;SCP Only&quot; is set for the 
Notification Method, and set the 
&quot;Existing Host&quot; to H1. 

158 <i>4173 S-4</i>  #comment 
159 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 

160 Ensure that that the number of consecutive errors that trigger the alert is 
configured to no less than 3. 

From DPL Ingest GUI, 
Configuration/Global Tuning, set 
MAX_CONSEC_XFER_ERRORS_P
DR to 3 

 

161 <i>4173 S-5</i>  #comment 
162 <i>Document Reference: DPL Ingest GUI 609: FTP Host Configuration</i>  #comment 
163 Introduce a condition that results in time-out errors (e.g. set the time out 

parameters so low that it is impossible to meet them). Make sure the error 
condition does not duplicate one of the conditions tested by other polling alert 
criteria. The error condition may cause other DPL ingest servers to raise 
alerts, in which case the corresponding criteria may be checked off by 
performing their verification steps during the same test. 

a. From DPL Ingest GUI, Home, 
identify the number of alerts 
pending.<br /><br />b. From DPL 
Ingest GUI, Configuration/Transfer 
Hosts, go to the details page for H1, 
note the preconfigured Pad Time and 
Throughput values, and then set the 
Pad Time to 1 and the Throughput to 2 
GB. 

 

164 <i>4173 V-1</i>  #comment 
165 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 

166 Verify that an alert is raised after the configured number of consecutive errors 
but not before 

Check EcDlInPollingService.ALOG 
to verify 3 errors are logged prior to 
the alert 
(MAX_CONSEC_XFER_ERRORS_P
DR configured in Criterion 4173 S-4) 

 

167 <i>4173 V-2</i>  #comment 
168 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
169 Verify that the alert is logged in the Data Pool Ingest application log in 

accordance with S-DPL-18330. 
While checking the log, perform 
clause text. 

 

170 <i>4173 V-3</i>  #comment 
171 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
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# Action Expected Result Notes 
172 Verify that appropriate error log entries appear in the log preceding the alert 

log entry and that these log entries comply with S-DPL-18320. 
a. While checking the log, verify that 
appropriate error log entries appear in 
the log preceding the alert log 
entries<br /><br />b. Verify that these 
log entries comply with S-DPL-18320. 

 

173 <i>4173 V-4</i>  #comment 
174 Verify that the application log contains entries that reflect the suspension of 

correct queues / services. 
Check 
EcDlInNotificationService.ALOG to 
verify that it shows the suspension 
notifications via scp. 

 

175 <i>4173 V-5</i>  #comment 
176 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
177 Verify that the Data Pool Ingest GUI status page shows that an alert is 

pending and some services are suspended. 
From DPL Ingest GUI, Home, verify 
that the number of alerts pending has 
been incremented and the 
&quot;Notification Service 
Status&quot; is suspended. 

 

178 <i>4173 V-6</i>  #comment 
179 <i>Document Reference: DPL Ingest GUI 609: FTP Host Status</i>  #comment 
180 Verify that the Data Pool Ingest GUI shows that provider notification to the 

host is suspended. 
From DPL Ingest GUI, 
Monitoring/Transfer Host Status, 
verify that provider notification for H1 
is suspended 

 

181 <i>4173 V-7</i>  #comment 
182 <i>Document Reference: DPL Ingest GUI 609: Provider Status List, Provider 

Status Detail</i> 
 #comment 

183 Verify that the Data Pool Ingest GUI shows that notification for the affected 
providers was suspended due to an alert (i.e. automatically. 

From DPL Ingest GUI, 
Monitoring/Provider Status, view the 
details for each affected provider and 
verify that notifications for the 
affected providers was suspended 
automatically due to an alert. 

 

184 <i>4173 V-8</i>  #comment 
185 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 

186 Verify that notifications are being retried according to the configured retry 
interval and not more often. 

a. From DPL Ingest GUI, 
Configuration/Global Tuning, identify 
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# Action Expected Result Notes 
the host retry interval for 
notifications.<br /><br />b. Check 
EcDlInNotificationService.ALOG to 
verify that notifications to H1 is being 
retried according to this host retry 
interval 

187 <i>4173 V-9</i>  #comment 
188 Verify that provider notifications continue for other hosts. Check 

EcDlInNotificationService.ALOG to 
verify that provider notifications from 
hosts the icg host are occurring. 

 

189 <i>4173 V-10</i>  #comment 
190 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
191 Verify that an e-mail was sent regarding the alert to the configured e-mail 

address and that the e-mail contains the information specified in S-DPL-
17700. 

Perform clause text.  

192 <i>4173 V-11</i>  #comment 
193 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
194 Verify that information provided in the alert e-mail is correct and matches the 

information shown in the alert monitoring screen. 
a. Verify that the e-mail reports on the 
suspension of notifications to H1.<br 
/><br />b. From DPL Ingest GUI, 
Interventions &amp; Alerts, System 
Alerts, verify that the contents of the 
e-mail match the contents of the alerts. 

 

195 <i>4173 V-12</i>  #comment 
196 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
197 Verify that the alert monitoring screen lists the alert. From DPL Ingest GUI, Interventions 

&amp; Alerts, System Alerts, verify a 
HOST_TOO_MANY_TIMEOUT 
alert is displayed. 

 

198 <i>4173 V-13</i>  #comment 
199 <i>Document Reference: DPL Ingest GUI 609: System Alerts; DP_S6_01 

ticket</i> 
 #comment 

200 Verify that the alert monitoring screen displays the information specified in 
S-DPL-17730. 

From DPL Ingest GUI, Interventions 
&amp; Alerts, System Alerts, perform 
clause text. 

 

201 <i>4173 V-14</i>  #comment 
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# Action Expected Result Notes 
202 <i>Document Reference: DPL Ingest GUI 609: System Alerts; DP_S6_01 

ticket</i> 
 #comment 

203 Verify that it is possible to display detailed information about the alert 
including the information specified in S-DPL-17760. 

a. On DPL Ingest GUI, Interventions 
&amp; Alerts/Alerts, view alert details 
and verify that alert details include the 
information specified in S-DPL-
17760.<br /><br />b. Note the AlertID 
for use in Criterion 4173 V-15 

 

204 <i>4173 V-15</i>  #comment 
205 <i>Document Reference: DPL Ingest GUI 609: System Alerts, FTP Host 

Configuration</i> 
 #comment 

206 Correct the error condition that caused the alert. Verify that the alert is closed 
no later than the configured retry time and that the closure time is reflected in 
the closed alert information. 

a. From DPL Ingest GUI, 
Configuration/Transfer Hosts, select 
H1 and note the configured retry 
time.<br /><br />b. From an xterm 
window, type &quot;date&quot; into 
the command line to identify the 
current system time.<br /><br />c. 
From DPL Ingest GUI, 
Configuration/Transfer Hosts, go to 
the details page for H1, and restore 
time out parameters to their original 
value.<br /><br />d. From DPL Ingest 
GUI, Interventions &amp; 
Alerts/Alerts, verify that the alert 
closes.<br /><br />e. From the ingest 
database, select * from 
InOperatorAlert where AlertID = 
[AlertID]. Verify that the 
CompletionDate is within one minute 
after the configured retry time plus the 
time when the error condition was 
corrected. (AlertID recorded in 
Criterion 4173 V-14) 

 

207 <i>4173 V-16</i>  #comment 
208 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
209 Verify that the Data Pool Ingest GUI status page no longer indicates a 

pending alert condition (Note that this assumes that there are no other alert 
From DPL Ingest GUI, Home, verify 
that there is no longer an alert pending 
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# Action Expected Result Notes 
conditions to be resolved). (presupposing no other alert 

conditions are left to be resolved) 
210 <i>4173 V-17</i>  #comment 
211 <i>Document Reference: DPL Ingest GUI 609: FTP Host Status</i>  #comment 
212 Verify that the Data Pool Ingest GUI no longer shows that provider 

notification to the host is suspended. 
From DPL Ingest GUI, 
Monitoring/Transfer Host Status, 
verify that provider notification for H1 
is no longer suspended. 

 

213 <i>4173 V-18</i>  #comment 
214 <i>Document Reference: DPL Ingest GUI 609: Provider Status List, Provider 

Status Detail</i> 
 #comment 

215 Verify that the Data Pool Ingest GUI no longer shows that notification for the 
affected providers is no longer suspended. 

From DPL Ingest GUI, 
Monitoring/Provider Status, select that 
affected provider and verify that under 
&quot;Notification 
Information,&quot; scp status is no 
longer suspended. 

 

216 <i>4173 V-19</i>  #comment 
217 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

List</i> 
 #comment 

218 Verify that provider notifications via scp for the host resumes. a. From DPL Ingest GUI, 
Configuration/Providers, go to the 
details of the relevant provider page 
and under &quot;scp Info&quot; 
identify the path set to receive 
notifications.<br /><br />b. Monitor 
this directory to verify that 
notifications are arriving from active 
requests. 

 

219 <i>4173 V-20</i>  #comment 
220 Verify that the resumption is reflected in log entries in the application log. Check 

EcDlInNotificationService.ALOG to 
verify that notifications to H1 have 
resumed. 

 

221 <i>4174 S-1</i>  #comment 
222 [scp Notification - Target Directory Does Not Exist] This criterion may be 

verified by a separate test procedure or as part of the test procedure for 
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# Action Expected Result Notes 
criteria 300 to 395. 

223 <i>4174 S-2</i>  #comment 
224 <i>Document Reference: DPL Ingest GUI 609: FTP Host Configuration</i>  #comment 
225 Ensure that the host used for the verification is configured for automatic retry. From DPL Ingest GUI, 

Configuration/Transfer Hosts, click on 
the &quot;view/edit&quot; button of 
the acg host (H1) and ensure that the 
Auto Retry box is checked. 

 

226 <i>4174 S-3</i>  #comment 
227 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

List</i> 
 #comment 

228 Ensure that there are at least two providers that require this host for 
notifications via scp. 

From DPL Ingest GUI, 
Configuration/Providers, go to the 
details for 
MODAPS_TERRA_FPROC and 
MODAPS_AQUA_FPROC, ensure 
&quot;SCP Only&quot; is set for the 
Notification Method, and set the 
&quot;Existing Host&quot; to H1. 

 

229 <i>4174 S-4</i>  #comment 
230 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
231 Ensure that an e-mail address is configured for alert notifications From DPL Ingest GUI, Interventions 

&amp; Alerts/Alerts, verify that at the 
top of the page the field &quot;Ingest 
Alerts are sent as email to:&quot; is 
configured to a valid e-mail address. 

 

232 <i>4174 S-5</i>  #comment 
233 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

List</i> 
 #comment 

234 Introduce an error such that the target directory used for notifying one of the 
providers does not exist (e.g., remove the directory or temporarily reconfigure 
the provider to use a non-existing directory for notifications.) 

a. From DPL Ingest GUI, Home, 
identify the number of alerts 
pending.<br /><br />b. From DPL 
Ingest GUI, Configuration/Providers, 
edit provider configuration for one of 
the selected providers, note the 
&quot;Path&quot; under scp Info, and 
then modify it to a non-existing 
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# Action Expected Result Notes 
directory. 

235 <i>4174 V-1</i>  #comment 
236 Verify that an alert is raised. Check 

EcDlInNotificationService.ALOG to 
verify that an alert is raised about the 
missing target directory. 

 

237 <i>4174 V-2</i>  #comment 
238 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
239 Verify that the alert is logged in the Data Pool Ingest application log in 

accordance with S-DPL-18330. 
While checking the lgo, perform 
clause text. 

 

240 <i>4174 V-3</i>  #comment 
241 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
242 Verify that appropriate error log entries appear in the log preceding the alert 

log entry and that these log entries comply with S-DPL-18320. 
a. While checking the log, verify that 
appropriate error log entries appear in 
the log preceding the alert log 
entries<br /><br />b. Verify that these 
log entries comply with S-DPL-18320. 

 

243 <i>4174 V-4</i>  #comment 
244 Verify that the application log contains entries that reflect the suspension of 

correct queues / services. 
Check 
EcDlInNotificationService.ALOG to 
verify that it shows the suspension 
notifications via scp. 

 

245 <i>4174 V-5</i>  #comment 
246 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
247 Verify that the Data Pool Ingest GUI status page shows that an alert is 

pending and some services are suspended. 
From DPL Ingest GUI, Home, verify 
that the number of alerts pending has 
been incremented. No new service 
suspensions should be displayed. 

 

248 <i>4174 V-6</i>  #comment 
249 <i>Document Reference: DPL Ingest GUI 609:</i>  #comment 
250 Verify that the Data Pool Ingest GUI shows that notifications for this 

provider are suspended. 
From DPL Ingest GUI, 
Montioring/Provider Status, select the 
details of the affected provider and 
verify that under &quot;Notification 
Methods,&quot; the status of scp 
notifications is suspended. 

 

251 <i>4174 V-7</i>  #comment 
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252 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 

253 Verify that notifications are being retried according to the configured retry 
interval and not more often. 

a. From DPL Ingest GUI, 
Configuration/Global Tuning, identify 
the host retry interval for 
notifications.<br /><br />b. Check 
EcDlInNotificationService.ALOG to 
verify that notifications to H1 is being 
retried according to this host retry 
interval 

 

254 <i>4174 V-8</i>  #comment 
255 Verify that provider notifications continue for other providers. Check 

EcDlInNotificationService.ALOG to 
verify that provider notifications from 
hosts the icg host are occurring. 

 

256 <i>4174 V-9</i>  #comment 
257 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
258 Verify that an e-mail was sent regarding the alert to the configured e-mail 

address and that the e-mail contains the information specified in S-DPL-
17700. 

Perform clause text.  

259 <i>4174 V-10</i>  #comment 
260 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
261 Verify that information provided in the alert e-mail is correct and matches the 

information shown in the alert monitoring screen. 
a. Verify that the e-mail reports on the 
suspension of notifications to H1.<br 
/><br />b. From DPL Ingest GUI, 
Interventions &amp; Alerts/Alerts, 
verify that the contents of the e-mail 
match the contents of the alerts. 

 

262 <i>4174 V-11</i>  #comment 
263 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
264 Verify that the alert monitoring screen lists the alert. From DPL Ingest GUI, Interventions 

&amp; Alerts, System Alerts, verify a 
HOST_CONSEC_PAN_PDRD_XFE
R alert is displayed. 

 

265 <i>4174 V-12</i>  #comment 
266 <i>Document Reference: DPL Ingest GUI 609: System Alerts; DP_S6_01 

ticket</i> 
 #comment 
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267 Verify that the alert monitoring screen displays the information specified in 

S-DPL-17730. 
From DPL Ingest GUI, Interventions 
&amp; Alerts, System Alerts, perform 
clause text. 

 

268 <i>4174 V-13</i>  #comment 
269 <i>Document Reference: DPL Ingest GUI 609: System Alerts; DP_S6_01 

ticket</i> 
 #comment 

270 Verify that it is possible to display detailed information about the alert 
including the information specified in S-DPL-17760. 

On DPL Ingest GUI, Interventions 
&amp; Alerts/Alerts, view alert details 
and verify that alert details include the 
information specified in S-DPL-
17760.<br />Note the AlertID for use 
in Criterion 4174 V-14. 

 

271 <i>4174 V-14</i>  #comment 
272 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

List</i> 
 #comment 

273 Correct the error condition that caused the alert. Verify that the alert is closed 
no later than the configured retry time and that the closure time is reflected in 
the closed alert information. 

a. From DPL Ingest GUI, 
Configuration/Transfer Hosts, select 
H1 and note the configured retry 
time.<br /><br />b. From an xterm 
window, type &quot;date&quot; into 
the command line to identify the 
current system time.<br /><br />c. 
From DPL Ingest GUI, 
Configuration/Providers, edit provider 
configuration for the affected provider 
and restore the &quot;Path&quot; 
under scp info to the accurate 
directory.<br /><br />d. From DPL 
Ingest GUI, Interventions &amp; 
Alerts/Alerts, verify that the alert 
closes.<br /><br />e. From the ingest 
database, select * from 
InOperatorAlert where AlertID = 
[AlertID]. Verify that the 
CompletionDate is within one minute 
after the configured retry time plus the 
time when the error condition was 
corrected. (AlertID recorded in 
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Criterion 4174 V-13) 

274 <i>4174 V-15</i>  #comment 
275 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
276 Verify that the Data Pool Ingest GUI status page no longer indicates a 

pending alert condition (Note that this assumes that there are no other alert 
conditions to be resolved). 

From DPL Ingest GUI, Home, verify 
that there is no longer an alert pending 
(presupposing no other alert 
conditions are left to be resolved) 

 

277 <i>4174 V-16</i>  #comment 
278 <i>Document Reference: DPL Ingest GUI 609: Provider Status List</i>  #comment 
279 Verify that the Data Pool Ingest GUI no longer shows that notifications for 

the provider are suspended. 
From DPL Ingest GUI, 
Montioring/Provider Status, select the 
details of the affected provider and 
verify that under &quot;Notification 
Methods,&quot; the status of scp 
notifications is no longer suspended. 

 

280 <i>4174 V-17</i>  #comment 
281 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

List</i> 
 #comment 

282 Verify that notification for that provider via scp resumes. a. From DPL Ingest GUI, 
Configuration/Providers, go to the 
details of the relevant provider page 
and under &quot;scp Info&quot; 
identify the path set to receive 
notifications.<br /><br />b. Monitor 
this directory to verify that 
notifications are arriving from active 
requests. 

 

283 <i>4174 V-18</i>  #comment 
284 Verify that the resumption is reflected in log entries in the application log. Check 

EcDlInNotificationService.ALOG to 
verify that notifications to H1 have 
resumed. 

 

285 <i>4175 S-1</i>  #comment 
286 [scp Notification - Target Directory Permission Error] This criterion may be 

verified by a separate test procedure or as part of the test procedure for 
criteria 300 to 395. 

  

287 <i>4175 S-2</i>  #comment 
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288 <i>Document Reference: DPL Ingest GUI 609: FTP Host Configuration</i>  #comment 
289 Ensure that the host used for the verification is configured for automatic retry. From DPL Ingest GUI, 

Configuration/Transfer Hosts, click on 
the &quot;view/edit&quot; button of 
the acg host (H1) and ensure that the 
Auto Retry box is checked. 

 

290 <i>4175 S-3</i>  #comment 
291 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

List</i> 
 #comment 

292 Ensure that there are at least two providers that require this host for 
notifications via scp. 

From DPL Ingest GUI, 
Configuration/Providers, go to the 
details for 
MODAPS_TERRA_FPROC and 
MODAPS_AQUA_FPROC, ensure 
&quot;SCP Only&quot; is set for the 
Notification Method, and set the 
&quot;Existing Host&quot; to H1. 

 

293 <i>4175 S-4</i>  #comment 
294 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
295 Ensure that an e-mail address is configured for alert notifications From DPL Ingest GUI, Interventions 

&amp; Alerts/Alerts, verify that at the 
top of the page the field &quot;Ingest 
Alerts are sent as email to:&quot; is 
configured to a valid e-mail address. 

 

296 <i>4175 S-5</i>  #comment 
297 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

List</i> 
 #comment 

298 Introduce an error that causes a permission problem during notification. a. From DPL Ingest GUI, Home, 
identify the number of alerts 
pending.<br /><br />b. From DPL 
Ingest GUI, Configuration/Providers, 
edit provider configuration for one of 
the selected providers and note the 
&quot;Path&quot; under scp Info.<br 
/><br />c. Go to that directory and 
remove read/write permissions. 

 

299 <i>4175 V-1</i>  #comment 
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# Action Expected Result Notes 
300 Verify that an alert is raised. Check 

EcDlInNotificationService.ALOG to 
verify that an alert is raised about the 
missing permissions. 

 

301 <i>4175 V-2</i>  #comment 
302 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
303 Verify that the alert is logged in the Data Pool Ingest application log in 

accordance with S-DPL-18330. 
While checking the log, perform 
clause text. 

 

304 <i>4175 V-3</i>  #comment 
305 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
306 Verify that appropriate error log entries appear in the log preceding the alert 

log entry and that these log entries comply with S-DPL-18320. 
a. While checking the log, verify that 
appropriate error log entries appear in 
the log preceding the alert log 
entries<br /><br />b. Verify that these 
log entries comply with S-DPL-18320. 

 

307 <i>4175 V-4</i>  #comment 
308 Verify that the application log contains entries that reflect the suspension of 

correct queues / services. 
Check 
EcDlInNotificationService.ALOG to 
verify that it shows the suspension 
notifications via scp. 

 

309 <i>4175 V-5</i>  #comment 
310 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
311 Verify that the Data Pool Ingest GUI status page shows that an alert is 

pending and some services are suspended. 
From DPL Ingest GUI, Home, verify 
that the number of alerts pending has 
been incremented. No new service 
suspensions should be displayed. 

 

312 <i>4175 V-6</i>  #comment 
313 <i>Document Reference: DPL Ingest GUI 609: Provider Status List, Provider 

Status Detail</i> 
 #comment 

314 Verify that the Data Pool Ingest GUI shows that notification for the affected 
provider was suspended due to an alert (i.e. automatically. 

From DPL Ingest GUI, 
Monitoring/Provider Status, view the 
details for the affected provider and 
verify that notifications for the 
affected provider were suspended 
automatically due to an alert. 

 

315 <i>4175 V-7</i>  #comment 
316 <i>Document Reference: DPL Ingest GUI 609: Global Tuning  #comment 
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# Action Expected Result Notes 
Configuration</i> 

317 Verify that notifications are being retried according to the configured retry 
interval and not more often. 

a. From DPL Ingest GUI, 
Configuration/Global Tuning, identify 
the host retry interval for 
notifications.<br /><br />b. Check 
EcDlInNotificationService.ALOG to 
verify that notifications to H1 is being 
retried according to this host retry 
interval 

 

318 <i>4175 V-8</i>  #comment 
319 Verify that notifications continue for other providers. Check 

EcDlInNotificationService.ALOG to 
verify that provider notifications from 
hosts the icg host are occurring. 

 

320 <i>4175 V-9</i>  #comment 
321 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
322 Verify that an e-mail was sent regarding the alert to the configured e-mail 

address and that the e-mail contains the information specified in S-DPL-
17700. 

Perform clause text.  

323 <i>4175 V-10</i>  #comment 
324 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
325 Verify that information provided in the alert e-mail is correct and matches the 

information shown in the alert monitoring screen. 
a. Verify that the e-mail reports on the 
suspension of notifications to H1.<br 
/><br />b. From DPL Ingest GUI, 
Interventions &amp; Alerts/Alerts, 
verify that the contents of the e-mail 
match the contents of the alerts. 

 

326 <i>4175 V-11</i>  #comment 
327 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
328 Verify that the alert monitoring screen lists the alert. From DPL Ingest GUI, Interventions 

&amp; Alerts, System Alerts, verify a 
HOST_CONSEC_PAN_PDRD_XFE
R alert is displayed. 

 

329 <i>4175 V-12</i>  #comment 
330 <i>Document Reference: DPL Ingest GUI 609: System Alerts; DP_S6_01 

ticket</i> 
 #comment 

331 Verify that the alert monitoring screen displays the information specified in From DPL Ingest GUI, Interventions  
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# Action Expected Result Notes 
S-DPL-17730. &amp; Alerts, System Alerts, perform 

clause text. 
332 <i>4175 V-13</i>  #comment 
333 <i>Document Reference: DPL Ingest GUI 609: System Alerts; DP_S6_01 

ticket</i> 
 #comment 

334 Verify that it is possible to display detailed information about the alert 
including the information specified in S-DPL-17760. 

a. On DPL Ingest GUI, Interventions 
&amp; Alerts/Alerts, view alert details 
and verify that alert details include the 
information specified in S-DPL-
17760.<br /><br />b. Note the AlertID 
for use in Criterion 4041 V-14. 

 

335 <i>4175 V-14</i>  #comment 
336 Correct the error condition that caused the alert. Verify that the alert is closed 

no later than the configured retry time and that the closure time is reflected in 
the closed alert information. 

a. From DPL Ingest GUI, 
Configuration/Transfer Hosts, select 
H1 and note the configured retry 
time.<br /><br />b. From an xterm 
window, type &quot;date&quot; into 
the command line to identify the 
current system time.<br /><br />c. Go 
to the directory previously modified 
and restore read/write permissions.<br 
/><br />d. From DPL Ingest GUI, 
Interventions &amp; Alerts/Alerts, 
verify that the alert closes.<br /><br 
/>e. From the ingest database, select * 
from InOperatorAlert where AlertID = 
[AlertID]. Verify that the 
CompletionDate is within one minute 
after the configured retry time plus the 
time when the error condition was 
corrected. (AlertID recorded in 
Criterion 4175 V-13) 

 

337 <i>4175 V-15</i>  #comment 
338 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
339 Verify that the Data Pool Ingest GUI status page no longer indicates a 

pending alert condition (Note that this assumes that there are no other alert 
conditions to be resolved). 

From DPL Ingest GUI, Home, verify 
that there is no longer an alert pending 
(presupposing no other alert 
conditions are left to be resolved) 
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# Action Expected Result Notes 
340 <i>4175 V-16</i>  #comment 
341 <i>Document Reference: DPL Ingest GUI 609: Provider Status List, Provider 

Status Detail</i> 
 #comment 

342 Verify that the Data Pool Ingest GUI no longer shows that notification for the 
affected provider is longer suspended. 

From DPL Ingest GUI, 
Monitoring/Provider Status, select that 
affected provider and verify that under 
&quot;Notification 
Information,&quot; scp status is no 
longer suspended. 

 

343 <i>4175 V-17</i>  #comment 
344 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

List</i> 
 #comment 

345 Verify that notifications of the provider via scp resume. a. From DPL Ingest GUI, 
Configuration/Providers, go to the 
details of the relevant provider page 
and under &quot;scp Info&quot; 
identify the path set to receive 
notifications.<br /><br />b. Monitor 
this directory to verify that 
notifications are arriving from active 
requests. 

 

346 <i>4175 V-18</i>  #comment 
347 Verify that the resumption is reflected in log entries in the application log. Check 

EcDlInNotificationService.ALOG to 
verify that notifications to H1 have 
resumed. 

 

 
 
TEST DATA: 
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Volume 
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Requirements 

Data Location 
Readiness 
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4174 Notifications; 2 
providers] 

“RepositoryLocationMapping.xls” 

 
EXPECTED RESULTS: 
 

331 DATA POOL FILE SYSTEM NEARLY FULL (ECS-ECSTC-2742) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 
 
STEPS:   
# Action Expected Result Notes 
1 <i>4180 S-1</i>  #comment 
2 [Data Pool File System Nearly Full]<br /><br />This criterion may be 

verified by a separate test procedure or as part of the test procedure for 
criteria 300 to 395. 

This test should be done in 
conjunction with the next test (criteria 
4190). 

 

3 <i>4180 S-2</i>  #comment 
4 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
5 Ensure that an e-mail address is configured for alert notifications From DPL Ingest GUI, Intervention 

&amp; Alerts/System Alerts, ensure 
email address set to receive alerts is 
configured to a valid address to which 
the tester has access. 

 

6 <i>4180 S-3</i>  #comment 
7 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 

8 Cause a Data Pool File System nearly full condition (e.g. lower the 
corresponding threshold). 

a. From DPL Ingest GUI, 
Configuration/Global Tuning, 
determine the 
'PERC_FULL_DPL_FS_WARN' 
'PERC_FULL_DPL_FS_CLEAR_W
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# Action Expected Result Notes 
ARN' percentages to raise and clear 
the 'warning' alert.<br /><br />b. Set 
'PERC_FULL_DPL_FS_CLEAR_W
ARN' to 1 and 
'PERC_FULL_DPL_FS_WARN' to 2. 

9 <i>4180 V-1</i>  #comment 
10 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
11 Verify that an alert is raised. a. From DPL Ingest GUI, 

Configuration/Global Tuning, 
determine the 
'GET_DPL_SPACE_MINS' value (the 
time interval to obtain free space 
info).<br /><br />b. From DPL Ingest 
GUI, Intervention &amp; 
Alerts/System Alerts, verify a 
'DPL_FS_THRESHOLD' alert is 
displayed within the configured time 
interval.<br /><br />c. Submit the 
PDRs described in 'Test Data' 
(request/granule status verified in step 
V-11 below). 

 

12 <i>4180 V-2</i>  #comment 
13 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
14 Verify that the alert is logged in the Data Pool Ingest application log in 

accordance with S-DPL-18330. 
In the 
EcDlInProcessingService.ALOG, 
perform clause text. 

 

15 <i>4180 V-3 DELETED</i>  #comment 
16 <i>4180 V-4</i>  #comment 
17 Verify that the application log does not contain entries that reflect the 

suspension of the file system. 
Perform criteria text.  

18 <i>4180 V-5</i>  #comment 
19 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
20 Verify that the Data Pool Ingest GUI status page shows that an alert is 

pending. 
a. From DPL Ingest GUI, Home, 
verify the alert has been incremented. 

 

21 <i>4180 V-6</i>  #comment 
22 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
23 Verify that an e-mail was sent regarding the alert to the configured e-mail Perform clause text.  



 

1416 
 

# Action Expected Result Notes 
address and that the e-mail contains the information specified in S-DPL-
17700. 

24 <i>4180 V-7</i>  #comment 
25 Verify that information provided in the alert e-mail is correct and matches the 

information shown in the alert monitoring screen. 
Perform clause text.  

26 <i>4180 V-8</i>  #comment 
27 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
28 Verify that the alert monitoring screen lists the alert. From DPL Ingest GUI, Intervention 

&amp; Alerts/System Alerts, verify a 
'DPL_FS_THRESHOLD' alert is 
displayed for FS3. 

 

29 <i>4180 V-9</i>  #comment 
30 <i>Document Reference: DPL Ingest GUI 609: System Alerts; DP_S6_01 

ticket</i> 
 #comment 

31 Verify that the alert monitoring screen displays the information specified in 
S-DPL-17730. 

On DPL Ingest GUI, Intervention 
&amp; Alerts/System Alerts, perform 
clause text. 

 

32 <i>4180 V-10</i>  #comment 
33 <i>Document Reference: DPL Ingest GUI 609: System Alerts; DP_S6_01 

ticket</i> 
 #comment 

34 Verify that it is possible to display detailed information about the alert 
including the information specified in S-DPL-17760. 

On DPL Ingest GUI, Intervention 
&amp; Alerts/System Alerts, perform 
clause text. 

 

35 <i>4180 V-11</i>  #comment 
36 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

37 Verify that ingest operation is not affected by the alert i.e. requests and 
granules are activated normally and file transfer and checksumming 
operations proceed including for granules that do reside on that file system. 

From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
requests continue to be activated, and 
file transfers and checksumming 
continue unaffected. 

 

38 <i>4180 V-12</i>  #comment 
39 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
40 Correct the error condition that caused the alert (e.g. raise the corresponding 

threshold such that file system used space is now just below the configured 
threshold for clearing the alert). Verify that the alert is closed no later than the 
configured time interval for refreshing file system statistics and the closure 

Restore 
'PERC_FULL_DPL_FS_CLEAR_W
ARN' and 
'PERC_FULL_DPL_FS_WARN' to 
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# Action Expected Result Notes 
time is recorded in the closed alert information. their original values.<br /><br />From 

DPL Ingest GUI, Intervention &amp; 
Alerts/System Alerts, verify the alert 
is removed.<br /><br />In database 
Ingest_[mode], table InOperatorAlert, 
verify the AlertStatus ic 'Closed' and 
the 'CompletionDate' is correct. 

41 <i>4190 S-1</i>  #comment 
42 [Data Pool File System Full] This criterion may be verified by a separate test 

procedure or as part of the test procedure for criteria 300 to 395. 
This test should be done in 
conjunction with the previous test 
(criteria 4180). 

 

43 <i>4190 S-2</i>  #comment 
44 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
45 Ensure that an e-mail address is configured for alert notifications From DPL Ingest GUI, Intervention 

&amp; Alerts/System Alerts, ensure 
email address set to receive alerts is 
configured to a valid address to which 
the tester has access. 

 

46 <i>4190 S-3</i>  #comment 
47 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 

48 Cause a Data Pool File System full condition (e.g. employ a small Data Pool 
file system and fill it up with dummy files.). Do this while a number of 
transfer operations are in progress such that the full condition will be 
encountered by more than one of these operations. 

a. Submit the PDRs described in 'Test 
Data' (request/granule status verified 
in step V-12 below).<br /><br />b. 
Open a terminal window on the 
datapool host.<br /><br />c. Change to 
the datapool directories ( 
/datapool/[mode] /user/FS3. Run 
&quot;df -k . &quot; to determine the 
current usage.<br /><br />d. From 
DPL Ingest GUI, 
Configuration/Global Tuning, 
determine the 
'PERC_FULL_DPL_FS_CLEAR_W
ARN,' 
'PERC_FULL_DPL_FS_WARN,' 
'PERC_FULL_DPL_FS_SUSP' and 
'PERC_FULL_DPL_FS_SUSP_CLE
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# Action Expected Result Notes 
AR' percentages to raise and clear the 
'full' alert.<br /><br />e. Set 
'PERC_FULL_DPL_FS_CLEAR_W
ARN' to 1, 
'PERC_FULL_DPL_FS_WARN' to 2, 
'PERC_FULL_DPL_FS_CLEAR_SU
SP' to 3, and 
PERC_FULL_DPL_FS_SUSP' to 4. 

49 <i>4190 V-1</i>  #comment 
50 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
51 Verify that an alert is raised for that file system. From DPL Ingest GUI, Intervention 

&amp; Alerts/System Alerts, verify 
that a 'DPL_FS_FULL' alert is 
displayed. 

 

52 <i>4190 V-2</i>  #comment 
53 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
54 Verify that the alert is logged in the Data Pool Ingest application log in 

accordance with S-DPL-18330. 
In EcDlInProcessingService.ALOG, 
perform clause text. 

 

55 <i>4190 V-3 DELETED</i>  #comment 
56 <i>4190 V-4</i>  #comment 
57 Verify that the application log contains entries that reflect the suspension of 

correct queues / resources. 
While checking the log, verify that the 
suspension of FS3 is recorded. 

 

58 <i>4190 V-5</i>  #comment 
59 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
60 Verify that the Data Pool Ingest GUI status page shows that an alert is 

pending and some services or resources are suspended. 
From DPL Ingest GUI, Home,<br 
/><br />a. Verify that the alert is 
listed.<br /><br />b. The number of 
file systems suspended has been 
incremented. 

 

61 <i>4190 V-6</i>  #comment 
62 <i>Document Reference: DPL Ingest GUI 609: System Status Page</i>  #comment 
63 Verify that the file system is marked full. On DPL Ingest GUI, Monitoring / 

System Status, verify that the file 
system is shown as full (&quot;Disk 
Usage&quot; is greater than the 
&quot;Full Cache Threshold&quot;). 

 

64 <i>4190 V-7</i>  #comment 
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# Action Expected Result Notes 
65 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
66 Verify that an e-mail was sent regarding the alert to the configured e-mail 

address and that the e-mail contains the information specified in S-DPL-
17700. 

Perform clause text.  

67 <i>4190 V-8</i>  #comment 
68 Verify that information provided in the alert e-mail is correct and matches the 

information shown in the alert monitoring screen. 
Verify that information provided in 
the alert e-mail is correct and matches 
the information shown in the alert 
monitoring screen. 

 

69 <i>4190 V-9</i>  #comment 
70 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
71 Verify that the alert monitoring screen lists the alert for the file system and 

shows only one such alert. 
From DPL Ingest GUI, Intervention 
&amp; Alerts/System Alerts, verify 
only one 'DPL_FS_FULL' alert is 
displayed for FS3. 

 

72 <i>4190 V-10</i>  #comment 
73 <i>Document Reference: DPL Ingest GUI 609: System Alerts; DP_S6_01 

ticket</i> 
 #comment 

74 Verify that the alert monitoring screen displays the information specified in 
S-DPL-17730. 

On DPL Ingest GUI, Intervention 
&amp; Alerts/System Alerts, perform 
clause text. 

 

75 <i>4190 V-11</i>  #comment 
76 <i>Document Reference: DPL Ingest GUI 609: System Alerts; DP_S6_01 

ticket</i> 
 #comment 

77 Verify that it is possible to display detailed information about the alert 
including the information specified in S-DPL-17760. 

On DPL Ingest GUI, Intervention 
&amp; Alerts/System Alerts, perform 
clause text. 

 

78 <i>4190 V-12</i>  #comment 
79 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

80 Verify that no granules were suspended as a result of this condition. From DPL Ingest GUI, 
Monitoring/Request Status, perform 
clause text. 

 

81 <i>4190 V-13</i>  #comment 
82 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
83 Verify that the Data Pool Ingest GUI shows that the file system is suspended. From DPL Ingest GUI, Monitoring /  
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# Action Expected Result Notes 
System Status, verify that File System 
Status table shows FS3 is suspended. 

84 <i>4190 V-14</i>  #comment 
85 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

86 Ensure that granules are active that require the file system for transfer or 
checksumming. Verify that none of these operations are dispatched. 

From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
granules intended for the full file 
system do NOT advance into the 
'Transferring' or 'Checksumming' 
state. 

 

87 <i>4190 V-15</i>  #comment 
88 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

Details</i> 
 #comment 

89 Ensure that granules are active that are queued for archiving from that file 
system. Verify that their archiving operations are dispatched. 

From DPL Ingest GUI, 
Monitoring/Request Status/Ingest 
Request Details, verify that granules 
on the suspended file system, which 
complete pre-processing, advance into 
(and complete) the archiving states. 

 

90 <i>4190 V-16</i>  #comment 
91 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

92 Ensure that there are ingest requests that are validated and queued for 
activation that require the file system. Verify that these ingest requests are not 
being activated. 

From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
new and validated ingest requests that 
are intended for the suspended 'file 
system' are NOT activated. 

 

93 <i>4190 V-17</i>  #comment 
94 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

Details</i> 
 #comment 

95 Ensure that there are granules in active requests that require the file system. 
Verify that these granules are not being activated. 

From DPL Ingest GUI, 
Monitoring/Request Status/Ingest 
Request Details, verify that for 'active' 
requests, granules intended for the 
suspended file system are NOT 
activated. 
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# Action Expected Result Notes 
96 <i>4190 V-18</i>  #comment 
97 <i>Document Reference: DPL Ingest GUI 609: Provider Status List</i>  #comment 
98 Verify that ingest requests are no longer counted against the request and 

granule limits once they reach a state where the only granules they contain 
that still need to be processed require that file system (i.e. once they reach the 
state where they are stuck). 

From 
EcDlInProcessingServiceDebug.log, 
verify that in the entry &quot;[#] 
active granules, max allowed = 
[#]&quot;, the stuck granules are not 
counted against the &quot;max 
allowed&quot; limit (configured with 
the PROCESSING_MAX_GRANS 
parameter on Global Tuning). 

 

99 <i>4190 V-19</i>  #comment 
100 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
101 Correct the error condition that caused the alert (e.g., remove the dummy files 

and clear the file system full condition manually). Verify that the alert is 
closed no later than the configured retry time and the closure time is recorded 
in the closed alert. 

a. Delete one of the dummy files 
created above to free up space.<br 
/><br />b. From DPL Ingest GUI, 
Interventions &amp; Alerts/Alerts, 
verify the alert is removed.<br /><br 
/>c. In database Ingest_[mode], table 
InOperatorAlert, verify the 'Alert 
Status' is 'Closed' and 
'CompletionDate' is correct. 

 

102 <i>4190 V-20</i>  #comment 
103 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
104 Verify that the Data Pool Ingest GUI status page no longer indicates a 

pending alert condition (Note that this assumes that there are no other alert 
conditions to be resolved). 

From DPL Ingest GUI, Home, verify 
number of System Alerts is 0 (or 
decremented). 

 

105 <i>4190 V-21</i>  #comment 
106 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
107 Verify that the Data Pool Ingest GUI no longer shows that the file system is 

suspended. 
From DPL Ingest GUI, Home, verify 
the &quot;Num Suspended File 
Systems&quot; is 0. 

 

108 <i>4190 V-22</i>  #comment 
109 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

110 Ensure that ingest requests are active that require the file system. Verify that 
granules from these requests are activated that require the file system and that 

From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
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# Action Expected Result Notes 
operations that require the file system are dispatched. 'active' requests that had granules 

stuck because of the suspended file 
system, begin to change states. 

111 <i>4190 V-23</i>  #comment 
112 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

113 Verify that ingest requests that require the file system are being activated. From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
'new' and 'validated' requests (for this 
file system) are now activated. 

 

114 <i>4190 V-24</i>  #comment 
115 Verify that the resumption is reflected in log entries in the application log. Within 

EcDlInProcessingService.ALOG, 
verify that processing has resumed in 
the (formerly) suspended file system. 

 

116 <i>4200 S-1</i>  #comment 
117 [Data Pool File System Down] This criterion may be verified by a separate 

test procedure or as part of the test procedure for criteria 300 to 395. 
From DPL Ingest GUI, 
Configuration/Global Tuning, set 
MAX_CONSEC_FS_ERRORS to 3 
and 
MAX_GRANS_WITH_SERV_ERR 
to 1000. 

 

118 <i>4200 S-2</i>  #comment 
119 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
120 Ensure that an e-mail address is configured for alert notifications From DPL Ingest GUI, Intervention 

&amp; Alerts/System Alerts, ensure 
email address set to receive alerts is 
configured to a valid address to which 
the tester has access. 

 

121 <i>4200 S-3</i>  #comment 
122 Introduce a condition that makes at least one Data Pool file system 

inaccessible. 
As a 'StorNext' admin, stop StorNext 
Server for one File System on the host 
where the service hosts are running for 
the current mode.. The File System 
will be down for all service hosts 

 

123 <i>4200 V-1</i>  #comment 
124 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
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# Action Expected Result Notes 
125 Verify that an alert is raised for each of the Data Pool file systems that are 

down. 
a. From DPL Ingest GUI, Intervention 
&amp; Alerts/System Alerts, verify 
that an alert is raised for the 
inaccessible file system.<br /><br />b. 
Submit the PDRs described in 'Test 
Data' (request/granule status verified 
below). 

 

126 <i>4200 V-2</i>  #comment 
127 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
128 Verify that the Data Pool Ingest GUI status page shows that alerts are 

pending and some services or resources are suspended. 
a. From DPL Ingest GUI, Home, 
verify that the number of system alerts 
is incremented by the number of 
unavailable file systems.<br /><br />b. 
Also verify that the &quot;Num 
Suspended File Systems&quot; is 
incremented by the number of 
unavailable file systems. 

 

129 <i>4200 V-3</i>  #comment 
130 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
131 Verify that the alerts are logged in the Data Pool Ingest application log in 

accordance with S-DPL-18330. 
In EcDlInProcessingService.ALOG, 
perform clause text (search for 
DPL_FS_DOWN). 

 

132 <i>4200 V-4</i>  #comment 
133 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
134 Verify that appropriate error log entries appear in the log preceding the alert 

log entry and that these log entries comply with S-DPL-18320. 
Check 
EcDlInProcessingService.ALOG to 
verify that the inaccessible data pool 
file system error is recorded in the log 
in accordance with S-DPL-18320. 

 

135 <i>4200 V-5</i>  #comment 
136 Verify that the application log contains entries that reflect the suspension of 

correct queues / resources. 
From 
EcDlInProcessingService.ALOG, 
verify the Data Pool file system is 
reported to be down. 

 

137 <i>4200 V-6</i>  #comment 
138 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
139 Verify that an e-mail was sent regarding the alert to the configured e-mail Perform clause text.  
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# Action Expected Result Notes 
address and that the e-mail contains the information specified in S-DPL-
17700. 

140 <i>4200 V-7</i>  #comment 
141 Verify that information provided in the alert e-mail is correct and matches the 

information shown in the alert monitoring screen. 
Verify that information provided in 
the alert e-mail is correct and matches 
the information shown in the alert 
monitoring screen. 

 

142 <i>4200 V-8</i>  #comment 
143 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
144 Verify that the alert monitoring screen lists the alert. From DPL Ingest GUI, Intervention 

&amp; Alerts/System Alerts, verify a 
DPL_FS_FULL alert is displayed for 
FS3. 

 

145 <i>4200 V-9</i>  #comment 
146 <i>Document Reference: DPL Ingest GUI 609: System Alerts; DP_S6_01 

ticket</i> 
 #comment 

147 Verify that the alert monitoring screen displays the information specified in 
S-DPL-17730. 

On DPL Ingest GUI, Intervention 
&amp; Alerts/System Alerts, perform 
clause text. 

 

148 <i>4200 V-10</i>  #comment 
149 <i>Document Reference: DPL Ingest GUI 609: System Alerts; DP_S6_01 

ticket</i> 
 #comment 

150 Verify that it is possible to display detailed information about the alert 
including the information specified in S-DPL-17760. 

On DPL Ingest GUI, Intervention 
&amp; Alerts/System Alerts, perform 
clause text. 

 

151 <i>4200 V-11</i>  #comment 
152 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

153 Verify that no granules were suspended as a result of this condition. From DPL Ingest GUI, 
Monitoring/Request Status, perform 
clause text. 

 

154 <i>4200 V-12</i>  #comment 
155 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
156 Verify that the Data Pool Ingest GUI shows that the correct file system(s) as 

suspended. 
From DPL Ingest GUI, 
Monitoring/File System Status, verify 
that the display identifies the file 
system as suspended. 
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157 <i>4200 V-13</i>  #comment 
158 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

Details</i> 
 #comment 

159 Ensure that granules are active that require the suspended file system(s). 
Verify that no more file transfer or other operations are dispatched for them 
except as required for retry to clear the alert. 

From DPL Ingest GUI, 
Monitoring/Request Status/Ingest 
Request Details, verify that active 
granules intended for the suspended 
file system do NOT advance into the 
'Transferring'. Furthermore, any other 
operations on the suspended file 
system (i.e. checksumming) are also 
suspended. 

 

160 <i>4200 V-14</i>  #comment 
161 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

162 Ensure that there are ingest requests that are validated and queued for 
activation that require the suspended file system(s). Verify that these ingest 
requests are not being activated. 

From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
new and validated ingest requests that 
are intended for the suspended 'file 
system' are NOT activated. 

 

163 <i>4200 V-15</i>  #comment 
164 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

165 Ensure that there are granules in active requests that require the suspended 
file system(s). Verify that these granules are not being activated. 

On DPL Ingest GUI, 
Monitoring/Request Status, verify that 
for 'active' requests that have granules 
intended for the suspended file system, 
granules are NOT being activated. 

 

166 <i>4200 V-16</i>  #comment 
167 <i>Document Reference: DPL Ingest GUI 609: Provider Status List</i>  #comment 
168 Verify that ingest requests are no longer counted against the request and 

granule limits once they reach a state where the only granules they contain 
that still need to be processed require the suspended file system(s) (i.e. once 
they reach the state where they are stuck). 

From DPL Ingest GUI, 
Monitoring/Provider Status, verify that 
granules and requests that require the 
suspended file system are NOT 
included in the counts of requests and 
granules queued and in-process. 

 

169 <i>4200 V-17</i>  #comment 
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# Action Expected Result Notes 
170 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
171 Correct the error condition that caused the alert. Verify that the alert is closed 

no later than the configured retry time and that the closure time is reflected in 
the closed alert information. 

a. As StorNext admin, re-start server 
process for the stopped FS.<br /><br 
/>b. From DPL Ingest GUI, 
Interventions &amp; Alerts/Alerts, 
verify the alert is removed.<br /><br 
/>c. In database Ingest_[mode], table 
InOperatorAlert, verify the 'Alert 
Status' is 'Closed' and 
'CompletionDate' is correct . 

 

172 <i>4200 V-18</i>  #comment 
173 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
174 Verify that the Data Pool Ingest GUI status page no longer indicates a 

pending alert condition (Note that this assumes that there are no other alert 
conditions to be resolved). 

a. From DPL Ingest GUI, Home, 
verify the number of system alerts is 
decremented by the number of file 
systems that have become 
available.<br /><br />b. Verify the 
&quot;Num Suspended File 
Systems&quot; is decremented by the 
number of file systems that have 
become available. 

 

175 <i>4200 V-19</i>  #comment 
176 <i>Document Reference: DPL Ingest GUI 609: System Status Page</i>  #comment 
177 Verify that the Data Pool Ingest GUI no longer shows the affected file 

system(s) as suspended. 
From the DPL Ingest GUI, 
Monitoring/File System Status, verify 
that this File System is now 
&quot;Active&quot;. 

 

178 <i>4200 V-20</i>  #comment 
179 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

180 Ensure that ingests are active that require the affected file system(s). Verify 
that granules are activated that require the file system(s) and that operations 
that require the file system(s) are dispatched. 

From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
'active' requests that had granules 
stuck because of the suspended file 
system, begin to increment status 
again. 

 

181 <i>4200 V-21</i>  #comment 
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# Action Expected Result Notes 
182 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

183 Verify that ingest requests that require the affected file system(s) are being 
activated. 

On DPL Ingest GUI, 
Monitoring/Request Status, verify that 
'new' and 'validated' requests (for this 
file system) are now activated. 

 

184 <i>4200 V-22</i>  #comment 
185 Verify that the resumption is reflected in log entries in the application log. Within 

EcDlInProcessingService.ALOG, 
verify that processing has resumed in 
the (formerly) suspended file system. 

 

186 <i>4209 S-1</i>  #comment 
187 [Data Pool and Archive File Systems - SAN Inaccessible from an ECS Hosts] 

This criterion may be verified by a separate test procedure or as part of the 
test procedure for criteria 300 to 395. 

From DPL Ingest GUI, 
Configuration/Global Tuning, set 
MAX_CONSEC_FS_ERRORS to 
1000 and 
MAX_GRANS_WITH_SERV_ERR 
to 3. 

 

188 <i>4209 S-2</i>  #comment 
189 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
190 Ensure that an e-mail address is configured for alert notifications. From DPL Ingest GUI, Intervention 

&amp; Alerts/System Alerts, ensure 
email address set to receive alerts is 
configured to a valid address to which 
the tester has access. 

 

191 <i>4209 S-3</i>  #comment 
192 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 

193 Ensure that the number of consecutive ECS Service Host errors for different 
granules or files that will trigger an alert is configured to no less than 3. 

a. From DPL Ingest GUI, 
Configuration/Global Tuning, set the 
&quot;Consecutive ECS Service 
Host&quot; errors to 3.<br /><br />b. 
Submit the PDRs described in 'Test 
Data' (request/granule status verified 
below). 

 

194 <i>4209 S-4</i>  #comment 
195 Introduce a condition that causes SAN access errors for one of the ECS a. From DPL Ingest GUI,  
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# Action Expected Result Notes 
Service Hosts. For example, cause that host to loose its SAN connectivity; or 
configure this host (and only this host) for some service operation that 
requires access to a temporary directory structure on the SAN and make that 
directory structure inaccessible. 

Configuration/ECS Services, for the 
host being tested (SH1), set:<br />o 
&quot;Max. Concurrent File 
Transfers:&quot; to 1<br />o 
&quot;Max. CPU Operations:&quot; 
to 1<br />o &quot;Max. Concurrent 
Archive Operations:&quot; to 10<br 
/><br />b. For a second host (SH2), 
set:<br />o &quot;Max. Concurrent 
File Transfers:&quot; to 1<br />o 
&quot;Max. CPU Operations:&quot; 
to 10<br />o &quot;Max. Concurrent 
Archive Operations:&quot; to 1<br 
/><br />c. For a third host (SH3), 
set:<br />o &quot;Max. CPU 
Operations:&quot; to 1<br /><br />d. 
From DPL Ingest GUI, 
Monitoring/ECS Service Status, 
suspend Archiving on all hosts.<br 
/><br />e. Submit enough PDRs to get 
10 granules into the 
&quot;Archiving&quot; state<br 
/><br />f. From ECS Service Status, 
suspend Checksumming and 
Transferring on SH1 and 
Checksumming on SH3<br /><br />g. 
Submit enough PDRs to get 10 
granules into the 
&quot;Checksumming&quot; state<br 
/><br />h. As a user in the 'StorNext' 
group, kill the StorNext client running 
on SH1<br /><br />i. From ECS 
Service Status, resume all services on 
all service hosts<br /><br />j. Submit 
enough PDRs to get 10 granules 
through the &quot;Transferring&quot; 
state<br />Note: to run this test 
without the StorNext administrator, at 
that step (h), instead remove 
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permissions from the 
&quot;temp&quot; and 
&quot;.orderdata&quot; directories in 
the datapool file system for the 
relevant files system. Then, suspend 
all services on SH2 and SH3 and only 
resume services on SH1. This will 
generate all the errors, but will not 
allow for a test to ensure other hosts 
continue while SH1 is suspended 
(Criterion 4209 V-13). 

196 <i>4209 V-1</i>  #comment 
197 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
198 Verify that alerts are raised for all services executing on that ECS Service 

Host as the number of consecutive errors for that service is exceeded, but not 
before [Note that the problem will raise alerts for all service that execute on 
that host, since they all require SAN access.] 

From DPL Ingest GUI, Intervention 
&amp; Alerts/System Alerts, an alert 
is generated for each service on the 
host as consecutive failures of that 
service occur. 

 

199 <i>4209 V-2</i>  #comment 
200 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
201 Verify that the alerts are logged in the Data Pool Ingest application log in 

accordance with S-DPL-18330. 
In EcDlInProcessingService.ALOG, 
perform clause text. 

 

202 <i>4209 V-3</i>  #comment 
203 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
204 Verify that appropriate error log entries appear in the log preceding the alert 

log entries and that these log entries comply with S-DPL-18320. 
Check 
EcDlInProcessingService.ALOG to 
verify that the SAN access error is 
recorded in the log in accordance with 
S-DPL-18320. 

 

205 <i>4209 V-4</i>  #comment 
206 Verify that the application log contains entries that reflect the suspension of 

correct queues / services. 
In EcDlInProcessingService.ALOG, 
verify the log shows the suspension of 
services on the 'detached' service host. 

 

207 <i>4209 V-5</i>  #comment 
208 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
209 Verify that the Data Pool Ingest GUI status page shows that an alert is 

pending and some services are suspended. 
From DPL Ingest GUI, Home, verify 
that<br /><br />a. the number of 
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system alerts is 1 (or incremented)<br 
/><br />b. The 'Num Suspended ECS 
Services' should increment for each 
suspended service on the host. 

210 <i>4209 V-6</i>  #comment 
211 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
212 Verify that an e-mail was sent regarding the alert to the configured e-mail 

address and that the e-mail contains the information specified in S-DPL-
17700. 

Perform clause text.  

213 <i>4209 V-7</i>  #comment 
214 Verify that information provided in the alert e-mail is correct and matches the 

information shown in the alert monitoring screen. 
Same as criteria.  

215 <i>4209 V-8</i>  #comment 
216 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
217 Verify that the alert monitoring screen lists the alerts. From DPL Ingest GUI, Intervention 

&amp; Alerts/System Alerts, verify a 
DPL_FS_DOWN alert is displayed for 
FS3. 

 

218 <i>4209 V-9</i>  #comment 
219 <i>Document Reference: DPL Ingest GUI 609: System Alerts; DP_S6_01 

ticket</i> 
 #comment 

220 Verify that the alert monitoring screen displays the information specified in 
S-DPL-17730. 

On DPL Ingest GUI, Intervention 
&amp; Alerts/System Alerts, perform 
clause text. 

 

221 <i>4209 V-10</i>  #comment 
222 <i>Document Reference: DPL Ingest GUI 609: System Alerts; DP_S6_01 

ticket</i> 
 #comment 

223 Verify that it is possible to display detailed information about the alerts 
including the information specified in S-DPL-17760. 

On DPL Ingest GUI, Intervention 
&amp; Alerts/System Alerts, perform 
clause text. 

 

224 <i>4209 V-11</i>  #comment 
225 <i>Document Reference: DPL Ingest GUI 609: ECS Services Status</i>  #comment 
226 Verify that the Data Pool Ingest GUI shows all services on that ECS Service 

Host as suspended. 
From DPL Ingest GUI, 
Monitoring/ECS Services Status, 
verify that all enabled services on this 
host are shown as suspended. 
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227 <i>4209 V-12</i>  #comment 
228 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

229 Ensure that granules are active that require a service for which the host is 
configured. Verify that no more operations are dispatched for the host except 
as required for retry to clear the alert. 

From DPL Ingest GUI, 
Monitoring/Request Status, identify 
active requests that have granules that 
will require services from the 
'detached' host. Verify that these 
granules are NOT activated. 

 

230 <i>4209 V-13</i>  #comment 
231 <i>Document Reference: DPL Ingest GUI 609:<br />ECS Services Status 

&amp; Active Ingest Request List</i> 
 #comment 

232 Ensure that the services for which the host was configured are also available 
on other ECS Service Hosts. Verify that operations on these hosts continue, 
that no requests or granules become 'stuck', and that ingest continues, i.e., 
ingest requests complete and new ingest requests are activated. 

a. From DPL Ingest GUI, 
Monitoring/ECS Service Status, verify 
that other hosts, that provide the same 
services, are still shown as 'active'.<br 
/><br />b. On DPL Ingest GUI, 
Monitoring/Request Status, verify that 
granules that use these other service 
hosts proceed normally. Granules 
advance through all states and new 
requests are activated. 

 

233 <i>4209 V-14</i>  #comment 
234 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
235 Correct the error condition that caused the alerts. Verify that the alerts are 

closed no later than the configured retry time and the closure time is recorded 
in the closed alert information. 

a. As a user in the StorNext group, re-
start the StorNext client on the ECS 
Service host.<br /><br />b. On DPL 
Ingest GUI, Interventions &amp; 
Alerts/Alerts, verify the alert is 
removed.<br /><br />c. In database 
Ingest_[mode], table InOperatorAlert, 
verify the AlertStatus ic 'Closed' and 
the 'CompletionDate' is correct. 

 

236 <i>4209 V-15</i>  #comment 
237 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
238 Verify that the Data Pool Ingest GUI status page no longer indicates a 

pending alert condition (Note that this assumes that there are no other alert 
From DPL Ingest GUI, Home, verify 
the number of system alerts is 0 (or 
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conditions to be resolved). decremented). 

239 <i>4209 V-16</i>  #comment 
240 <i>Document Reference: DPL Ingest GUI 609: ECS Services Status</i>  #comment 
241 Verify that the Data Pool Ingest GUI no longer shows the services on the 

ECS Service Host as suspended. 
From DPL Ingest GUI, 
Monitoring/ECS Services Status, 
verify that enabled services on this 
service host are no longer shown as 
'suspended'. 

 

242 <i>4209 V-17</i>  #comment 
243 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

244 Verify that operations for which the affected host is configured are dispatched 
to that host again. 

From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
'new' and 'validated' requests (for this 
file system) are now activated. 

 

245 <i>4209 V-18</i>  #comment 
246 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

Details</i> 
 #comment 

247 Verify that any granules that were and still are suspended because of the 
errors that eventually caused the alert were resumed and that there are no 
open interventions pending due to their suspension. 

a. From DPL Ingest GUI, 
Monitoring/Request Status/Ingest 
Request Details, verify that any 
suspended granules are retried and 
succeed.<br /><br />b. Verify that 
there are no remaining open 
interventions due to the suspended 
granules. 

 

248 <i>4210 S-1</i>  #comment 
249 [Data Pool File System - Consecutive Access Errors on Processing Server 

Host] This criterion may be verified by a separate test procedure or as part of 
the test procedure for criteria 300 to 395. 

  

250 <i>4210 S-2</i>  #comment 
251 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
252 Ensure that an e-mail address is configured for alert notifications From DPL Ingest GUI, Intervention 

&amp; Alerts/System Alerts, ensure 
email address set to receive alerts is 
configured to a valid address to which 
the tester has access. 
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253 <i>4210 S-3</i>  #comment 
254 Change the number of consecutive file system access errors for different 

granules or files that will trigger an alert but ensure that that the number is 
configured to no less than 3. 

From DPL Ingest GUI, 
Configuration/Global Tuning, set 
MAX_CONSEC_FS_ERRORS to 3 
and 
MAX_GRANS_WITH_SERV_ERR 
to 1000.<br />Wait one minute and 
then perform the next step. 

 

255 <i>4210 S-4</i>  #comment 
256 About a minute after the configuration change introduce a condition that 

results in consecutive Data Pool file system access errors on the Data Pool 
Ingest Processing host (e.g. make a temporary directory inaccessible). The 
error condition / situation must be such that the resulting alert is not raised 
due to errors that occur on an ECS Service Host. 

a. Identify the first ESDT specified in 
&quot;Test Data 
Requirements.&quot;<br /><br />b. 
As 'root', change the permission of 
directory 
/datapool/[mode]/user/[esdt]/.ingest to 
ReadOnly.<br /><br />c. Continue to 
ingest data of this ESDT. 

 

257 <i>4210 V-1</i>  #comment 
258 Verify that an alert is raised after the configured number of consecutive errors 

but not before 
Verify in the log or GUI the number of 
granules that have an error. Verify that 
at least 3 errors are encountered before 
an alert is raised. 

 

259 <i>4210 V-2</i>  #comment 
260 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
261 Verify that the alert is logged in the Data Pool Ingest application log in 

accordance with S-DPL-18330. 
In the 
EcDlInProcessingService.ALOG, 
perform clause text (search for 
DPL_FS_CONSEC_ACCESS). 

 

262 <i>4210 V-3</i>  #comment 
263 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
264 Verify that appropriate error log entries appear in the log preceding the alert 

log entry and that these log entries comply with S-DPL-18320. 
Check 
EcDlInProcessingService.ALOG to 
verify that the Data Pool file system 
access error is recorded in the log in 
accordance with S-DPL-18320. 

 

265 <i>4210 V-4</i>  #comment 
266 Verify that the application log contains entries that reflect the suspension of Check  
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correct queues / resources. EcDlInProcessingService.ALOG to 

verify that the suspension of the Data 
Pool file system has been logged. 

267 <i>4210 V-5</i>  #comment 
268 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
269 Verify that the Data Pool Ingest GUI status page shows that an alert is 

pending and some services or resources are suspended. 
From DPL Ingest GUI, Home, verify 
that the number of system alerts is 1 
(or incremented) and the 'Num 
Suspended ECS Services' is 
incremented to include the newly 
suspended 'detached' host. 

 

270 <i>4210 V-6</i>  #comment 
271 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
272 Verify that an e-mail was sent regarding the alert to the configured e-mail 

address and that the e-mail contains the information specified in S-DPL-
17700. 

Perform clause text.  

273 <i>4210 V-7</i>  #comment 
274 Verify that information provided in the alert e-mail is correct and matches the 

information shown in the alert monitoring screen. 
Verify that information provided in 
the alert e-mail is correct and matches 
the information shown in the alert 
monitoring screen. 

 

275 <i>4210 V-8</i>  #comment 
276 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
277 Verify that the alert monitoring screen lists the alert. From DPL Ingest GUI, Intervention 

&amp; Alerts/System Alerts, verify a 
DPL_FS_CONSEC_ACCESS alert is 
displayed for FS3. 

 

278 <i>4210 V-9</i>  #comment 
279 <i>Document Reference: DPL Ingest GUI 609: System Alerts; DP_S6_01 

ticket</i> 
 #comment 

280 Verify that the alert monitoring screen displays the information specified in 
S-DPL-17730. 

On DPL Ingest GUI, Intervention 
&amp; Alerts/System Alerts, perform 
clause text. 

 

281 <i>4210 V-10</i>  #comment 
282 <i>Document Reference: DPL Ingest GUI 609: System Alerts; DP_S6_01 

ticket</i> 
 #comment 

283 Verify that it is possible to display detailed information about the alert On DPL Ingest GUI, Intervention  
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including the information specified in S-DPL-17760. &amp; Alerts/System Alerts, perform 

clause text. 
284 <i>4210 V-11</i>  #comment 
285 <i>Document Reference: DPL Ingest GUI 609: Monitoring / System Status 

Page</i> 
 #comment 

286 Verify that the Data Pool Ingest GUI shows that the file system is suspended. From DPL Ingest GUI, Monitoring / 
System Status, verify that this file 
system IS suspended. 

 

287 <i>4210 V-12</i>  #comment 
288 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

289 Ensure that granules are active that require the file system. Verify that no 
more file transfer or other operations are dispatched for them except as 
required for retry to clear the alert. 

From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
granules intended for this file system 
do NOT advance into the 
'Transferring' or other states. 

 

290 <i>4210 -13</i>  #comment 
291 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

292 Ensure that there are ingest requests that are validated and queued for 
activation that require the file system. Verify that these ingest requests are not 
being activated. 

On DPL Ingest GUI, 
Monitoring/Request Status, verify that 
new and validated ingest requests that 
are intended for the suspended 'file 
system' are NOT activated. 

 

293 <i>4210 V-14</i>  #comment 
294 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

295 Ensure that there are granules in active requests that require the file system. 
Verify that these granules are not being activated. 

On DPL Ingest GUI, 
Monitoring/Request Status, verify that 
for 'active' requests that have granules 
intended for the suspended file system, 
granules are NOT being activated. 

 

296 <i>4210 V-15</i>  #comment 
297 <i>Document Reference: DPL Ingest GUI 609: Provider Status List</i>  #comment 
298 Verify that ingest requests are no longer counted against the request and 

granule limits once they reach a state where the only granules they contain 
that still need to be processed require that file system (i.e. once they reach the 

From DPL Ingest GUI, 
Monitoring/Provider Status, verify that 
granules and requests that require the 
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# Action Expected Result Notes 
state where they are stuck). suspended file system are NOT 

included in the counts of requests and 
granules queued and in-process. 

299 <i>4210 V-16</i>  #comment 
300 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
301 Correct the error condition that caused the alert. Verify that the alert is closed 

no later than the configured retry time and the closure time is recorded in the 
closed alert information. 

a. As 'root' correct the permissions on 
the directory.<br /><br />b. From DPL 
Ingest GUI, Interventions &amp; 
Alerts/Alerts, verify the alert is 
removed.<br /><br />c. In database 
Ingest_[mode], table InOperatorAlert, 
verify the AlertStatus ic 'Closed' and 
the 'CompletionDate' is correct. 

 

302 <i>4210 V-17</i>  #comment 
303 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
304 Verify that the Data Pool Ingest GUI status page no longer indicates a 

pending alert condition (Note that this assumes that there are no other alert 
conditions to be resolved). 

From DPL Ingest GUI, Home, verify 
the file system alert is removed. 

 

305 <i>4210 V-18</i>  #comment 
306 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
307 Verify that the Data Pool Ingest GUI no longer shows that the file system is 

suspended. 
From DPL Ingest GUI, Home, verify 
the &quot;Num Suspended File 
Systems&quot; is 0 (or decremented) 

 

308 <i>4210 V-19</i>  #comment 
309 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

310 Ensure that granules are active that require the file system. Verify that 
operations that require the file system are dispatched. 

a. From DPL Ingest GUI, 
Monitoring/Request Status/Ingest 
Request Details, ensure there are 
'active' granules.<br /><br />b. Verify 
that granules that were suspended 
because of the suspended file system, 
begin to move again. 

 

311 <i>4210 V-20</i>  #comment 
312 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

313 Ensure that ingest requests are active that require the file system. Verify that a. From DPL Ingest GUI,  
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# Action Expected Result Notes 
granules are activated that require the file system. Monitoring/Request Status, ensure 

there are 'active' requests.<br /><br 
/>b. Verify that granules that 
previously could not be activated are 
now activated and process normally. 

314 <i>4210 V-21</i>  #comment 
315 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

316 Verify that ingest requests that require the file system are being activated. On DPL Ingest GUI, 
Monitoring/Request Status, verify that 
'new' and 'validated' requests (for this 
file system) are now activated. 

 

317 <i>4210 V-22</i>  #comment 
318 Verify that the resumption is reflected in log entries in the application log. Within the 

EcDlInProcessingService.ALOG, 
verify that processing has resumed in 
the (formerly) suspended file system. 

 

319 <i>4210 V-23</i>  #comment 
320 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request Detail, 

Ingest Interventions List</i> 
 #comment 

321 Verify that granules that were and still are suspended as part of the 
consecutive file system access errors were resumed and that there are no open 
interventions pending due to their suspension. 

a. From DPL Ingest GUI, 
Monitoring/Request Status/Ingest 
Request Detail, verify that suspended 
granules are successfully retried.<br 
/><br />b. From DPL Ingest GUI, 
Interventions &amp; 
Alerts/Interventions, verify that there 
are no open interventions as a result of 
this suspended file system. 

 

 
 
TEST DATA: 
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Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

4180   

1 PDR for 
FS1/2 1 
PDR for 
FS3 

MOD11C3, 
MOD11A1 

None 2 gran/PDR None /sotestdata/SynergyVI/DP_S6_01/Criteria/4180/V086/   

4190   

2 PDR for 
FS1/2 2 
PDR for 
FS3 

Same as above None 4 gran/PDR None /sotestdata/SynergyVI/DP_S6_01/Criteria/4190/V086/   

4200   

4 PDR for 
FS1/2 4 
PDR for 
FS3 

Same as above None 2 gran/PDR None /sotestdata/SynergyVI/DP_S6_01/Criteria/4200/V086/   

4209   
Same as 
above 

Same as above None Same as above None /sotestdata/SynergyVI/DP_S6_01/Criteria/4209/V086/   

4210   
Same as 
above 

Same as above None Same as above None /sotestdata/SynergyVI/DP_S6_01/Criteria/4210/V086/   

 
EXPECTED RESULTS: 
 

332 INGEST RESPONDS PROPERLY TO ARCHIVE ERRORS OR AN INACCESSIBLE ECS SERVICE 
HOST OR QUICKSERVER (ECS-ECSTC-2743) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 
 
STEPS:   
# Action Expected Result Notes 
1 <i>4213 S-1</i>  #comment 
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# Action Expected Result Notes 
2 [Archive -- Consecutive Time-outs]<br /><br />This criterion may be 

verified by a separate test procedure or as part of the test procedure for 
criteria 300 to 395. 

  

3 <i>4213 S-2</i>  #comment 
4 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
5 Ensure that an e-mail address is configured for alert notifications From DPL Ingest GUI, Intervention 

&amp; Alerts/System Alerts, verify 
the email address for alerts. Change as 
necessary. 

 

6 <i>4213 S-3</i>  #comment 
7 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 

8 Ensure that the number of consecutive ECS Service Host errors for different 
granules or files that will trigger an alert is configured to no less than 3. 

a. From DPL Ingest GUI, 
Configuration/Global Tuning, 
configure the number of consecutive 
File System errors that will generate 
an alert to 3. 

 

9 <i>4213 S-4</i>  #comment 
10 <i>Document Reference: DPL Ingest GUI 609: ECS Service 

Configuration</i> 
 #comment 

11 Introduce a condition that results in consecutive archive access time outs for 
an ECS Service Host for several granules. For example configure the time out 
parameters such that archive operations cannot succeed. Ensure that there is 
at least one other ECS Host configured for archiving services and that this 
host is not affected by the chosen error condition. 

a. Suspend archiving on all ECS 
Service Hosts except for two hosts.<br 
/><br />b. From DPL Ingest GUI, 
Configuration/ECS Services, select 
host (H1) - p4ftl01 or f4ftl01. Change 
'Expected Throughput' to 2 GB/sec 
and the 'Pad Time' to 0.<br /><br />c. 
Submit the PDRs described in 
TestData. (The goal is to have 
granules sent to both hosts - one host 
will succeed and one host will 
fail).<br /><br />d. As 100MB 
granules process, their archive time 
should exceed (Gran Size/ throughput) 
+ Pad Time. Each failure will be an 
'archive write timeout'. 

 

12 <i>4213 V-1</i>  #comment 
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# Action Expected Result Notes 
13 <i>Document Reference: DPL Ingest GUI 609:</i>  #comment 
14 Verify that an alert (only one) is raised for the archiving service on that ECS 

Service Host after the configured number of consecutive errors but not before 
(e.g. verify that the correct number of granules is already in suspension 
because of the error condition). 

From DPL Ingest GUI, Interventions 
&amp; Alerts, System Alerts, verify 
that once the number of consecutive 
timeout errors exceeds 3, an alert 
should be generated. Verify that only 
one alert is generated and it does not 
occur until three granules have 'timed 
out'. 

 

15 <i>4213 V-2</i>  #comment 
16 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
17 Verify that the alert is logged in the Data Pool Ingest application log in 

accordance with S-DPL-18330. 
In EcDlInProcessingService.ALOG, 
perform clause text. 

 

18 <i>4213 V-3</i>  #comment 
19 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
20 Verify that appropriate time-out error log entries appear in the log preceding 

the alert log entry and that these log entries comply with S-DPL-18320. 
Check 
EcDlInProcessingService.ALOG to 
verify that the archive timeout error is 
recorded in the log in accordance with 
S-DPL-18320. 

 

21 <i>4213 V-4</i>  #comment 
22 Verify that the application log contains entries that reflect the suspension of 

the archiving service on that host. 
Verify that 
EcDlInProcessingService.ALOG, 
contains entries reflecting the 
suspension of the Archive host. 

 

23 <i>4213 V-5</i>  #comment 
24 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
25 Verify that the Data Pool Ingest GUI status page shows that an alert is 

pending and some services are suspended. 
From DPL ingest GUI, Home, verify 
that a file system alert is listed. 

 

26 <i>4213 V-6</i>  #comment 
27 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
28 Verify that an e-mail was sent regarding the alert to the configured e-mail 

address and that the e-mail contains the information specified in S-DPL-
17700. 

Perform clause text.  

29 <i>4213 V-7</i>  #comment 
30 Verify that information provided in the alert e-mail is correct and matches the 

information shown in the alert monitoring screen. 
Perform clause text.  
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# Action Expected Result Notes 
31 <i>4213 V-8</i>  #comment 
32 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
33 Verify that the alert monitoring screen lists the alert. From DPL ingest GUI, Intervention 

&amp; Alerts/System Alerts, verify a 
SRVC_CONSEC_TIMEOUT alert is 
displayed. 

 

34 <i>4213 V-9</i>  #comment 
35 <i>Document Reference: DPL Ingest GUI 609: System Alerts; DP_S6_01 

ticket</i> 
 #comment 

36 Verify that the alert monitoring screen displays the information specified in 
S-DPL-17730. 

On DPL ingest GUI, Intervention 
&amp; Alerts/System Alerts, perform 
clause text. 

 

37 <i>4213 V-10</i>  #comment 
38 <i>Document Reference: DPL Ingest GUI 609: System Alerts; DP_S6_01 

ticket</i> 
 #comment 

39 Verify that it is possible to display detailed information about the alert 
including the information specified in S-DPL-17760. 

On DPL ingest GUI, Intervention 
&amp; Alerts/System Alerts, perform 
clause text. 

 

40 <i>4213 V-11</i>  #comment 
41 <i>Document Reference: DPL Ingest GUI 609: ECS Services Status</i>  #comment 
42 Verify that the Data Pool Ingest GUI shows that the archiving service on that 

ECS Service Host is suspended. 
From DPL ingest GUI, 
Monitoring/ECS Services Status, 
verify that H1 is shown as suspended. 

 

43 <i>4213 V-12</i>  #comment 
44 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

45 Verify that no more archive copy operations are dispatched to this host except 
as required for retry to clear the alert. 

From DPL ingest GUI, 
Monitoring/Request Status, verify that 
no more granules, that require H1, 
enter the 'Archiving' state. 

 

46 <i>4213 V-13</i>  #comment 
47 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

48 Ensure that there are ingest requests that are validated and queued for 
activation that require archiving. Verify that these ingest requests continue to 
be activated and complete. 

From DPL ingest GUI, 
Monitoring/Request Status/Ingest 
Request Details, verify that requests 
and granules that can use the other 
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# Action Expected Result Notes 
Archiving host ARE activated and 
complete successfully. 

49 <i>4213 V-14</i>  #comment 
50 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

51 Ensure that there are granules in active requests that require archiving. Verify 
that these granules are archived. 

From DPL ingest GUI, 
Monitoring/Request Status/Ingest 
Request Details, verify that there are 
granules that require archiving 
advance into the 'archiving' state. 

 

52 <i>4213 V-15</i>  #comment 
53 <i>Document Reference: DPL Ingest GUI 609: System Alerts, ECS Service 

Configuration</i> 
 #comment 

54 Correct the error condition that caused the alert. Verify that the alert is closed 
no later than the configured retry time and the closure time is recorded in the 
closed alert information. 

a. From DPL Ingest GUI, 
Configuration/ECS Services, return 
the &quot;Expected 
Throughput&quot; and &quot;Pad 
Time&quot; to their original 
values.<br /><br />b. From DPL 
ingest GUI, Intervention &amp; 
Alerts/System Alerts, verify the alert 
is cleared within the time specified for 
'Retry Interval' and the closure time is 
recorded in the alert info. 

 

55 <i>4213 V-16</i>  #comment 
56 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
57 Verify that the Data Pool Ingest GUI status page no longer indicates a 

pending alert condition (Note that this assumes that there are no other alert 
conditions to be resolved). 

From DPL ingest GUI, Home, verify 
this alert condition is no longer in the 
count of system alerts. 

 

58 <i>4213 V-17</i>  #comment 
59 <i>Document Reference: DPL Ingest GUI 609: ECS Services Status</i>  #comment 
60 Verify that the Data Pool Ingest GUI no longer shows that the archiving 

service on that ECS Service Host is suspended. 
From DPL ingest GUI, 
Monitoring/ECS Services Status, 
verify that the archiving service on H1 
is no longer shown as suspended. 

 

61 <i>4213 V-18 DELETED</i>  #comment 
62 <i>4213 V-19 DELETED</i>  #comment 
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# Action Expected Result Notes 
63 <i>4213 V-20 DELETED</i>  #comment 
64 <i>4213 V-21 DELETED</i>  #comment 
65 <i>4213 V-22</i>  #comment 
66 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

Details</i> 
 #comment 

67 Verify that granules that were and still are suspended because of the time-
outs were resumed and that there are no open interventions pending due to 
their suspension. 

From DPL ingest GUI, 
Monitoring/Request Status/Ingest 
Request Details, verify that granules 
that had been suspended during 
archiving have now resumed and are 
completing processing. 

 

68 <i>4214 S-1</i>  #comment 
69 [ECS Service Host or QuickServer Inaccessible]<br /><br />This criterion 

may be verified by a separate test procedure or as part of the test procedure 
for criteria 300 to 395. 

  

70 <i>4214 S-2</i>  #comment 
71 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
72 Ensure that an e-mail address is configured for alert notifications From DPL ingest GUI, Intervention 

&amp; Alerts/System Alerts, verify 
the email address for alerts. Change as 
necessary. 

 

73 <i>4214 S-3 DELETED</i>  #comment 
74 <i>4214 S-4</i>  #comment 
75 Introduce a condition that results in some ECS Service host or its 

QuickServer being inaccessible. 
a. 'Trickle' the PDRs described in 
TestData into their polling 
locations.<br /><br />b. From another 
unix terminal, 'telnet' into the port of 
the QuickServer used by p4eil02. This 
will make the p4eil02 QuickServer 
unavailable when DPL Processing 
tries to send a request to the 
QuickServer. (Note: p4eil02 is 
configured to perform Checksumming 
and Archiving). 

 

76 <i>4214 V-1</i>  #comment 
77 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
78 Verify that an alert is raised for all services on that ECS Service Host. From DPL ingest GUI, Interventions  
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# Action Expected Result Notes 
&amp; Alerts/Alerts, verify that an 
alert is raised for p4eil02. 

79 <i>4214 V-2</i>  #comment 
80 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
81 Verify that each alert is logged in the Data Pool Ingest application log in 

accordance with S-DPL-18330. 
In EcDlInProcessingService.ALOG, 
perform clause text. 

 

82 <i>4214 V-3</i>  #comment 
83 Verify that the application log contains entries that reflect the suspension of 

these services on that host. 
Verify that 
EcDlInProcessingService.ALOG, 
contains entries reflecting the 
suspension of all services on that host. 

 

84 <i>4214 V-4</i>  #comment 
85 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
86 Verify that the Data Pool Ingest GUI status page shows that an alert is 

pending and some services are suspended. 
From DPL ingest GUI, Home, verify 
that an alert is pending and the 'Num 
Suspended ECS Services' includes all 
services on this suspended host. 

 

87 <i>4214 V-5</i>  #comment 
88 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
89 Verify that an e-mail was sent regarding each alert to the configured e-mail 

address and that the e-mail contains the information specified in S-DPL-
17700. 

Perform clause text.  

90 <i>4214 V-6</i>  #comment 
91 Verify that information provided in the alert e-mails is correct and matches 

the information shown in the alert monitoring screen. 
Verify that information provided in 
the alert e-mails is correct and matches 
the information shown in the alert 
monitoring screen. 

 

92 <i>4214 V-7</i>  #comment 
93 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
94 Verify that the alert monitoring screen lists each alert. From DPL ingest GUI, Intervention 

&amp; Alerts/System Alerts, verify a 
SRVC_CANNOT_CONNECT alert is 
displayed. 

 

95 <i>4214 V-8</i>  #comment 
96 <i>Document Reference: DPL Ingest GUI 609: System Alerts; DP_S6_01 

ticket</i> 
 #comment 
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# Action Expected Result Notes 
97 Verify that the alert monitoring screen displays the information specified in 

S-DPL-17730. 
On DPL ingest GUI, Intervention 
&amp; Alerts/System Alerts, perform 
clause text. 

 

98 <i>4214 V-9</i>  #comment 
99 <i>Document Reference: DPL Ingest GUI 609: System Alerts; DP_S6_01 

ticket</i> 
 #comment 

100 Verify that it is possible to display detailed information about the alert 
including the information specified in S-DPL-17760. 

On DPL ingest GUI, Intervention 
&amp; Alerts/System Alerts, perform 
clause text. 

 

101 <i>4214 V-10</i>  #comment 
102 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

103 Verify that no granules were suspended as a result of this condition. From DPL ingest GUI, 
Monitoring/Request Status, verify that 
there are no granules suspended as a 
result of losing this host. 

 

104 <i>4214 V-11</i>  #comment 
105 <i>Document Reference: DPL Ingest GUI 609: ECS Services Status</i>  #comment 
106 Verify that the Data Pool Ingest GUI shows all services on that ECS Service 

Host as suspended. 
From DPL ingest GUI, 
Monitoring/ECS Services Status, 
verify that all enabled services are 
shown as suspended on this host. 

 

107 <i>4214 V-12</i>  #comment 
108 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

109 Verify that ingest operations continue by avoiding this host. a. From DPL ingest GUI, 
Monitoring/Request Status, verify that 
requests continue to process.<br /><br 
/>b. From 
EcDlInProcessingService.ALOG, 
verify that (checksumming &amp; 
archiving) operations are dispatched to 
the other hosts but NOT to this host. 

 

110 <i>4214 V-13</i>  #comment 
111 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

112 Verify that ingest requests continue to be activated. From DPL ingest GUI,  
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# Action Expected Result Notes 
Monitoring/Request Status, verify that 
new requests continue to be added to 
the list. 

113 <i>4214 V-14</i>  #comment 
114 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

115 Ensure that there are granules in active requests. Verify that their granules are 
being activated. 

From DPL ingest GUI, 
Monitoring/Request Status, verify that 
granules in these requests are activated 
and advance through the various 
states. 

 

116 <i>4214 V-15</i>  #comment 
117 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
118 Correct the error condition that caused the alert. Verify that the related alerts 

are closed no later than the configured retry time and the closure time is 
recorded in the closed alert information. 

a. Close the 'telnet' session on the 
QuickServer's port (to 'open up' this 
host again).<br /><br />b. From DPL 
ingest GUI, Interventions &amp; 
Alerts/Alerts, verify that the system 
alert clears within the host retry 
interval and that the closure time is 
included in the alert information. 

 

119 <i>4214 V-16</i>  #comment 
120 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page, 

System Alerts</i> 
 #comment 

121 Verify that the Data Pool Ingest GUI status page no longer indicates a 
pending alert condition (Note that this assumes that there are no other alert 
conditions to be resolved). 

From DPL ingest GUI, Home, verify 
that the sytem alert has cleared. (Alert 
also cleared from 'Interventions 
&amp; Alerts/Alerts' page). 

 

122 <i>4214 V-17</i>  #comment 
123 <i>Document Reference: DPL Ingest GUI 609: ECS Services Status</i>  #comment 
124 Verify that the Data Pool Ingest GUI no longer shows that the services on this 

ECS Host are suspended. 
From DPL ingest GUI, 
Monitoring/ECS Services Status, 
verify that enabled services on this 
host are no longer shown as 
suspended. 

 

125 <i>4214 V-18</i>  #comment 
126 Verify that the resumption is reflected in log entries in the application log. Verify that the resumption of services  
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# Action Expected Result Notes 
on this host is recorded in 
EcDlInProcessingService.ALOG. 

127 <i>4214 V-19</i>  #comment 
128 Verify that Data Pool Ingest dispatches operations to this host again. In EcDlInProcessingService.ALOG, 

verify that enabled operations resume 
on this ECS Service Host. 

 

129 <i>4215 S-1</i>  #comment 
130 [Archive - Archive Down]<br /><br />This criterion may be verified by a 

separate test procedure or as part of the test procedure for criteria 300 to 395. 
  

131 <i>4215 S-2</i>  #comment 
132 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
133 Ensure that an e-mail address is configured for alert notifications From DPL ingest GUI, Intervention 

&amp; Alerts/System Alerts, verify 
the email address for alerts. Change as 
necessary. 

 

134 <i>4215 S-3</i>  #comment 
135 Introduce a condition that results in some archive file system to be no longer 

accessible (e.g., via an archive command.). 
a. Change ECS Service Host 
configuration such that only two hosts 
are enabled for archiving (p4eil01 
&amp; p4ftl01).<br /><br />b. Submit 
the PDRs described in TestData.<br 
/><br />c. As a StorNext Admin, 
'Stop' the snfs1 FileSystem. (This will 
make snfs1 unavailable while snfs2 
&amp; brwfs are still available). 

 

136 <i>4215 S-4</i>  #comment 
137 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 

138 Ensure that Data Pool Ingest is configured to continue ingesting for an 
archive even if it is suspended due to an alert or operator suspension. 

On DPL Ingest GUI, 
Configuration/Global Tuning, ensure 
the 
&quot;IGNORE_ARCHIVE_ALERT 
is unchecked. 

 

139 <i>4215 V-1</i>  #comment 
140 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
141 Verify that an alert for that archive is raised. From DPL ingest GUI, Interventions 

&amp; Alerts/Alerts, verify that an 
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# Action Expected Result Notes 
alert is raised for archive drp1 (snfs1). 

142 <i>4215 V-2</i>  #comment 
143 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
144 Verify that the alert is logged in the Data Pool Ingest application log in 

accordance with S-DPL-18330. 
In EcDlInProcessingService.ALOG, 
perform clause text. 

 

145 <i>4215 V-3</i>  #comment 
146 Verify that the application log contains entries that reflect the suspension of 

the archive. 
Verify that 
EcDlInProcessingService.ALOG, 
contains entries reflecting the 
suspension of this archive. 

 

147 <i>4215 V-4</i>  #comment 
148 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
149 Verify that the Data Pool Ingest GUI status page shows that an alert is 

pending and some services are suspended. 
From DPL ingest GUI, Home, verify 
that an alert is pending and the 'Num 
Suspended Archive File Systems' is 1. 

 

150 <i>4215 V-5</i>  #comment 
151 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
152 Verify that an e-mail was sent regarding the alert to the configured e-mail 

address and that the e-mail contains the information specified in S-DPL-
17700. 

Perform clause text.  

153 <i>4215 V-6</i>  #comment 
154 Verify that information provided in the alert e-mail is correct and matches the 

information shown in the alert monitoring screen. 
Verify that information provided in 
the alert e-mail is correct and matches 
the information shown in the alert 
monitoring screen. 

 

155 <i>4215 V-7</i>  #comment 
156 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
157 Verify that the alert monitoring screen lists the alert and that there is only 

alert for that archive. 
From DPL ingest GUI, Intervention 
&amp; Alerts/System Alerts, verify a 
ARCH_NO_FS_ACCESS alert is 
displayed. 

 

158 <i>4215 V-8</i>  #comment 
159 <i>Document Reference: DPL Ingest GUI 609: System Alerts; DP_S6_01 

ticket</i> 
 #comment 

160 Verify that the alert monitoring screen displays the information specified in 
S-DPL-17730. 

On DPL ingest GUI, Intervention 
&amp; Alerts/System Alerts, perform 
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# Action Expected Result Notes 
clause text. 

161 <i>4215 V-9</i>  #comment 
162 <i>Document Reference: DPL Ingest GUI 609: System Alerts; DP_S6_01 

ticket</i> 
 #comment 

163 Verify that it is possible to display detailed information about the alert 
including the information specified in S-DPL-17760. 

On DPL ingest GUI, Intervention 
&amp; Alerts/System Alerts, perform 
clause text. 

 

164 <i>4215 V-10</i>  #comment 
165 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

166 Verify that no granules were suspended as a result of this condition. From DPL ingest GUI, 
Monitoring/Request Status, verify that 
there are no granules suspended as a 
result of losing this archive. 

 

167 <i>4215 V-11</i>  #comment 
168 <i>Document Reference: DPL Ingest GUI 609: System Status</i>  #comment 
169 Verify that the Data Pool Ingest GUI shows that the archive is suspended. From DPL ingest GUI, 

Monitoring/File System Status, verify 
that the drp1 (snfs1) archive is shown 
as suspended. 

 

170 <i>4215 V-12</i>  #comment 
171 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

172 Verify that no more archive copy operations are dispatched for this archive 
except as required for retry to clear the alert. 

a. From DPL ingest GUI, 
Monitoring/Request Status, verify that 
NO granules are dispatched to snfs1 
for archiving.<br /><br />b. From 
EcDlInProcessingService.ALOG, 
verify that granules continue to be 
archived on drp2 but NOT to drp1. 

 

173 <i>4215 V-13</i>  #comment 
174 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

175 Ensure that there are ingest requests that are validated and queued for 
activation that require the archive. Verify that these ingest requests are being 
activated. 

From DPL ingest GUI, 
Monitoring/Request Status, verify that 
requests that contain granules that will 
require archiving continue to be 
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# Action Expected Result Notes 
activated. 

176 <i>4215 V-14</i>  #comment 
177 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

178 Ensure that there are granules in active requests that require the archive. 
Verify that these granules are being activated. 

From DPL ingest GUI, 
Monitoring/Request Status, verify that 
granules within these requests are 
activated and advance up to the 
'archiving' state. 

 

179 <i>4215 V-15</i>  #comment 
180 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 

181 Correct the error condition that caused the alert. Verify that the alert is closed 
no later than the configured retry time and the closure time is recorded in the 
closed alert information. 

a. As a StorNext Admin, re-start the 
snfs1 FileSystem.<br /><br />b. 
Verify that the alert clears within the 
configured DPL Ingest GUI, 
Configuration/Global Tuning : Retry 
Interval' and the closure time is 
recorded in the alert information. 

 

182 <i>4215 V-16</i>  #comment 
183 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page, 

System Alerts</i> 
 #comment 

184 Verify that the Data Pool Ingest GUI status page no longer indicates a 
pending alert condition (Note that this assumes that there are no other alert 
conditions to be resolved). 

From DPL ingest GUI, Home, verify 
that the sytem alert has cleared. (Alert 
also cleared from 'Interventions 
&amp; Alerts/Alerts' page). 

 

185 <i>4215 V-17</i>  #comment 
186 <i>Document Reference: DPL Ingest GUI 609: System Status</i>  #comment 
187 Verify that the Data Pool Ingest GUI no longer shows that the archive is 

suspended. 
From DPL ingest GUI, 
Monitoring/File System Status, verify 
that the drp1 archive is 'Active'. 

 

188 <i>4215 V-18</i>  #comment 
189 Verify that the resumption is reflected in log entries in the application log. Verify that the resumption of services 

on this host is recorded in 
EcDlInProcessingService.ALOG. 

 

190 <i>4216 S-1</i>  #comment 
191 [Archive - Cache Warning and Cache Full Suspension]<br /><br />This Note: The StorNext Cache is currently  
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# Action Expected Result Notes 
criterion may be verified by a separate test procedure or as part of the test 
procedure for criteria 300 to 395. 

sized at 2TB and the High &amp; Low 
'Watermarks' are set (in the StorNext 
GUI) to 80% and 60% respectively. 
(StorNext has no equivalent to the 
'Warning' thresholds used in DPL 
Ingest). Normally, the High &amp; 
Low Watermarks will be identical to 
the 'CacheSpaceSecondMark' and 
'CSPercClearSecond' database 
(InArchive) values. 

192 <i>4216 S-2</i>  #comment 
193 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
194 Ensure that an e-mail address is configured for alert notifications From DPL ingest GUI, Intervention 

&amp; Alerts/System Alerts, verify 
the email address for alerts. Change as 
necessary. 

 

195 <i>4216 S-3</i>  #comment 
196 <i>Document Reference: DPL Ingest GUI 609: File System Status</i>  #comment 
197 Introduce a condition that results in an archive alert being raised for one of 

the archives warning about the fact that the amount of consumed cache space 
has exceeded the warning threshold. For example lower the alert threshold so 
the alert will be triggered. 

a. From DPL Ingest GUI, Home, 
identify the number of alerts 
pending.<br /><br />b. From DPL 
ingest GUI, Monitoring/File System 
Status, determine the current 'disk 
usage for one of the archives.<br 
/><br />c. From 
TestConfigData:ESDT, determine the 
ESDTs that are archived in drp1 and 
drp2.<br /><br />d. Submit the PDRs 
described in TestData.<br /><br />e. 
From DPL ingest GUI, 
Configuration/Archive FileSystems, 
note and then set 'Cache Warning Low 
Watermark' to 1 and 'Cache Warning 
Threshold' to 2.<br /><br />f. An 
Archive Warning alert will be raised 
for this Archive File System. 

 

198 <i>4216 S-4</i>  #comment 
199 <i>Document Reference: DPL Ingest GUI 609: Global Tuning  #comment 
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Configuration</i> 

200 Ensure that Data Pool Ingest is configured to continue ingesting granule for 
an archive even when an alert condition for that archive is pending. 

On DPL Ingest GUI, 
Configuration/Global Tuning, ensure 
the 
&quot;IGNORE_ARCHIVE_ALERT 
is unchecked. 

 

201 <i>4216 S-5</i>  #comment 
202 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 

203 Using the Data Pool Ingest GUI determine the time interval at which archive 
cache information is obtained. Modify it if necessary to reduce the time it 
takes to execute the test. 

From DPL ingest GUI, 
Configuration/Global Tuning, note the 
'ARCHIVE_CACHE_CHECK_INTE
RVAL' value (default is 10 secs). 
Reduce, if necessary, to force the alert. 
[16547] 

 

204 <i>4216 V-1</i>  #comment 
205 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
206 Verify that an alert is raised for the archive within the time interval 

configured for monitoring archive cache conditions. 
From DPL ingest GUI, Interventions 
&amp; Alerts/Alerts, verify that the 
alert is generated within 
ARCHIVE_CACHE_CHECK_INTE
RVAL seconds. 

 

207 <i>4216 V-2</i>  #comment 
208 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
209 Verify that the alert is logged in the Data Pool Ingest application log in 

accordance with S-DPL-18330. 
In EcDlInProcessingService.ALOG, 
perform clause text. 

 

210 <i>4216 V-3</i>  #comment 
211 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
212 Verify that the Data Pool Ingest GUI status page shows that an alert is 

pending and some services are suspended. 
From DPL ingest GUI, Home, verify 
that the number of alerts pending has 
been incremented. No new services 
should be displayed as suspended. 

 

213 <i>4216 V-4</i>  #comment 
214 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
215 Verify that an e-mail was sent regarding the alert to the configured e-mail 

address and that the e-mail contains the information specified in S-DPL-
17700. 

Perform clause text.  
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# Action Expected Result Notes 
216 <i>4216 V-5</i>  #comment 
217 Verify that information provided in the alert e-mail is correct and matches the 

information shown in the alert monitoring screen. 
Verify that information provided in 
the alert e-mail is correct and matches 
the information shown in the alert 
monitoring screen. 

 

218 <i>4216 V-6</i>  #comment 
219 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
220 Verify that the alert monitoring screen lists the alert. From DPL ingest GUI, Intervention 

&amp; Alerts/System Alerts, verify a 
ARCH_FIRST_THRESHOLD alert is 
displayed. 

 

221 <i>4216 V-7</i>  #comment 
222 <i>Document Reference: DPL Ingest GUI 609: System Alerts; DP_S6_01 

ticket</i> 
 #comment 

223 Verify that the alert monitoring screen displays the information specified in 
S-DPL-17730. 

On DPL ingest GUI, Intervention 
&amp; Alerts/System Alerts, perform 
clause text. 

 

224 <i>4216 V-8</i>  #comment 
225 <i>Document Reference: DPL Ingest GUI 609: System Alerts; DP_S6_01 

ticket</i> 
 #comment 

226 Verify that it is possible to display detailed information about the alert 
including the information specified in S-DPL-17760. 

On DPL ingest GUI, Intervention 
&amp; Alerts/System Alerts, perform 
clause text. 

 

227 <i>4216 V-9</i>  #comment 
228 <i>Document Reference: DPL Ingest GUI 609: File System Status</i>  #comment 
229 Verify that the Data Pool Ingest GUI does not show that the archive is 

suspended. 
From DPL ingest GUI, 
Monitoring/File System Status, verify 
that this archive is NOT suspended. 

 

230 <i>4216 V-10</i>  #comment 
231 <i>Document Reference: DPL Ingest GUI 609: File System Status</i>  #comment 
232 Verify that the Data Pool Ingest GUI shows the percent of consumed cache 

space for the archive and that the value is above the threshold configured for 
raising this alert. 

From DPL ingest GUI, 
Monitoring/File System Status, verify 
the 'percent consumed cache' is 
GREATER than the configured value 
for the 'percent cache free alert 
threshold'. 

 

233 <i>4216 V-11</i>  #comment 
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# Action Expected Result Notes 
234 <i>Document Reference: DPL Ingest GUI 609: File System Status, System 

Alerts</i> 
 #comment 

235 Introduce a condition that results in an archive alert being raised for a 'cache 
full' condition for one of the archives. Verify that the alert is raised within the 
time interval configured for monitoring archive cache conditions. 

From DPL ingest GUI, 
Configuration/Archive FileSystems, 
note and then set 'Cache Full Low 
Watermark' to 3, and 'Cache Full 
Threshold' to 4 for drp2.<br /><br />a. 
From DPL ingest GUI, Intervention 
&amp; Alerts/System Alerts, verify a 
Cache Full alert is generated within 
ARCHIVE_CACHE_CHECK_INTE
RVAL seconds. 

 

236 <i>4216 V-12</i>  #comment 
237 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
238 Verify that the alert is logged in the Data Pool Ingest application log in 

accordance with S-DPL-18330. 
In EcDlInProcessingService.ALOG, 
perform clause text. 

 

239 <i>4216 V-13</i>  #comment 
240 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
241 Verify that the application log contains entries that reflect the suspension of 

the archive. 
From DPL ingest GUI, Home, verify 
that an alert is pending and the 'Num 
Suspended ECS Services' includes all 
services on this suspended host. 

 

242 <i>4216 V-14</i>  #comment 
243 Verify that the Data Pool Ingest GUI status page shows that an alert is 

pending and some services are suspended. 
Check the mailbox of the configured 
operator. Verify the email 
contains:<br /><br />a. the resource 
that caused the alert (e.g., ftp host, 
data pool file system, ECS 
service),<br /><br />b. the nature of 
the alert. 

 

244 <i>4216 V-15</i>  #comment 
245 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
246 Verify that an e-mail was sent regarding the alert to the configured e-mail 

address and that the e-mail contains the information specified in S-DPL-
17700. 

Perform clause text.  

247 <i>4216 V-16</i>  #comment 
248 Verify that information provided in the alert e-mail is correct and matches the Verify that information provided in  
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information shown in the alert monitoring screen. the alert e-mail is correct and matches 

the information shown in the alert 
monitoring screen. 

249 <i>4216 V-17</i>  #comment 
250 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
251 Verify that the alert monitoring screen lists the alert. From DPL ingest GUI, Intervention 

&amp; Alerts/System Alerts, verify a 
ARCH_SECOND_THRESHOLD 
alert is displayed. 

 

252 <i>4216 V-18</i>  #comment 
253 <i>Document Reference: DPL Ingest GUI 609: System Alerts; DP_S6_01 

ticket</i> 
 #comment 

254 Verify that the alert monitoring screen displays the information specified in 
S-DPL-17730. 

On DPL ingest GUI, Intervention 
&amp; Alerts/System Alerts, perform 
clause text. 

 

255 <i>4216 V-19</i>  #comment 
256 <i>Document Reference: DPL Ingest GUI 609: System Alerts; DP_S6_01 

ticket</i> 
 #comment 

257 Verify that it is possible to display detailed information about the alert 
including the information specified in S-DPL-17760. 

On DPL ingest GUI, Intervention 
&amp; Alerts/System Alerts, perform 
clause text. 

 

258 <i>4216 V-20</i>  #comment 
259 <i>Document Reference: DPL Ingest GUI 609: File System Status</i>  #comment 
260 Verify that the Data Pool Ingest GUI shows that the archive is suspended. From DPL ingest GUI, 

Monitoring/File System Status, verify 
that this archive IS now suspended. 

 

261 <i>4216 V-21</i>  #comment 
262 <i>Document Reference: DPL Ingest GUI 609: File System Status</i>  #comment 
263 Verify that the Data Pool Ingest GUI does show the percent of consumed disk 

space for the archive and that the value is above the threshold configured for 
suspending the archive. 

From DPL ingest GUI, 
Monitoring/File System Status, verify 
the 'percent consumed cache' is 
GREATER than the configured value 
for 'CacheSpaceSecondMark'. 

 

264 <i>4216 V-22</i>  #comment 
265 Verify that no more archive copy operations are dispatched for this archive 

except as required for retry to clear the alert. 
From 
EcDlInProcessingService.ALOG, 
verify that granules of ESDTs that 
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need this archive are NOT dispatched 
to this archive. 

266 <i>4216 V-23</i>  #comment 
267 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

268 Ensure that there are ingest requests that are validated and queued for 
activation that require the archive. Verify that these ingest requests are being 
activated. 

From DPL ingest GUI, 
Monitoring/Request Status, verify that 
requests (containing granules of this 
ESDT) move from the 'New' state to 
the 'Active' state. 

 

269 <i>4216 V-24</i>  #comment 
270 Ensure that there are granules in active requests that require the archive. 

Verify that these granules are being activated. 
Verify that granules of these ESDTs 
are activated and advance UP TO the 
'archiving' state before suspending. 

 

271 <i>4216 V-25</i>  #comment 
272 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
273 Correct the condition that caused the alert such that the suspension is cleared 

but the warning should remain. For example raise the threshold so the 
consumed cache space is now below the low watermark for clearing the 
suspension. Verify that the alert regarding archive suspension is closed no 
later than the configured archive cache check interval. 

Configuration/Archive 
FileSystems<br /><br />a. Restore 
'Cache Full Low Watermark' and 
'Cache Full Threshold' to their original 
values for drp2.<br /><br />b. From 
DPL ingest GUI, Intervention &amp; 
Alerts/System Alerts, verify that the 
Archive Suspended alert clears within 
ARCHIVE_CACHE_CHECK_INTE
RVAL seconds. 

 

274 <i>4216 V-26</i>  #comment 
275 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
276 Verify that the Data Pool Ingest GUI status page still shows the warning alert 

condition for consumed cache space. 
From DPL ingest GUI, Home, verify 
that the 'Cache Warning Alert' is still 
present. 

 

277 <i>4216 V-27</i>  #comment 
278 Verify that the resumption is reflected in log entries in the application log. In EcDlInProcessingService.ALOG, 

verify that the resumption of this 
archive is noted. 

 

279 <i>4216 V-28</i>  #comment 
280 <i>Document Reference: DPL Ingest GUI 609: File System Status, System  #comment 
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Alerts</i> 

281 Correct the condition that caused the archive alerts completely. For example 
raise the threshold so the consumed disk space is now below the threshold for 
clearing the alert completely. Verify that the alert is closed no later than the 
configured archive cache check interval. 

a. From DPL ingest GUI, 
Configuration/Archive FileSystems, 
restore 'Cache Warning Low 
Watermark', 'Cache Warning 
Threshold', 'Cache Full Low 
Watermark', and 'Cache Full 
Threshold' for drp2.<br /><br />b. 
From DPL ingest GUI, 
Monitoring/File System Status, verify 
that the 'Disk Usage' is well below this 
value.<br /><br />c. From DPL ingest 
GUI, Interventions &amp; 
Alerts/Alerts, verify that the warning 
alert clears within 
ARCHIVE_CACHE_CHECK_INTE
RVAL seconds. 

 

282 <i>4216 V-29</i>  #comment 
283 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
284 Verify that the Data Pool Ingest GUI status page no longer shows a pending 

alert condition for the archive. 
From DPL ingest GUI, Home, verify 
that this system alert is no longer 
present. 

 

285 <i>4216 V-30</i>  #comment 
286 Verify that the clearance of the alert condition is reflected in log entries in the 

application log. 
In EcDlInProcessingService.ALOG, 
verify that the clearing of the alert is 
noted. 

 

287 <i>4216 V-31</i>  #comment 
288 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 

289 Using the Data Pool Ingest GUI, verify at the completion of the test that it is 
possible to return the setting of the interval at which cache information is 
obtained back to its original value. 

From DPL ingest GUI, 
Configuration/Global Tuning, return 
the 
&quot;ARCHIVE_CACHE_CHECK_
INTERVAL&quot; to its original 
value. 

 

290 <i>4217 S-1</i>  #comment 
291 [Archive - Change from Automatic to Manual Suspension] This criterion may   
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# Action Expected Result Notes 
be verified by a separate test procedure or as part of the test procedure for 
criteria 300 to 395. 

292 <i>4217 V-1</i>  #comment 
293 <i>Document Reference: DPL Ingest GUI 609: File System Status, System 

Alerts</i> 
 #comment 

294 Introduce the alert condition in criteria 4215 to cause an archive suspension. 
Verify that it is possible to change the suspension to a manual suspension i.e. 
an operator initiated suspension. 

a. Repeat criterion 4215 S-3.<br /><br 
/>b. After snfs1 is 'Stopped' and DPL 
Ingest raises an alert and suspends the 
archive, go to DPL ingest GUI, 
Monitoring/File System Status, select 
the (now suspended) archive and press 
the 'Suspend' button.<br /><br />c. 
The suspension will change from 
'Suspended by Server' to 'Suspended 
by Operator'.<br /><br />d. From DPL 
Ingest GUI, Interventions &amp; 
Alerts/Alerts, verify that the archive 
system alert clears at this time. 

 

295 <i>4217 V-2</i>  #comment 
296 <i>Document Reference: DPL Ingest GUI 609: File System Status</i>  #comment 
297 Clear the error condition that caused the suspension. Verify that even after the 

alert retry interval has expired the archive remains suspended. 
a. As a StorNext admin, re-start the 
snfs1 FileSystem.<br /><br />b. From 
DPL Ingest GUI, Monitoring/File 
System Status, verify that the archive 
remains suspended. (The archive 
service will remain suspended until 
manually resumed). 

 

298 <i>4230 S-1</i>  #comment 
299 [Lost Connection to ECS Service Host or Quick Server] This criterion may 

be verified by a separate test procedure or as part of the test procedure for 
criteria 300 to 395. 

  

300 <i>4230 S-2</i>  #comment 
301 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
302 Ensure that an e-mail address is configured for alert notifications From DPL Ingest GUI, Intervention 

&amp; Alerts/System Alerts, verify 
the email address for alerts. Change as 
necessary. 
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303 <i>4230 S-3</i>  #comment 
304 <i>Document Reference: DPL Ingest GUI 609: ECS Service 

Configuration</i> 
 #comment 

305 Ensure that more than one host is configured for the services offered by the 
ECS Service Host used for the verification, and that there are at least three 
hosts offering checksumming (to ensure that no granules get stuck). 

a. From DPL Ingest GUI, 
Configuration/ECS Services, ensure 
p4eil01 is available.<br /><br />b. 
Ensure there both p4spl01 and 
p4hel01 are available and are 
configured to the same services as 
p4eil01 (Chksum and Archive)<br 
/><br />c. Ensure p4spl01, p4hel01, 
and p4eil02 are available and are 
configured to provide checksum 
service.<br /><br />d. Suspend 
Checksum &amp; Archive for any 
other configured host.<br /><br />e. 
Submit the PDRs described in 
TestData. 

 

306 <i>4230 S-4</i>  #comment 
307 Introduce a condition that causes the connection to an ECS Service host or its 

QuickServer to be lost while the number of requests pending with that service 
is large enough to trigger the alert. 

Either 'telnet' to the port the 
QuickServer is using (and leave the 
telnet session open) or 'kill' the 
QuickServer outright. This should 
generate an alert that the service host 
is unreachable. 

 

308 <i>4230 V-1</i>  #comment 
309 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
310 Verify that each alert is logged in the Data Pool Ingest application log in 

accordance with S-DPL-18330 for each of the services on the affected host. 
In the 
EcDlInProcessingService.ALOG, 
perform clause text. 

 

311 <i>4230 V-2</i>  #comment 
312 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
313 Verify that appropriate error log entries appear in the log preceding the alert 

log entry and that these log entries comply with S-DPL-18320. 
Check 
EcDlInProcessingService.ALOG to 
verify that the QuickServer connection 
failure is recorded as an error in the 
log in accordance with S-DPL-18320. 

 



 

1460 
 

# Action Expected Result Notes 
314 <i>4230 V-3</i>  #comment 
315 Verify that the application log contains entries that reflect the suspension of 

correct queues / services. 
In EcDlInProcessingService.ALOG, 
verify that the services performed by 
this host are noted as suspended. 

 

316 <i>4230 V-4</i>  #comment 
317 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
318 Verify that the Data Pool Ingest GUI status page shows that an alert is 

pending and some services are suspended (the amount of time that will elapse 
will depend on operating system configuration). 

From DPL Ingest GUI, Home, verify 
that the number of system alerts and 
the 'number of suspended ECS 
Services' includes this host. 

 

319 <i>4230 V-5</i>  #comment 
320 <i>Document Reference: DPL Ingest GUI 609: ECS Services Status</i>  #comment 
321 Verify that the Data Pool Ingest GUI shows that all host services on that ECS 

host are suspended. 
From DPL Ingest GUI, 
Monitoring/ECS Services Status, 
verify that all enabled services on this 
host are suspended. 

 

322 <i>4230 V-6</i>  #comment 
323 Verify that an e-mail was sent regarding each alert to the configured e-mail 

address and that the e-mail contains the information specified in S-DPL-
17700. 

Perform clause text.  

324 <i>4230 V-7</i>  #comment 
325 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
326 Verify that information provided in the alert e-mails is correct and matches 

the information shown in the alert monitoring screen. 
Verify that information provided in 
the alert e-mails is correct and matches 
the information shown in the alert 
monitoring screen. 

 

327 <i>4230 V-8</i>  #comment 
328 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
329 Verify that the alert monitoring screen lists the alert(s). From DPL Ingest GUI, Intervention 

&amp; Alerts/System Alerts, verify a 
SRVC_LOST_CONNECTION alert is 
displayed. 

 

330 <i>4230 V-9</i>  #comment 
331 <i>Document Reference: DPL Ingest GUI 609: System Alerts; DP_S6_01 

ticket</i> 
 #comment 

332 Verify that the alert monitoring screen displays the information specified in On DPL Ingest GUI, Intervention  
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# Action Expected Result Notes 
S-DPL-17730. &amp; Alerts/System Alerts, perform 

clause text. 
333 <i>4230 V-10</i>  #comment 
334 <i>Document Reference: DPL Ingest GUI 609: System Alerts; DP_S6_01 

ticket</i> 
 #comment 

335 Verify that it is possible to display detailed information about each alert 
including the information specified in S-DPL-17760. 

On DPL Ingest GUI, Intervention 
&amp; Alerts/System Alerts, perform 
clause text. 

 

336 <i>4230 V-11</i>  #comment 
337 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
338 Verify that only one alert for each host service is raised. From DPL Ingest GUI, Interventions 

&amp; Alerts/Alerts, verify there is 
only one alert for this service host. 

 

339 <i>4230 V-12</i>  #comment 
340 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

341 Verify that ingest operations continue by avoiding this host. From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
requests continue to process through 
the system to completion. 

 

342 <i>4230 V-13</i>  #comment 
343 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

344 Verify that no granules are suspended as a result of the error condition. From DPL Ingest GUI, 
Monitoring/Request Status, verify 
there are no granules suspended due to 
the suspension of this server. 

 

345 <i>4230 V-14</i>  #comment 
346 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
347 Correct the error condition that caused the alert. Verify that the related alerts 

are closed no later than the configured retry time and the closure time is 
recorded in the closed alert information. 

a. From DPL Ingest GUI, 
Interventions &amp; Alerts/Alerts, 
verify the alert clears within the 
configured retry time.<br /><br />b. 
Verify closure information is recorded 
in EcDlInProcessingService.ALOG. 

 

348 <i>4230 V-15</i>  #comment 
349 <i>Document Reference: DPL Ingest GUI 609: ECS Services Status</i>  #comment 
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# Action Expected Result Notes 
350 Verify that the Data Pool Ingest GUI no longer shows that host services such 

as archiving, checksumming, and file transfers on that ECS host are 
suspended. 

From DPL Ingest GUI, 
Monitoring/ECS Services Status, 
verify that all enabled services on this 
host are now shown as 'active'. 

 

351 <i>4230 V-16</i>  #comment 
352 Verify that the host is again being used for the services for which the host is 

configured 
In EcDlInProcessingService.ALOG, 
verify that enabled services are now 
dispatched to this host and complete 
services on this host. 

 

353 <i>4230 V-17</i>  #comment 
354 Verify that the resumption is reflected in log entries in the application log. Verify that the resumption of service 

on this host are noted in 
EcDlInProcessingService.ALOG, 

 

 
 
TEST DATA: 
 
 
 
 
 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

4213   4 PDRs MCD43B1 None 2 gran/PDR 
100MB 
granules 

/sotestdata/SynergyVI/DP_S6_01/Criteria/ 
4213/V086/ 

  

4214   8 PDRs 
Requires 
Chksum 

None 1 gran/PDR None 
/sotestdata/SynergyVI/DP_S6_01/Criteria/ 
4214/V086/ 

  

4215   

2 PDRs for 
drp1 
 
2 PDRs for 

none None 2 gran/PDR None 
/sotestdata/SynergyVI/DP_S6_01/Criteria/ 
4215/V086/ 

  



 

1463 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

drp2 

4216   

2 PDRs for 
drp1 
 
2 PDRs for 
drp2 

none None 2 gran/PDR None 
/sotestdata/SynergyVI/DP_S6_01/Criteria/ 
4216/V086/ 

  

4217   

2 PDRs for 
drp1 
 
2 PDRs for 
drp2 

none None 2 gran/PDR None 
/sotestdata/SynergyVI/DP_S6_01/Criteria/ 
4217/V086/ 

  

4230   10 PDRs 
Requires 
Chksum 

None 1 gran/PDR None 
/sotestdata/SynergyVI/DP_S6_01/Criteria/ 
4230/V086/ 

  

 
EXPECTED RESULTS: 
Ingest system responds properly to Archive errors or an inaccessible ECS Service Host or QuickServerIngest system 
responds properly to Archive errors or an inaccessible ECS Service Host or QuickServer 
 

333 CHECKSUMMING - CONSECUTIVE TIME-OUTS (ECS-ECSTC-2744) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 
 
STEPS:   
# Action Expected Result Notes 
1 <i>4240 S-1</i>  #comment 
2 [Checksumming - Consecutive Time-outs]<br /><br />This criterion may be 

verified by a separate test procedure or as part of the test procedure for 
criteria 300 to 395. 

  

3 <i>4240 S-2</i>  #comment 
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# Action Expected Result Notes 
4 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
5 Ensure that an e-mail address is configured for alert notifications From DPL Ingest GUI, Intervention 

&amp; Alerts/System Alerts, verify 
the email address for alerts. Change as 
necessary. 

 

6 <i>4240 S-3</i>  #comment 
7 <i>Document Reference: DPL Ingest GUI 609: ECS Service 

Configuration</i> 
 #comment 

8 Ensure that there are at least three hosts configured for checksumming. From DPL Ingest GUI, 
Configuration/ECS Services, ensure 
p4spl01,p4hel01, and p4eil02 are 
available and are configured to 
provide checksum service. 

 

9 <i>4240 S-4</i>  #comment 
10 <i>Document Reference: DPL Ingest GUI 609: Global Tuning 

Configuration</i> 
 #comment 

11 Change the currently configured number of consecutive time-out errors that 
trigger an alert but ensure that that the number of consecutive errors that 
trigger the alert is configured to no less than 3. 

From DPL Ingest GUI, 
Configuration/Global Tuning, set the 
'Number of ECS Service Time Outs to 
Generate an Alert' to 3. 

 

12 <i>4240 S-5</i>  #comment 
13 <i>Document Reference: DPL Ingest GUI 609: ECS Service 

Configuration</i> 
 #comment 

14 About a minute after the configuration change introduce a condition that 
results in time-out errors during checksumming on the host selected for 
verification (e.g. set the time out parameters so low that it is impossible to 
meet them). 

a. From DPL Ingest GUI, 
Configuration/ECS Services, edit the 
target host.<br /><br />b. Set the 
'Checksum Time Limit' to 0 or 1 
seconds. 

 

15 <i>4240 V-1</i>  #comment 
16 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
17 Verify that an alert is raised after the configured number of consecutive errors 

but not before 
a. Monitor the 
EcDlInProcessingService.ALOG for 
timeout errors.<br /><br />b. From 
DPL Ingest GUI, Interventions &amp; 
Alerts/Alerts, verify that when the 
number of timeout errors reaches 3, an 
alert appears. 
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# Action Expected Result Notes 
18 <i>4240 V-2</i>  #comment 
19 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
20 Verify that an alert is logged in the Data Pool Ingest application log in 

accordance with S-DPL-18330. 
In EcDlInProcessingService.ALOG, 
perform clause text. 

 

21 <i>4240 V-3</i>  #comment 
22 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
23 Verify that appropriate error log entries appear in the log preceding the alert 

log entry and that these log entries comply with S-DPL-18320. 
In EcDlInProcessingService.ALOG, 
perform clause text. 

 

24 <i>4240 V-4</i>  #comment 
25 Verify that the application log contains entries that reflect the suspension of 

correct queues / services. 
In EcDlInProcessingService.ALOG, 
verify that checksum services 
performed by this host are noted as 
suspended. 

 

26 <i>4240 V-5</i>  #comment 
27 <i>Document Reference: DPL Ingest GUI 609: Home/Ingest Status Page</i>  #comment 
28 Verify that the Data Pool Ingest GUI status page shows that an alert is 

pending and some services are suspended. 
From DPL Ingest GUI, Home, verify 
that the number of system alerts and 
the 'number of suspended ECS 
Services' includes this host. 

 

29 <i>4240 V-6</i>  #comment 
30 <i>Document Reference: DPL Ingest GUI 609: ECS Services Status</i>  #comment 
31 Verify that the Data Pool Ingest GUI shows that checksumming on that ECS 

host is suspended. 
From DPL Ingest GUI, 
Monitoring/ECS Services Status, 
verify that checksumming services on 
this host are suspended. 

 

32 <i>4240 V-7</i>  #comment 
33 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
34 Verify that an e-mail was sent regarding the alert to the configured e-mail 

address and that the e-mail contains the information specified in S-DPL-
17700. 

Perform clause text.  

35 <i>4240 V-8</i>  #comment 
36 Verify that information provided in the alert e-mail is correct and matches the 

information shown in the alert monitoring screen. 
Verify that information provided in 
the alert e-mail is correct and matches 
the information shown in the alert 
monitoring screen. 

 

37 <i>4240 V-9</i>  #comment 
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# Action Expected Result Notes 
38 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
39 Verify that the alert monitoring screen lists the alert. From DPL Ingest GUI, Intervention 

&amp; Alerts/System Alerts, verify a 
SRVC_CONSEC_TIMEOUT alert is 
displayed. 

 

40 <i>4240 V-10</i>  #comment 
41 <i>Document Reference: DPL Ingest GUI 609: System Alerts; DP_S6_01 

ticket</i> 
 #comment 

42 Verify that the alert monitoring screen displays the information specified in 
S-DPL-17730. 

On DPL Ingest GUI, Intervention 
&amp; Alerts/System Alerts, perform 
clause text. 

 

43 <i>4240 V-11</i>  #comment 
44 <i>Document Reference: DPL Ingest GUI 609: System Alerts; DP_S6_01 

ticket</i> 
 #comment 

45 Verify that it is possible to display detailed information about the alert 
including the information specified in S-DPL-17760. 

On DPL Ingest GUI, Intervention 
&amp; Alerts/System Alerts, perform 
clause text. 

 

46 <i>4240 V-12</i>  #comment 
47 <i>Document Reference: DPL Ingest GUI 609: System Alerts</i>  #comment 
48 Ensure that the host is being used for other services as well. Verify that only 

one alert for the host is raised. 
a. Verify that other services provided 
by this host continue normally.<br 
/><br />b. From DPL Ingest GUI, 
Intervention &amp; Alerts/System 
Alerts, verify only one alert is raised 
for the host. 

 

49 <i>4240 V-13</i>  #comment 
50 Verify that ingest operations continue by avoiding to checksum on this host. From the 

EcDlInProcessingService.ALOG, 
verify that checksum services continue 
and are dispatched to other service 
hosts. 

 

51 <i>4240 V-14</i>  #comment 
52 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

53 Verify that no granules are suspended as a result of the error condition. From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
no granules are suspended due to the 
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# Action Expected Result Notes 
suspension of this service. 

54 <i>4240 V-15</i>  #comment 
55 <i>Document Reference: DPL Ingest GUI 609: System Alerts, ECS Service 

Configuration</i> 
 #comment 

56 Correct the error condition that caused the alert. Verify that the alert is closed 
no later than the configured retry time and the closure time is recorded in the 
closed alert information. 

a. From DPL Ingest GUI, 
Configuration/ECS Services, return 
the 'Checksum Time Limit' to its 
original value.<br /><br />b. From 
DPL Ingest GUI, Intervention &amp; 
Alerts/System Alerts, verify that the 
alert clears within the 'Checksum 
Retry Interval' specified for this 
host.<br /><br />c. Verify 
EcDlInProcessingService.ALOG 
contains the alert closure time and 
information. 

 

57 <i>4240 V-16</i>  #comment 
58 <i>Document Reference: DPL Ingest GUI 609: ECS Services Status</i>  #comment 
59 Verify that the Data Pool Ingest GUI no longer shows that checksumming on 

that ECS host is suspended. 
From DPL Ingest GUI, 
Monitoring/ECS Services Status, 
verify that checksumming services on 
this host are now shown as 'active'. 

 

60 <i>4240 V-17</i>  #comment 
61 Verify that the host is again being used for checksumming. From the 

EcDlInProcessingService.ALOG, 
verify that checksum services are 
again dispatched to this host. 

 

62 <i>4240 V-18</i>  #comment 
63 Verify that the resumption is reflected in log entries in the application log. Verify 

EcDlInProcessingService.ALOG 
contains the resumption of 
checksumming services for this host. 

 

64 <i>4240 V-19</i>  #comment 
65 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

66 Verify that granules that were and still are suspended because of the time-
outs were resumed and that there are no open interventions pending due to 

From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
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# Action Expected Result Notes 
their suspension. any granules that were suspended due 

to the suspension of this service on 
this host have been retried and have 
successfully passed this step.<br 
/>Verify there are no open 
interventions for these granules. 

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

4240   10 PDRs 
[Requires 
Chksum] 

None 1 gran/PDR 

Granules 
should take at 
least 1 second 
to checksum 

/sotestdata/SynergyVI/DP_S6_01/Criteria/4240/V086/   

 
EXPECTED RESULTS: 
 

334 PERFORMANCE TEST (ECS-ECSTC-2745) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 
 
STEPS:   
# Action Expected Result Notes 
1 <i>9000 S-1</i>  #comment 
2 [Performance Test]<br /><br />Populate the ingest database historic tables 

with at least 4 million ingest requests containing at least 10 million granules 
and 10,000 interventions. 
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# Action Expected Result Notes 
3 <i>9000 S-2</i>  #comment 
4 Populate the ingest database active tables with at least 25,000 queued 

requests (i.e., PDRs have been polled and validated) containing at least 
50,000 granules, with at least 10,000 of these PDR associated with a single 
polling location. The granules may contain either simulated or real ECS data, 
but the granule file sizes must be real, i.e., must be the same size as files for 
real granules from the same data collection. Checksumming should be 
configured such that either checksum validation or checksum calculation will 
be performed for all 50,000 granules. Approximately 50% of these granules 
should be transferred via FTP and approximately 50% of these granules 
should be transferred via local copy. About 50% of these granules shall be 
published in the Data Pool during ingest. All archive locations shall be on 
disk. 

  

5 <i>9000 S-3</i>  #comment 
6 Configure at least 3 polling servers to ingest new data. Associated polling 

directories should be configured so that approximately 50% of the granules 
will be transferred via FTP and approximately 50% of the granules will be 
transferred via local copy. Feed PDRs into the associated polling directories 
at a rate representing approximately 25 granules per minute. 

  

7 <i>9000 S-4</i>  #comment 
8 Set the time interval for removing completed requests and closed 

interventions to 10 minutes. 
  

9 <i>9000 S-5</i>  #comment 
10 Configure 1 Data Pool Ingest GUI to monitor active requests at a refresh rate 

of 20 seconds. 
  

11 <i>9000 S-6</i>  #comment 
12 Configure 1 Data Pool Ingest GUI to monitor requests for operator 

intervention with a refresh rate of 20 seconds. 
  

13 <i>9000 S-7</i>  #comment 
14 Configure 1 Data Pool Ingest GUI to monitor requests for operator alerts with 

a refresh rate of 20 seconds. 
  

15 <i>9000 S-8</i>  #comment 
16 Configure 1 Data Pool Ingest GUI to monitor the current status of Data Pool 

file systems with a refresh rate of 1 minute. 
  

17 <i>9000 S-9</i>  #comment 
18 Configure 1 Data Pool Ingest GUI to monitor the current status of the 

archives with a refresh rate of 1 minute. 
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# Action Expected Result Notes 
19 <i>9000 S-10</i>  #comment 
20 Configure 1 Data Pool Ingest GUI to monitor the current status of ECS 

services with a refresh rate of 1 minute. 
  

21 <i>9000 S-11</i>  #comment 
22 Restart the ingest service and begin working off the backlog of queued 

requests at a rate of at least 50 granules per minute. Cleanup PDR that have 
been ingested every few (e.g., 10) minutes. Run the test for at least 3 hours. It 
does not have to run to completion. 

  

23 <i>9000 V-1</i>  #comment 
24 Verify that the ingest service begins to process granules within 15 minutes of 

the restart time. 
  

25 <i>9000 V-2</i>  #comment 
26 Verify that the ingest service works off the backlog for each provider before 

processing newly polled PDRs, i.e., the granules from each provider are 
processed by priority and within the same priority on a first-in first-out order 
based on the PDR creation time. 

  

27 <i>9000 V-3</i>  #comment 
28 Verify that the sustained ingest and archiving rate is at least 50 granules per 

minute for the duration of the test. 
  

29 <i>9000 V-4</i>  #comment 
30 Using a filter that selects and sorts about 15,000 requests containing about 

30,000 granules from the historic tables, verify that the initial page of request 
information is displayed in the Data Pool Ingest GUI within 30 seconds and 
that subsequent pages (if any) are displayed within 10 seconds. Verify that all 
returned information is consistent with the filter and sort order. 

  

31 <i>9000 V-5</i>  #comment 
32 Using a filter that selects and sorts about 40 active requests, set the automatic 

refresh rate to 20 seconds and verify that the list is refreshed every 20 
seconds. Verify that all returned information is consistent with the filter and 
sort order. 

  

33 <i>9000 V-6</i>  #comment 
34 Verify that completed requests and closed interventions are removed from the 

active ingest tables and added to the historic ingest tables between 10 and 20 
minutes after they are closed or completed 

  

35 <i>9000 V-7</i>  #comment 
36 Introduce an operator intervention and verify that it appears in the Data Pool 

Ingest GUI within 20 seconds. 
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# Action Expected Result Notes 
37 <i>9000 V-8</i>  #comment 
38 Introduce an operator alert and verify that it appears in the Data Pool Ingest 

GUI within 20 seconds. 
  

39 <i>9000 V-9</i>  #comment 
40 Verify that the current status of Data Pool file systems, displayed in the Data 

Pool Ingest GUI, is refreshed each minute. 
  

41 <i>9000 V-10</i>  #comment 
42 Verify that the current status of the archives, displayed in the Data Pool 

Ingest GUI, is refreshed each minute. 
  

43 <i>9000 V-11</i>  #comment 
44 Verify that the current status of ECS services, displayed in the Data Pool 

Ingest GUI, is refreshed each minute. 
  

45 <i>9000 V-12</i>  #comment 
46 Turn on performance logging for 15 minutes each during the first and third 

hour of the test, overlapping this with the collection of Sybase statistics and 
provide the outputs to the Chief System Engineer. 

  

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit ccr 
no 

Test Data Description 
Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

9000   

Historic Data: 4 million 
Requests 
 
10 million granules 
 
10,000 Interventions 
 
Active Data: 25,000 
Requests 
 
(10,000 in one poll loc) 
 

  None   Real     
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Crit 
id 

Crit ccr 
no 

Test Data Description 
Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

50,000 Granules 
 
100% Checksummed 
 
50% via Local 
 
50% via FTP 
 
50% Published 

 
EXPECTED RESULTS: 
 

335 STABILITY AND OPERABILITY TEST, GUI USABILITY (ECS-ECSTC-2746) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 
 
STEPS:   
# Action Expected Result Notes 
1 <i>9010 S-1</i>  #comment 
2 [Stability and Operability Test]<br /><br />Execute the 24-hour EOC 

workload specification with the system operating in an unattended fashion for 
16 contiguous hours during the 24-hour period. EOC 'tiny granules' may be 
used for this test. 

  

3 <i>9010 V-1</i>  #comment 
4 Verify that the system accomplished an acceptable (&gt; 75%) portion of the 

workload with at least 50% of the required workload being accomplished 
during the unattended period. 

  

5 <i>9010 V-2</i>  #comment 
6 Following the unattended operation portion of the test, verify that operators 

were quickly (within 15 minutes) able to determine the state of Data Pool 
Ingest and Archiving, to include current queue sizes, current amount of work 
active, state of active requests, state of relevant system services, pending 
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# Action Expected Result Notes 
alerts and interventions and the amount of work completed during the 
unattended period of operation. All state information must be obtained 
through the use of standard system GUIs rather than log files or manual 
database queries. 

7 <i>9010 V-3</i>  #comment 
8 Verify that an acceptable number (&lt; 25) of interventions were generated 

during unattended operation. 
  

9 <i>9010 V-4</i>  #comment 
10 Verify that the operators were able to close all interventions and resolve any 

Data Pool Ingest and Archiving related problems through use of standard 
system GUIs, e.g., without having to resort to reviewing log files. 

  

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

9010   
EOC data – 24 
hour run 

  None         

 
EXPECTED RESULTS: 
 

336 INSTALL ESDTS WITH A VARIETY OF SPATIAL SEARCH TYPES (ECS-ECSTC-2747) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Install ESDTs with a variety of spatial search types]</i>  #comment 
2 Prepare descriptor files for several (at least 5) ESDTs covering a variety of 

ESDT types described below, such that the descriptors conform to the ECS 
  



 

1474 
 

# Action Expected Result Notes 
data model and the XML schema validation rules, guaranteeing successful 
ESDT installation.<br />    1. ESDT descriptor with a spatial search attribute 
of Rectangle<br />    2. ESDT descriptor with a spatial search attribute of 
GPolygon<br />    3. ESDT descriptor with a spatial search attribute of 
NotSupported<br />    4. ESDT descriptor with spatial search attribute of 
Orbit 

3 From the ESDT Maintenance GUI, select the ESDTs in the source directory 
and initiate installation. 

  

4 Upon completion of the ESDT installation, verify that the GUI displays a 
message indicating number of ESDTs successfully installed. 

  

5 Verify that the metadata elements provided in the descriptor files were 
validated by the XML Services library against the ESDR common schema, 
which conforms to the ECS data model. 

  

6 Verify by inspection that the element types and lengths in the descriptors 
match those stated in the ESDT common schema which in turn matches the 
ECS data model. The ESDT common schema is under: 
/usr/ecs/MODE/CUSTOM/WWW/DSS/ESDTMaint/WEB-
INF/lib/EcDsAmEsdtCommonSchemas.jar. 

  

7 Verify that an MCF file is generated for each ESDT being installed, and 
stored into the configured MCF directory location 

  

8 Verify that the generated MCF files are correct.   
9 Verify that an XML schema file is generated for each ESDT being installed, 

and stored into the configured location. 
  

10 Verify that the generated XML schema files contain validation rules based 
upon the contents of the Inventory section of the Descriptor file and the 
default element rules. 

  

11 Verify that the descriptor ODL files for the ESDT being installed are moved 
from the installation source directory into the configured descriptor directory. 

  

12 Verify that basic collection identification information, proper spatial search 
type, and the PSA associations if any have been added into the AIM 
Inventory database. 

  

13 Verify that an insert event, and event qualifiers are inserted into the Spatial 
Subscription Server database for each ESDT being installed. 

  

14 Verify that the ESDT Maintenance GUI logs the processing activities 
including time of request, action requested, ESDT ShortName, Version ID, 
descriptor file name, and the result of the operation, in a configured log file. 

  

15 <i>Verification Instructions</i>  #comment 
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# Action Expected Result Notes 
16 Verify that there are at least 5 descriptors that match the setup requirements 

in directory /sotestdata/DROP_721/DS_7E_01/Criteria/2030/.<br />Verify 
that the value of the OBJECT = SpatialSearchType group is “rectangle”, 
“GPolygon”, “not supported”, “point”, or “orbit” accordingly:<br /><br />| 
ESDT         | SpatialSearchType | Archiving DAAC |<br />| ACR3L2SC.001 | 
NotSupported      | ASDC           |<br />| AEPOE7W.001  | NotSupported      | 
NSIDC          |<br />| AE_Land.002  | Orbit             | NSIDC          |<br />| 
AE_Rain.002  | Orbit             | NSIDC          |<br />| MB2LME.198   | Orbit       
| ASDC           |<br />| MIANRCCH.198 | NotSupported      | ASDC           
|<br />| MIL2ASOS.198 | Orbit             | ASDC           |<br />| MIL3DAE.198  
| Rectangle         | ASDC           |<br />| MOD09CMG.005 | Rectangle         | 
LP DAAC        |<br />| MOD14.005    | GPolygon          | LP DAAC        |<br 
/>| MOP02.003    | Rectangle         | ASDC           |<br />| MYD09CMG.005 | 
Rectangle         | LP_DAAC        |<br />| MYD14.005    | GPolygon          | LP 
DAAC        |<br />| PM1GBAD1.001 | NotSupported      | NSIDC          |<br 
/>| TL3ATD.002   | Rectangle         | ASDC           |<br />| g3assp.004   | Point   
| ASDC           |<br />| g3atb.004    | Point             | ASDC           | 

  

17 Return to the ESDT List Page.<br />Select the check box next to the 
descriptor names set up in setup step 1.<br />Select the “Install new 
ESDTs/Update existing ESDTs” button.<br />Note the wall clock time of the 
start of the installation for later verification in the logs.<br />Note the number 
of descriptors selected. 

  

18 Verify that the GUI displays the number of descriptors installed is equal to 
the number of descriptors selected. 

  

19 Verify that the metadata elements provided in the descriptor files were 
validated by the XML validation utility by viewing its application log in the 
mode. Verify for each descriptor that no failures occurred.<br /><br />Select 
one descriptor from each part of setup step 1.<br /><br />Go to the directory 
where the generic descriptor schema is installed and view it.<br />Verify by 
inspection that rules for elements in the generic schema are executed 
correctly for corresponding elements in the descriptor.<br />A similar 
comparison should be performed between the elements of the generic 
descriptor schema and the ECS data model. 

  

20 Find the mcf target directory (parameter mcf.target.dir) in the 
EcAmMaintenanceGui.properties file.<br /><br />Change the directory to the 
ESDT specific subdirectory (probably 
/stornext/smallfiles/&lt;mode&gt;/mcf/).<br /><br />Perform an ls to verify 
that the mcf file is found.<br />Repeat for each MCF file generated from the 
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# Action Expected Result Notes 
ESDT installation. 

21 Compare the descriptor file to the mcf file to verify that the MCF is 
correct.<br /><br />Change the directory to this directory (probably 
/stornext/smallfiles/&lt;mode&gt;/descriptor/).<br />Perform an ls to verify 
that the schema file is found. 

  

22 Make a one to one comparison of the groups in the Inventory Section of the 
Descriptor file with the corresponding groups in the schema. Verify that the 
values of the descriptor are valid according to the rules in the schema. 

  

23 Find the descriptor source and target directory (parameters 
descriptor.source.dir and descriptor.target.dir) in the 
EcAmMaintenanceGui.properties file.<br /><br />Change to target directory 
(probably /stornext/smallfiles/&lt;mode&gt;/descriptor/).<br />Perform an ls 
to verify that the descriptor file 
DsESDT&lt;ShortName&gt;.&lt;VersionId&gt;.desc is found.<br />Repeat 
for each part descriptor installed in the setup step 1.<br />Now verify that the 
descriptor file was deleted in the source directory in the mode.<br />Change 
to directory descriptor.source.dir.<br />Verify that the descriptor was deleted 
by using the ls command and finding no files matching the descriptor’s 
name.<br />Also, repeat for each descriptor installed. 

  

24 In the AIM Inventory database, verify that the ShortName, VersionID, and 
insertTime are populated in the DsMdCollections table for each ESDT 
installed.<br /><br />    select ShortName, VersionID, insertTime<br />    
from DsMdCollections<br />    where ShortName = 
“&lt;ShortName&gt;”<br />    and VersionID= “&lt;VersionID&gt;”<br 
/><br />Also, verify that the spatial searchSearchType matches the one 
specified in the descriptor.<br /><br />    select configuredName, VersionID, 
spatialSearchType<br />    from DsMdESDTConfiguredType<br />    where 
configuredName = “&lt;shortName&gt;”<br />    and VersionID = 
“VersionID” <br /><br />Repeat for each installed ESDT. 

  

25 In another terminal log into the Spatial Subscription Server (SSS) 
database.<br />View the &lt;ShortName&gt;.&lt;VersionId&gt; descriptor in 
the mode and find the INSERT object under the EVENT group in the 
descriptor.<br />Under the EVENTPARMS object are a list of parameters 
which should be populated in the SSS database.<br />Verify that the event 
was inserted into the EcNbEventDefinition table.<br /><br />    select * from 
EcNbEventDefinition<br />    where ESDT_Id in ( &lt;a quoted list of 
ShortNames of installed ESDTs&gt;)<br /><br />Verify that each parameter 
EVENTPARM parameter is populated in the SSS database .<br /><br />    
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# Action Expected Result Notes 
select * from EcNbEventAttrXref<br />    where ESDT_Id = 
“ShortName”<br /><br />Repeat this step for each descriptor installed 

26 Change directory to the log.dir directory of the mode.<br />With the vi 
command view the ESDT_Maint.log and search for the first ESDT 
installed.<br />Verify the time of the installation request, the ShortName, 
Version ID, descriptor file name and the result of the operation (successful) is 
listed in the log file.<br />Repeat for each ESDT installed. 

  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

337 UPDATE MULTIPLE ESDTS, SUCCESS CASE (ECS-ECSTC-2748) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Update multiple ESDTs, success case]</i>  #comment 
2 Modify the ESDT descriptor ODL files for several (at least 6) previously 

installed ESDTs, such that the modifications include the following variety of 
ESDT updates:<br />    1. removing one or more existing collection level 
attributes that are not restricted<br />    2. removing DLLName parameter 
from the Collection metadata group<br />    3. changing the ShortName in the 
CollectionAssociation group<br />    4. changing a mandatory inventory 
attribute to optional<br />    5 adding one or more optional inventory 
metadata attributes<br />    6. adding one or more new qualifiers on existing 
events 

  

3 Place the descriptor files in a source directory accessible by the ESDT 
Maintenance GUI. 

  

4 Upon completion of the ESDT update, verify that the GUI displays a message 
indicating number of ESDTs successfully updated. 
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# Action Expected Result Notes 
5 Verify that an MCF file is created for each ESDT being updated, and stored 

into the configured MCF directory location replacing the previous version. 
  

6 Verify that the MCF files are correct.   
7 Verify that the descriptor file for each ESDT is replaced by the updated 

descriptor file, and that the updated descriptor files are consistent with the 
ECS data model. 

  

8 Verify that an XML schema file is generated for each ESDT and stored into 
the configured location replacing the previous version 

  

9 Verify that the generated XML schema files contain validation rules based 
upon the contents of the Inventory section of the Descriptor file and the 
default element rules. 

  

10 Verify that collection based tables in the AIM Inventory database as 
identified in the Operations Concept are populated with correct information. 

  

11 Verify that the insert event, and event qualifiers are updated correctly in the 
Spatial Subscription Server database for each ESDT being updated. 

  

12 Verify that, upon completion of updates, the ESDT Maintenance GUI 
displays a message saying that the ESDT changes will take effect only after 
the Ingest service is re-started. 

  

13 <i>Verification Instructions</i>  #comment 
14 Open a terminal.   
15 For each ESDT update perform the following setup and verification:<br 

/><br />Save the original versions of files generated by the already installed 
ESDT selected for update.<br />Change directory (cd) to 
/stornext/smallfiles/&lt;mode&gt;/descriptor/.<br />Copy the descriptor ODL 
and xml files to a temporary location.<br />Similiarly, copy the mcf file to a 
temporary location.<br />Change directory to 
/sotestdata/DROP_721/DS_7E_01/Criteria/2120, and vi the descriptor file, 
which will contain the added attributes.<br />Compare the original ODL 
descriptor file in the temporary location to the staged one to verify which 
collection metadata has been added (a new container).<br />Verify that in its 
container the mandatory flag is set to FALSE.<br />Similiarly, compare the 
original and staged mcf files. 

  

16 Copy the descriptors in setup step 1 to the directory specified as 
descriptor.source.dir in the EcAmMaintenanceGui.properties file. 

  

17 Verify that the GUI displays the number of descriptors updated is equal to the 
number of descriptors selected (6). 

  

18 Find the mcf target directory (parameter mcf.target.dir) in the   
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# Action Expected Result Notes 
EcAmMaintenanceGui.properties file.<br />Change the directory to this 
directory (probably /stornext/smallfiles/&lt;mode&gt;/mcf/).<br />Perform 
an ls -l to verify that the mcf file<br 
/>&lt;ShortName&gt;.&lt;VersionID&gt;.MCF is found.<br />The date 
should match approximately the date that the update began.<br />Repeat for 
each ESDT updated. 

19 Change directory to the MCF file used for sub crieteria 1 in setup step 1.<br 
/>Compare this MCF with the original and verify that the differences were 
the attributes not found in the updated MCF.<br />Repeat this step for the 
remaining subcriteria to verify the attributes are omitted or modified 
attributes are updated. 

  

20 Perform an ls –l command on the descriptor file that was updated and verify 
that its modification time is about the time of this update.<br />Compare the 
updated descriptor and the original one stored in a temporary location and 
verify that it was added and consistent with the ECS data model.<br />Repeat 
for each updated ESDT. 

  

21 Cd back to the descriptor directory and find the ESDT specific schema 
file.<br />Perform an ls –l and verify that the time for this file is 
approximately when this update started.<br />Repeat this step for each 
updated ESDT. 

  

22 Compare the schema stored in the temporary location with the newly 
generated one and verify that the correct rules have been generated for the 
new attribute that was added.<br />Repeat this step for each updated ESDT. 

  

23 Use a db client to login to the AIM inventory database.<br />Verify that the 
lastUpdate in the DsMdCollections table has been updated for this 
&lt;ShortName&gt;.&lt;VersionID&gt; ESDT for each ESDT.<br />In the 
DsMdAdditionalAttributes table, verify that the entry for the attribute 
removed from the descriptor is not found.(Setup step 1 part 1)<br />Verify 
that an entry for this attribute is not found in the 
DsMdCollectionAddnlAttribsXref.(Setup step 1 part 1).<br />For setup step 1 
part 2. Verify as in the verify step 7 of criteria 2100.<br />For setup step 1 
part 3. Change made in the updated descriptor. See step verification step 
4.<br />For setup step 1 part 4. Verify that in the XML Validation Utility log 
that there are no error messages caused by changing a mandatory flag from 
TRUE to false in the descriptor.<br />For setup step 1 part 5. Verify that the 
added optional AdditionalAttribute was added to the 
DsMdAdditionalAttributes table. 

  

24 Verify that the event was inserted into the EcNbEventDefinition table.<br   



 

1480 
 

# Action Expected Result Notes 
/><br />    select *<br />    from EcNbEventDefinition<br />    where 
ESDT_Id = “&lt;ShortName&gt;”<br />    and VersionID = 
&lt;VersionID&gt; 

25 Record the EventId to be used in the next test.   
26 Verify that each parameter added to the EVENTPARM parameter section is 

populated in the SSS database for each ESDT installed.<br /><br />    select 
*<br />    from EcNbEventAttrXref<br />    where ESDT_Id = 
“&lt;ShortName&gt;”<br />    and VersionID = &lt;VersionID&gt; 

  

27 Return to the ESDT Maintenance GUI.<br />Verify that it displays a message 
saying that the ESDT changes will teak effect only after the Ingest service is 
re-started. 

  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

338 DELETE MULTIPLE ESDTS, SUCCESS CASE (ECS-ECSTC-2749) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Delete multiple ESDTs, success case]</i>  #comment 
2 From the ESDT Maintenance GUI select a group of ESDTs for deletion. Each 

of the ESDTs selected must satisfy the following conditions to guarantee 
successful deletion:<br />    1. the ESDT does not contain any granules in the 
AIM inventory database<br />    2. the ESDT is not defined within the Data 
Pool<br />    3. the Spatial Subscription service does not contain active or 
inactive subscriptions referencing the ESDT 

  

3 Verify that the ESDTs were deleted successfully.<br />    1. The MCF files 
were deleted<br />    2. The ESDT XML schema files were deleted<br />    3. 
The ESDT descriptor files were deleted.<br />    4. The ESDT basic 
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# Action Expected Result Notes 
collections and PSA associations were deleted from the Inventory 
database<br />    5 The insert events and event qualifiers for the ESDTs were 
deleted from the Subscription Server database<br />    6. The XML metadata 
file directories associated with the ESDTs were removed from the XML 
archive<br />    7. PSA definitions are removed if there are no other ESDTs 
associated with them 

4 Verify that the ESDT Maintenance GUI displays a message indicating 
number of ESDTs deleted. 

  

5 Verify that the ESDT Maintenance GUI logs the processing activities 
including time of request, action requested, ESDT ShortName, Version ID, 
descriptor file name, and the result of the operation, in a configured log file. 

  

6 <i>Verification Instructions</i>  #comment 
7 Open a terminal.   
8 Use a database client to log into the AIM database for this mode.   
9 1. Verify that there no rows returned for any granules in the DsMdGranules 

table (in case they were ingested previously).<br /><br />    select dbID, 
ShortName, VersionID<br />    from DsMdGranules<br />    where 
ShortName = “&lt;ShortName&gt;”<br />    and VersionID = 
“&lt;VersionID&gt;”<br /><br />Repeat for each ESDT. 

  

10 2. Perform a query on the collections table in the Data Pool to verify that it is 
not defined in the DataPool database<br /><br />    select * from 
DataPool_DEV04..DlCollections<br />    where ShortName = 
“&lt;ShortName&gt;”<br />    and VersionID = &lt;VersionID&gt;<br /><br 
/>Repeat for each ESDT. 

  

11 3. Similiarly, for the Spatial Subscription Server database, verify that that no 
rows returned indicating a subscription with this event:<br /><br />    select * 
from EcNbDb_DEV04..EcNbSubscription<br />    where ESDT_Id = 
&quot;&lt;ShortName&gt;&quot;<br />    and VersionID = 
“&lt;VersionID&gt;”<br /><br />Repeat for each ESDT. 

  

12 On the ESDT List Page of the ESDT Maintenance GUI, select the checkbox 
to delete and select the “Delete Selected ESDTs” button at the bottom of the 
page to begin the ESDT deletion. 

  

13 Select OK for the confirmation prompt of 1 ESDT to be deleted.   
14 Apply the verification in verification step 1 of Criteria 2200 here for each 

ESDT<br /><br />Refer to ESDT Maintenance GUI ITP<br 
/>http://dmserver.gsfc.nasa.gov/release721/ESDT_Maint_GUI/ITP_DS_7E_
01_ESDTGUI.doc 
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# Action Expected Result Notes 
15 Apply the verification of verification step 2 of Criteria 2200 here for each 

ESDT 
  

16 Apply the verification of verification step 3 of Criteria 2200 here for each 
ESDT 

  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

339 SEARCH GRANULES FOR DELETION (ECS-ECSTC-2750) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Search Granules for Deletion]</i>  #comment 
2 Execute the EcDsBulkSearch utility with the following command line 

parameters: 
  

3 EcDsBulkSearch.pl -geoidfile &lt;path/geoidfile_name&gt;<br />    -name 
&lt;ShortName&gt;<br />    -version &lt;VersionId&gt;<br />    -
acquirebegin &lt;mm/dd/yyyy&gt; [&lt;hh:mm:ss&gt;]<br />    -acquireend 
&lt;mm/dd/yyyy&gt; [&lt;hh:mm:ss&gt;]<br />    -user &lt;db_userid&gt; 

  

4 In order to simplify the command line, set and export the following 
environment variables before running the search utility:<br />setenv MODE 
&lt;MODE&gt;<br />setenv SYB_SQL_SERVER xxdbl01_srvr<br />setenv 
SYB_DB_NAME EcInDb_&lt;MODE&gt; 

  

5 See AIM Granule Deletion 609 document for details.   
6 Verify that the utility runs without errors and that the geoidfile file is created 

in the specified directory and contains the expected granule GEOIds (i.e., all 
granules for the specified Shortname.versionId which have a 
BeginningDateTime in the specified range.) 
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TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

340 GRANULE LOGICAL DELETION -- PHYSICAL (ECS-ECSTC-2751) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Granule Logical Deletion -- physical] (combine with Unpublish and 

BMGT as an end to end test; make sure scenario includes assoc browse)</i> 
 #comment 

2 Run the EcDsBulkDelete utility with the –physical option as follows:   
3 EcDsBulkDelete.pl -physical<br />    -geoidfile 

&lt;path/geoidfile_name&gt;<br />    -user &lt;db_userid&gt;<br />    -log 
&lt;log_file_name.log&gt; 

  

4 The input file should include some granules with associated browse.   
5 In order to simplify the command line, set and export the following 

environment variables before running the search utility:<br />setenv MODE 
&lt;MODE&gt;<br />setenv SYB_SQL_SERVER xxdbl01_srvr<br />setenv 
SYB_DB_NAME EcInDb_&lt;MODE&gt; 

  

6 See AIM Granule Deletion 609 document for details.   
7 Verify that the utility runs successfully and that the output is correct:<br />    

1. Verify that all granule(s) in the path/geoidfile_name have been marked for 
deletion by setting the deleteEffectiveDate in DsMdGranules<br />    2. 
Verify that the deleted granule(s) have been logged in the specified log file. 

  

8 Run the Unpublish utility with –aim option in the mode and verify that the 
granules marked for deletion are moved to the hidden Data Pool. 

  

9 Run the BMGT automatic export in the mode, and verify that deletion events 
are exported to ECHO for the granules marked for deletion. (Associated 
Browse deletion events are not exported to ECHO). 
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TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

341 GRANULE LOGICAL DELETION -- DFA (ECS-ECSTC-2752) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Granule Logical Deletion -- DFA] (combine with Unpublish and BMGT 

as an end to end test; make sure the scenario includes assoc browse)</i> 
 #comment 

2 Run the EcDsBulkDelete utility with the –dfa option, as follows:   
3 EcDsBulkDelete.pl -dfa<br />    -geoidfile &lt;path/geoidfile_name&gt;<br 

/>    -user &lt;db_userid&gt;<br />    -log &lt;log_file_name.log&gt; 
  

4 The input file should include some granules with associated browse.   
5 In order to simplify the command line, set and export the following 

environment variables before running the search utility:<br />setenv MODE 
&lt;MODE&gt;<br />setenv SYB_SQL_SERVER xxdbl01_srvr<br />setenv 
SYB_DB_NAME EcInDb_&lt;MODE&gt; 

  

6 See AIM Granule Deletion 609 document for details.   
7 Verify that the utility runs successfully and that the output is correct:<br />    

1. Verify that all granule(s) in the path/geoidfile_name have been marked for 
deletion by setting the DeleteFromArchive column in DsMdGranules to 
“Y”.;<br />    2. Verify that the DFAed granule(s) have been logged in the 
specified log file. 

  

8 Run the Unpublish utility with –aim option in the mode and verify that the 
granules marked for deletion are moved to the hidden Data Pool. 

  

9 Run the BMGT automatic export in the mode, and verify that deletion events 
are exported to ECHO for the granules marked for deletion. (Associated 
Browse deletion events are not exported to ECHO). 
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TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

342 UNDELETE – PHYSICAL (ECS-ECSTC-2753) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Undelete – physical] (combine as end to end test with Publish and 

BMGT; add browse)</i> 
 #comment 

2 Note: Granule(s) will not be able to be undeleted after physical deletion.   
3 Prepare an input file containing granules marked for deletion with the –

physical option (i.e., granules where the deleteEffectiveDate is set). 
  

4 Run the EcDsBulkUndelete utility as follows:   
5 EcDsBulkUndelete.pl –physical<br />    -geoidfile 

&lt;path/geoidfile_name&gt;<br />    -user &lt;db_userid&gt;<br />    -log 
&lt;log_file_name.log&gt; 

  

6 In order to simplify the command line, set and export the following 
environment variables before running the search utility:<br />setenv MODE 
&lt;MODE&gt;<br />setenv SYB_SQL_SERVER xxdbl01_srvr<br />setenv 
SYB_DB_NAME EcInDb_&lt;MODE&gt; 

  

7 See AIM Granule Deletion 609 document for details.   
8 Verify that the utility runs successfully and that the output is correct:<br />    

1. Verify that all granule(s) in the path/geoidfile_name have been undeleted 
(i.e,. the deleteEffectiveDate is now null)<br />    2. Verify that all undeleted 
granule(s) have been logged in the specified log file. 

  

9 Run the Publish utility in the mode and verify that the undeleted granules are 
moved to the public Data Pool. 

  

10 Run the BMGT automatic export in the mode, and verify that insertion events 
are exported to ECHO for the undeleted granules. (Associated Browse 
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# Action Expected Result Notes 
insertion events are not exported to ECHO). 

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

343 UNDELETE -- DFA (ECS-ECSTC-2754) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Undelete -- DFA] (combine end to end with Publish and BMGT; add 

browse)</i> 
 #comment 

2 Note: Granule(s) will not be able to undeleted after physical deletion.   
3 Prepare an input file containing granules marked for deletion with the –dfa 

option (i.e., granules where the DeleteFromArchive flag is set to “Y”). 
  

4 Run the EcDsBulkUndelete utility with the –dfa option as follows:   
5 EcDsBulkUndelete.pl –dfa<br />    -geoidfile 

&lt;path/geoidfile_name&gt;<br />    -user &lt;db_userid&gt;<br />    -log 
&lt;log_file_name.log&gt; 

  

6 In order to simplify the command line, set and export following environment 
variables before run the search utility:<br />setenv MODE 
&lt;MODE&gt;<br />setenv SYB_SQL_SERVER xxdbl01_srvr<br />setenv 
SYB_DB_NAME EcInDb_&lt;MODE&gt; 

  

7 See AIM Granule Deletion 609 document for details.   
8 Verify that the utility runs successfully and that the output is correct:<br />    

1. Verify that all granule(s) in the path/geoidfile_name have been undeleted 
(i.e,. that the DeleteFromArchive flag is now null)<br />    2. Verify that all 
undeleted granule(s) have been logged in the specified log file. 

  

9 Run the Publish utility in the mode and verify that the undeleted granules are 
moved to the public Data Pool. 
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# Action Expected Result Notes 
10 Run the BMGT automatic export in the mode, and verify that insertion events 

are exported to ECHO for the undeleted granules. (Associated Browse 
insertion events are not exported to ECHO). 

  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

344 GRANULE DELETION PHASE II - DELETIONCLEANUP (ECS-ECSTC-2755) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Granule Deletion Phase II - DeletionCleanup] (including browse)</i>  #comment 
2 NOTE: Before running this test, mark granules for at least two ESDTs for 

deletion, using the BulkDelete utility. At least one of these ESDTs should be 
a MISR ESDT in the DsMdMisrProcessingCriteria table. Some granules 
should be marked for deletion using the –physical option and some should be 
marked using the –dfa option. 

  

3 Check the mode to see if there are any other granules for these ESDTs that 
are marked for deletion – if so, confirm with the lab lead that it is OK to 
physically delete these granules. 

  

4 Please note, Granule Deletion Phase II will skip granules which are in public 
Data Pool or on order. So, before the operator executes Phase II script, he/she 
should run Data Pool Unpublish Utility with –aim option to unpublish 
granules which are marked for deletion in the AIM database. 

  

5 Run the EcDsDeletionCleanup utility with the following options:   
6 EcDsDeletionCleanup.pl -user &lt;db_userid&gt;<br />    -log 

&lt;log_file_name.log&gt; 
  

7 In order to simplify the command line, set and export the following 
environment variables before running the search utility:<br />setenv MODE 
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# Action Expected Result Notes 
&lt;MODE&gt;<br />setenv SYB_SQL_SERVER xxdbl01_srvr<br />setenv 
SYB_DB_NAME EcInDb_&lt;MODE&gt; 

8 See AIM Granule Deletion 609 document for details.<br />    1. All command 
line parameters are optional, if not supplied, required parameters will be 
prompted in runtime;<br />    2. The batch size command line parameters can 
take default values if they are not specified by the operator;<br />    3. If there 
are any granule(s) that have not been cleaned up in a previous run of the 
DeletionCleanup utility, the operator will be prompted to 1) complete the 
unfinished run only, or 2) complete the previous unfinished run and start a 
new run;<br />    4. On the lag time menu, choose either option 1 or option 
2.<br />    5. On the Data Type menu, choose option 1, and use an input file 
of the ESDTs for which you have marked granules for deletion. 

  

9 Verify that the utility runs successfully and that the output is correct:<br />    
1. Verify all database entries have been cleaned up for granules marked for 
deletion with the –physical option; This includes DsMdMisrAttributes, 
DsMdMisrCamera and DsMdMisrBrowseGranuleXref tables for the MISR 
granules..<br />    2. Verify that the database entries have NOT been cleaned 
up for granules marked for deletion with the –dfa option;<br />    3. Verify 
XML metadata files have been physically removed from the XML archive for 
granules marked for deletion with the –physical option, but not for granules 
marked for delete with the –dfa option ;<br />    4. Verify data files have been 
physically removed from the archive for all granules marked for deletion 
(with either the –physical or –dfa options);<br />    5. Verify that the deleted 
granule(s) have been logged in the specified log file. 

  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

345 QAUU: UPDATE BY ESDT AND TEMPORAL RANGE FOR SPECIFIC MEASURED 
PARAMETERS (ECS-ECSTC-2756) 

DESCRIPTION: 
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PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[QAUU: Update by ESDT and temporal range for specific measured 

parameters] (See Criterion 3000 in DS_7E_01)</i> 
 #comment 

2 Select an ESDT that has at least two measured parameters per granule. The 
ESDT has granules in AIM inventory, as well as in Data Pool, some of which 
are located in public Data Pool area, and others are in hidden Data Pool area. 
The ESDT MOD10A1 is a good choice. 

  

3 Set up an input file for the QA Update Utility to update the science quality 
flags of the ESDT for a temporal range, such that there are at least 10 
granules within the time range. Set the temporal range so that it matches the 
boundary of at least one of the granules acquisition times. Specify a valid 
email address for the originating SCF site as “Requester ID” in the input 
request file. Specify science QA flag values and explanation for at least 2 
measurement parameters. 

  

4 Name the input file such that it contains, as part of its file name, the 
following:<br />(a) the correct ECS mode<br />(b) a valid site name that is 
allowed to perform the QA update for the ESDT<br />(c) the request time tag 
in the form YYYYMMDDHHMMSS<br />(Note: Current QAMUT uses the 
following file naming convention:<br 
/>&lt;Mode&gt;_&lt;SiteName&gt;_QAUPDATE.&lt;YYYYMMDDHHM
MSS&gt;) 

  

5 VERIFICATION   
6 Verify that the QA Update Utility displays the total number of granules that 

will be affected by this update and prompts for operator confirmation before 
performing the update. 

  

7 Verify that upon completion of the QA update run, the operator can view the 
following information:<br />    a. A list of affected granules identified by 
ESDT Short Name, Version ID, LGID, dbID, along with the measured 
parameters and the updated QA flag values<br />    b. Total number of 
granules updated 

  

8 Verify that the granules listed are in the correct acquisition time range 
(inclusive of the boundary points) and the granule count is correct. 

  

9 Verify that the XML metadata files for each of the granules are updated 
correctly in the small file archive system. 

  

10 Specifically, verify that the QA flags and the corresponding explanation   
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# Action Expected Result Notes 
fields are updated correctly for the affected measured parameters. 

11 Verify the following for the affected granules in Data Pool file system<br />    
1. The XML metadata files in the public Data Pool file systems are replaced 
by the corresponding updated XML metadata files in the small file archive 
system.<br />    2. The XML metadata files in the hidden Data Pool area are 
NOT updated. 

  

12 Verify that the QA Update Utility appended the date and time of update 
accurate to the minute, to the explanation fields, and stored them in the 
corresponding metadata files in the small file archive system, as well as in the 
Data Pool database. 

  

13 Verify that the updated QA attributes for the affected granules are correctly 
updated in the Data Pool database. 

  

14 Verify that lastUpdatetime for each of the granules affected is updated 
correctly in the AIM Inventory database as well as in the Data Pool database 
using the system time. 

  

15 Verify that the QA update utility recorded the list of granules updated along 
with the updated QA values for the affected measured parameters in the AIM 
Inventory database (for use by BMGT) 

  

16 Verify that the QA update request file is moved into the configured 
completed request directory location. 

  

17 Verify that a history file is generated and stored in the QA_HISTORY_DIR 
directory, which contains the granule IDs (db IDs) along with the measured 
parameters, the QA values, and the corresponding explanation fields before 
and after the update for each granule updated. 

  

18 Verify that the QA update utility logged the processing activities including 
the following:<br />    a. time stamp and PID are included in each log 
entry<br />    b. the name of the request file is logged at the start of 
processing the update request<br />    c. Total number of granules 
requested.<br />    d. Total number of granules updated.<br />    e. Run 
completion status 

  

19 Verify that the total number of granules requested is the same as the total 
number of granules updated. 

  

20 Verify that an email notification is sent to the configured “Reply-to” e-mail 
address for the originating site, as well as to the configured internal DAAC 
email address, and that it contains the following information:<br />    a. The 
name of the request file processed.<br />    b. Total number of granules 
specified in the request<br />    c. Total number of granules updated. 
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# Action Expected Result Notes 
21 Verify that the total number of granules requested is the same as the total 

number of granules updated. 
  

22 Verify that a log file is created with a standard log file name in a configured 
log directory. 

  

23 <i>Verification Instructions</i>  #comment 
24 <i>Note: Scripts to assist with this verification were created as part of the 

Integration Testing for QAUU. They should be stored in a safe location in the 
PVC for future use.</i> 

 #comment 

25 Use DPL Ingest GUI to control whether the granules for an ESDT go to the 
data pool and whether they go to the public or hidden Data Pool area.<br 
/>From DPL Ingest GUI, Configuration, Data Types, configure this ESDT to 
be inserted into Data Pool and whether it’s public or not. 

  

26 Configure the ESDT as specified in the Test Data Requirement to be inserted 
into Data Pool public area, and ingest 5 granules. 

  

27 Configure the ESDT to be inserted into Data Pool but not public area, and 
ingest another 5 granules. 

  

28 Prepare a QA update request which updates the science quality flags of the 
specific measured parameters of the ESDT for a temporal range.<br /><br 
/>See the QAUU 609 section &quot;4.8.9.3 Input File Format&quot; for the 
format of Request with Temporal Range:<br 
/>http://edhs1.gsfc.nasa.gov/waisdata/eed/pdf/609eed001_File_6.pdf<br 
/><br />The measured parameters should be specified in the request file for 
this test. 

  

29 Specify some granules to have acquisition times at the exact boundary points 
of the temporal range. 

  

30 Specify the email address in the input request file.   
31 Put “From hliu@raytheon.com” as the first line of the request file for the 

request from LDOPE. 
  

32 Ensure that LDOPE_EMAIL_REPLY_ADDRESSES=hliu@eos.hitc.com is 
in the config file 

  

33 Specify science QA flag and explanations for at least 2 measured parameters.   
34 Name the QA Update Request file name with the following format:<br /><br 

/>&lt;MODE&gt;_&lt;SITE&gt;_QAUPDATE.&lt;timestamp&gt; (example 
OPS_LDOPE_QAUPDATE.20010228122030) 

  

35 Copy the request file to QA_REQUEST_DIR directory.   
36 Run query SearchWithTemporalRange.ksh for each entry in the request 

file.<br />Save the query results. 
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# Action Expected Result Notes 
37 Locate the granule XML files for the affected granules in the small file 

archive under 
/stornext/smallfiles/&lt;mode&gt;/metadata/&lt;ShortName.VersionID&gt;, 
and copy the XML files to a temporary location for later comparison. 

  

38 Check if there is a pre-created QAUU log file under 
/usr/ecs/&lt;mode&gt;/CUSTOM/logs, and remove it if any. 

  

39 Run EcAmQAUUStart &lt;MODE&gt; -file &lt;QAUpdate Request File&gt;   
40 Verify the total number of affected granules is displayed and correct by 

comparing with the number from the query in step 3, and confirm the 
updating after the prompt. 

  

41 Verify that the QAUU history file under 
/usr/ecs/&lt;mode&gt;/CUSTOM/data/DSS/AIM/QAUU/history contains the 
information about the affected granules and the log file contains total number 
of granules updated. 

  

42 Verify that the granules listed in QAUU history file are consistent with the 
granules returned from the query in step 3, and the granule count is correct 

  

43 Locate the XML files for the affected granules in 
/stornext/smallfiles/&lt;mode&gt;/metadata/&lt;ShortName.VersionID&gt;, 
compare with the original XML files using diff, and verify that the QA flags 
and explanations are updated correctly for the affected measured parameters. 

  

44 Locate the XML files for the affected granules in public data pool 
/datapool/&lt;MODE&gt;/user/&lt;FILE_SYSTEM&gt;/, and verify they are 
the same as the ones in the small file archive using diff. 

  

45 Locate the XML files for the affected granules in hidden data pool area 
/datapool/&lt;MODE&gt;/user/&lt;FILE_SYSTEM&gt;/.orderdata, and 
verify they are NOT updated by comparing with original XML files using 
diff and time stamps. 

  

46 View the updated XML files, and verify the ScienceFlagExplanation field has 
time tag accurate to the minute appended for the updated QAFlags. 

  

47 Query the Data Pool database GetDplMeasuredParameter.ksh &lt;dbID&gt; 
to verify the ScienceFlagExplanation field has time tag appended for the 
updated QAFlags 

  

48 Query the Data Pool database GetDplMeasuredParameter.ksh &lt;dbID&gt; 
to verify the QA flags and Explanations are correctly updated. 

  

49 Query the Inventory Database GetInDbLastUpdate.ksh &lt;dbID&gt; and the 
Data Pool database GetDplLastUpdate.ksh &lt;dbID&gt;, and verify that the 
lastUpdate is updated using the system time. 
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# Action Expected Result Notes 
50 Query the Inventory Database<br />GetInDbParamUpdHistory.ksh 

&lt;dbID&gt;<br />and verify that the table recorded the information about 
the QA updates of the granules. 

  

51 Verify the QA Update Request file is moved from directory 
QA_REQUEST_DIR to QA_COMPLETED_REQUEST_DIR. 

  

52 Verity the history file is created under QA_HISTORY_DIR, and it contains 
the dbID, ParameterName, FlagName, OldQualityFlag, 
OldQualityFlagExplan, NewQualityFlag and NewQualityFlagExplan 

  

53 Verify the QA update utility log recorded the processing activities.   
54 Verify the email notification is sent to email addresses specified in 

DAAC_EMAIL_ ADDRESSES and LDOPE_ReplyAddress. 
  

55 Verify the email contains the correct information.   
56 Verify the QA Update Utility log file is created under 

/usr/ecs/&lt;MODE&gt;/CUSTOM/logs. 
  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

346 MULTIPLE UPDATE REQUEST FILES PROCESSED IN TIME TAG ORDER, SUCCESS CASE 
(ECS-ECSTC-2757) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Multiple Update request files processed in time tag order, Success Case] 

(See DS_7E_01, criterion 3100)</i> 
 #comment 

2 Prepare QA Update request files for 2 originating sites, with at least 3 request 
files per site. 

  

3 Each request file is prepared such that it would update QA flags and 
explanation for at least 10 distinct granules, which do not overlap with 
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# Action Expected Result Notes 
granules specified in other request files. (We can choose a different ESDT in 
each request file to achieve this). 

4 Make sure that the granules provided in each request exist in both the AIM 
inventory as well as in public Data Pool. 

  

5 The request files are named such that each file has a different time tag as part 
of its name. 

  

6 Place the request files in the configured request directory visible to the QA 
Update utility 

  

7 Run the QA Update utility to process all files in the request directory.   
8 Verify from the logs and the time stamps of the updated XML metadata files 

that the QA Update utility processed the request files for each site, in order of 
the time tag included as part of the request file name. 

  

9 Verify that the XML metadata files are updated correctly in the small file 
archive system. Specifically, verify that the QA flags and the corresponding 
explanation fields are updated correctly for the affected measured parameters. 

  

10 Verify that the metadata files in the public Data Pool file systems are replaced 
by the updated XML metadata files from the small file archive system. 

  

11 Verify that the updated QA attributes for the affected granules are correctly 
updated in the Data Pool database. 

  

12 Verify that the QA Update Utility appended the date and time of update 
accurate to the minute, to the explanation fields, and stored them in the 
corresponding metadata files in the small file archive system, as well as in the 
Data Pool database. 

  

13 Verify that lastUpdate time for each of the granules affected is updated 
correctly in the AIM Inventory database as well as in the Data Pool database. 

  

14 <i>Verification Instructions</i>  #comment 
15 Use DPL Ingest GUI to control whether the granules for an ESDT go to the 

data pool and whether they go to the public or hidden Data Pool area.<br 
/>From DPL Ingest GUI, Configuration, Data Types, configure this ESDT to 
be inserted into Data Pool and whether it’s public or not. 

  

16 Configure the ESDT as specified in the Test Data Requirement to be inserted 
into Data Pool, and ingest 60 granules, and 10 granules per ESDT 

  

17 Prepare 3 QA update request files per site for 2 originating sites.<br /><br 
/>The update request updates the operational quality flags and explanations 
of ALL measured parameters of the ESDT by Granule UR.<br /><br />Each 
request file updates 10 distinct granules from the same ESDT. 

  

18 Name the QA Update Request file name with the following format:<br /><br   
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# Action Expected Result Notes 
/>&lt;MODE&gt;_&lt;SITE&gt;_QAUPDATE.&lt;timestamp&gt; (example 
OPS_LDOPE_QAUPDATE.20010228122030)<br /><br />Note: Use 
different time tag for each request. 

19 Place the request files in the QA_REQUEST_DIR directory.   
20 Run query SearchWithDbID.ksh for each entry in the request file.<br />Save 

the query results. 
  

21 Locate the granule xml files for the affected granules in the small file archive 
under 
/stornext/smallfiles/&lt;mode&gt;/metadata/&lt;ShortName.VersionID&gt;, 
and copy the xml files to a temporary location for later comparison. 

  

22 Run EcAmQAUUStart &lt;MODE&gt;   
23 In the QAUU log, verify QAUU processed the request files for each site 

based on the time tag included as part of the request file name. 
  

24 Locate the XML files for the successfully updated granules in 
/stornext/smallfiles/&lt;mode&gt;/metadata/&lt;ShortName.VersionID&gt;, 
check the time stamps of the updated xml metadata file, verify they are 
updated in the order of time tag included as part of the request file name. 

  

25 Compare the updated XML metadata file with the original XML files, and 
verify that the QA flags and explanations are updated correctly for the 
affected measured parameters. 

  

26 Locate the XML files for the successful updated granules in 
/datapool/&lt;MODE&gt;/user/&lt;FILE_SYSTEM&gt;/, and verify they are 
the same as the ones in the small file archive using diff. 

  

27 Query the Data Pool database GetDplMeasuredParameter.ksh &lt;dbID&gt; 
to verify the QA flags are correctly updated.<br />The 
OperationalQualityFlagExplanation field has time tag appended for the 
updated QAFlags. 

  

28 View the updated XML files (both in the small archive and the DataPool), 
and verify the OperationalQualityFlagExplanation field has time tag 
appended for the updated QAFlags 

  

29 Query the Inventory Database GetInDbLastUpdate.ksh &lt;dbID&gt; and the 
Data Pool database GetDplLastUpdate.ksh &lt;dbID&gt;, and verify that the 
lastUpdate is updated using the system. 

  

 
 
TEST DATA: 
Any current data types 
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EXPECTED RESULTS: 
 

347 QA UPDATE PERFORMANCE RUN : DS_7E_01, CRITERION 3200 (ECS-ECSTC-2758) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[QA Update Performance run : DS_7E_01, Criterion 3200]</i>  #comment 
2 Prepare a QA update request file based on ESDT ShortName, Version ID, 

and temporal range, for at least two ESDTs that have granules in AIM 
Inventory database as well as in Data Pool. 

  

3 The request is designed such that a total of at least 20,000 granules, each with 
an average of 2 measured parameters, will qualify for update. This was 
criteria 3200 in the QAUU IPT. 

  

4 Place the request file in the configured request directory visible to the QA 
Update Utility. 

  

5 Run QA Update Utility to process the request file in the directory.   
6 Verify that the QA Update Utility is capable of updating metadata files in the 

XML archive at a rate of no less than 15,000 granules per hour. 
  

7 Verify that the QA Update Utility is capable of updating affected Data Pool 
XML metadata files at a rate of no less than 18,000 files per hour. 

  

8 Identify 20 000 granules in the PVC for two ESDTs as described in the Test 
Data Requirements, and make sure the granules are in the public Data Pool. 

  

9 Prepare a QA update request which updates the science quality flags of ALL 
measured parameters of the ESDT for a temporal range. 

  

10 Name the QA Update Request file name with the following format:<br /><br 
/>&lt;MODE&gt;_&lt;SITE&gt;_QAUPDATE.&lt;timestamp&gt; (example 
OPS_LDOPE_QAUPDATE.20010228122030) 

  

11 Copy the request file to QA_REQUEST_DIR   
12 Run EcAmQAUUStart &lt;MODE&gt; -file &lt;QAUpdate Request File&gt;   
13 Count the number of updated metadata files in the XML archive whose time 

stamps fall within an hour window, and verify the rate of updating metadata 
files is greater than 15 000 granules/hour. 
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# Action Expected Result Notes 
14 Count the number of updated metadata files in the public data pool area that 

have the time stamps within an hour window, and verify the rate of updating 
metadata files is greater than 18 000 granules/hour. 

  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

348 XML REPLACEMENT UTILITY:SUCCESSFULLY REPLACE A GRANULE METADATA FILE 
(ECS-ECSTC-2759) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[XML Replacement Utility:Successfully replace a granule metadata 

file]</i> 
 #comment 

2 Identify a granule metadata file to replace.<br /><br />Query DsMdXMLFile 
and DsMdXMLPath in the inventory database for a metadata file.<br /><br 
/>This should ensure us that the ESDT is installed and the xml schema is in 
the correct location. 

  

3 Go to the destination location and verify that the queried file exists and the 
permission allows cmshared to read and write. Also, open up the file to 
ensure the file is good. 

  

4 Copy the metadata file out and put it in a temporary place.<br /><br 
/>IMPORTANT: Do not rename the copied out file, it must have the same 
name as the one in the destination directory 

  

5 Modify the copied out metadata file. Use the xml schema as a guide to help 
you select the attribute to modify. 

  

6 Go to the mode's utilities directory and execute   
7 EcDsAmXruStart -xmlfile &lt;absolute path of the modified metadata   
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# Action Expected Result Notes 
file&gt; 

8 Verification:   
9 Verify that the modified file is removed from the source location   
10 Verify that the destination location contains the modified metadata file.<br 

/><br />Also, verify that the lastUpdate attribute is updated to a time close to 
when the replacement was executed. 

  

11 Verify that the granule's lastUpdate time in DsMdGranules is updated.   
12 Verify that a GRUPDATE event is inserted for the granule into the 

DsMdGrEventHistory table. 
  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

349 ARCHIVE CHECK UTILITY (ECS-ECSTC-2760) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Archive Check Utility]</i>  #comment 
2 Note: Refer to the EcDsAmArchiveCheckUtility.609 document for details.   
3 Run EcDsAmArchiveCheckUtilityStart to get the usage of this utility.   
4 Usage:   
5 EcDsAmArchiveCheckUtilityStart [MODE] [-ar ArchiveRootPath] [-lo 

(Output Directory)] [-s | -a | -e [ESDT_LIST] |<br />    -d [&quot;Mon DD, 
YYYY HH:MM [AM | PM ] - Mon DD, YYYY HH:MM [AM | PM ]&quot;] 
| -v [VolumeGroupPath] | -o | -h | -vs [VolumeGroupPath] [-nx] 

  

6 Run EcDsAmArchiveCheckUtilityStart &lt;MODE&gt; to check consistency 
of the ECS data file archive and xml file archive for granules in all the 
volume groups with the specified ArchiveRoot (such as /stornext/snfs1/) in 
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# Action Expected Result Notes 
this mode. 

7 Verify that the utility reports the discrepancies between the archive and the 
database for all the volume groups with the specified ArchiveRoot. It also 
reports the phantom and orphan xml files for these granules. 

  

8 Verify that the report files are generated with detailed information about the 
discrepancies. 

  

9 Run EcDsAmArchiveCheckUtilityStart &lt;MODE&gt; with –e and –d 
options: 

  

10 For example: EcDsAmArchiveCheckUtilityStart DEV04 -e 
&quot;MOD10C2*&quot; -v /stornext/snfs1/DEV04/MODIS -d &quot;Aug 
27 2007 - May 05 2009&quot;. 

  

11 Verify that the utility reports the discrepancies between the archive and 
database for the specified ESDTs with the specified volume group path and 
date range. . It also reports the phantom and orphan xml files for these 
granules. 

  

12 Verify that the report files are generated with the detailed information about 
the discrepancies. 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

350 DPL – AIM INVENTORY VALIDATION: DP_7F_01 CRITERION 200 (ECS-ECSTC-2761) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[DPL – AIM Inventory Validation: DP_7F_01 Criterion 200]</i>  #comment 
2 Note: This test case is modified to reflect the changes in the system after DB 

consolidation and duplicate granule functionality. 
  

3 Execute the EcDlInventoryValidationTool to identify discrepancies in the 
system. <br /><br />B. The ECS granules in the DataPool that are not present 
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# Action Expected Result Notes 
in the ECS archive<br />   i.e. granules with RegistrationTime is not null; 
EcsFlag = 'Y'; and ArchiveTime is null<br /><br />1. Create or find a few 
ECS granules that successfully registered but failed archiving.<br />2. Run 
EcDlInventoryValidationTool.pl<br />3. Verify these granules are 
identified<br /><br />F. The ECS granules in the public DataPool but should 
be in the hidden datapool<br />   When the DuplicateGranuleSwitch is OFF, 
this refers to the following granules:<br />   i.e. granules with 
deleteEffectiveDate != NULL or DeleteFromArchive in ('Y','H') or 
UnpublishFlag = &quot;Y&quot; in DsMdGranuleRestriction table.<br />   
and isOrderOnlyFlag is null or 'B'<br />   <br />   When the 
DuplicateGranuleSwitch is ON, in addition to the above granules, it also 
identifies the public granules<br />   with deleteEffectiveDate is null and 
DeleteFromArchive NOT in (&quot;Y&quot;, &quot;H&quot;) and not 
exists in DsMdGranuleRestriction table where UnpublishFlag = 
&quot;Y&quot;<br />   However, there exists a replacement granule in 
AmGranuleReplacement table that's in public datapool.<br /><br />This 
refers to the use cases when public granules are logically deleted and/or 
wrongly published.<br />1. Login to Ingest GUI and turn off the Duplicate 
Granule functionality<br />2. Create or find a few granules in public datapool 
in each of the following cases:<br />   a. with deleteEffectiveDate != null<br 
/>   b. with DeleteFromArchive in ('Y', 'H')<br />   c. with UnpublishFlag = 
'Y' in DsMdGranuleRestriction table.<br />   d. with non of the above but 
with a newer replacement granule in public datapool.<br />3. Run 
EcDlInventoryValidationTool.pl<br />4. Verify that granules in a, b, c cases 
above are identified. Granules in d case<br />   above are NOT identified.<br 
/><br />5. Login to Ingest GUI and turn ON the Duplicate Granule 
functionality<br />6. Create or find a few granules in public datapool in each 
of the following cases:<br />   a. with deleteEffectiveDate != null<br />   b. 
with DeleteFromArchive in ('Y', 'H')<br />   c. with UnpublishFlag = 'Y' in 
DsMdGranuleRestriction table.<br />   d. with non of the above but with a 
newer replacement granule in public datapool,<br />      i.e. these granules all 
have at least one replacement granule in AmGranuleReplacement<br />      
table that is in public datapool.<br />7. Run 
EcDlInventoryValidationTool.pl<br />8. Verify that all the granules in the 
above 4 cases are identified.<br /><br /><br />G. The ECS granules in the 
hidden datapool but should be public<br />   SC granule case:<br />   i.e. 
granules with isOrderOnly in ('Y', 'H') and deleteEffectiveDate is null and 
DeleteFromArchive NOT in (&quot;Y&quot;, &quot;H&quot;) and 
PublishByDefaultFlag='Y'<br />   and not exists in DsMdGranuleRestriction 
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# Action Expected Result Notes 
table where UnpublishFlag = &quot;Y&quot;<br />   and not exists a 
replacement granule in the public datapool.<br /><br />   There're some 
differences in the replacement logic with DuplicateGranuleSwitch On and 
OFF<br />   When DupGran is ON:<br />     The replacement granule in the 
public datapool means the same logic granule with newer 
ProductionDateTime or RegistrationTime<br />     and &quot;the same logic 
granule&quot; concept is based on many different rules for different 
ESDTs.<br />   When DupGran is OFF:<br />     When ReplacementOnFlag 
is OFF, it only checks if there exists a public granule with the 
OnlineFileName = the calculated publicFileName<br />     of the potential 
publishable hidden granule. If it doesn't then include the hidden granule in the 
publishing list.<br />     One catch is that the calculated 
&quot;publicFileName&quot;<br />     for the MODIS and MISR granules 
are not the true public file name. it's only a portion of it. So the old logic 
doesn't work for the MODIS<br />     and MISR granules in this case.<br 
/><br />     When ReplacementOnFlag is ON, the replacement granule in the 
public datapool means the same logic granule with newer archivetime<br />     
and &quot;the same logic granule&quot; concept is based on:<br />     1. 
Same DirectoryPath as the calculated publicDirPath of the hidden granule<br 
/>     and<br />     2. Same OnlineFileName as the calculated publicfilename 
or<br />        partial OnlineFileName match for MODIS and MISR granules 
or<br />        same RangeBeginningTime as that of the hidden granule for non 
MODIS or MISR granules.<br /><br />This could refer to the use case when 
a public granule is unpublished and there's no newer replacement<br />in 
public datapool<br /><br />1. Login to the Ingest GUI and turn the DupGran 
functionality ON<br />2. Given the following 2 conditions:<br />   a. there 
exists a public replacement granule in AmGranuleReplacement table<br />   
b. all the following conditions are satisfied for the hidden granules:<br />      
deleteEffectiveDate is null and DeleteFromArchive NOT in (&quot;Y&quot;, 
&quot;H&quot;), PublishByDefaultFlag='Y' and<br />      not exists in 
DsMdGranuleRestriction table where UnpublishFlag = &quot;Y&quot;<br />   
Create or find some MODIS, MISR and other SC granules in the hidden 
datapool, that satisfy the<br />   permutation of the condition a and b above: 
i.e. 
(a&amp;&amp;b)(a&amp;&amp;!b)(!a&amp;&amp;b)(!a&amp;&amp;!b)<b
r />3. Run EcDlInventoryValidationTool.pl<br />4. Verify that only those 
hidden granules with (!a&amp;&amp;b) are identified as repaired by 
publishing.<br /><br />5. Login to the Ingest GUI and turn the DupGran 
functionality OFF<br />6. Given the following 2 conditions:<br />   a. there 
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# Action Expected Result Notes 
exists a public replacement granule (for both ReplacementOnFlag On and Off 
cases)<br />   b. all the following conditions are satisfied for the hidden 
granules:<br />      deleteEffectiveDate is null and DeleteFromArchive NOT 
in (&quot;Y&quot;, &quot;H&quot;), PublishByDefaultFlag='Y' and<br />      
not exists in DsMdGranuleRestriction table where UnpublishFlag = 
&quot;Y&quot;<br />   Create or find some MODIS, MISR and other SC 
granules in the hidden datapool, with<br />   both VersionNumber is null and 
VersionNumber is not null(for each data type),<br />   that satisfy the 
permutation of the condition a and b above: i.e. 
(a&amp;&amp;b)(a&amp;&amp;!b)(!a&amp;&amp;b)(!a&amp;&amp;!b):<
br />7. Run EcDlInventoryValidationTool.pl with both both 
ReplacementOnFlag turn ON and OFF for all the ESDTs of the hidden 
granules involved.<br />8. Verify the following:<br />   a. When the 
ReplacementOnFlag is ON, only those hidden granules with 
(!a&amp;&amp;b) are identified as repaired by publishing.<br />   b. When 
the replacementOnFlag is OFF, The hidden granule with (!a&amp;&amp;b) 
are identified as repaired by publishing.<br />      Also, the hidden MISR and 
MODIS granules with (a&amp;&amp;b) are also identified as repaired by 
publishing, because the public replacement granule<br />      won't be 
recognized as a replacement for MODIS and MISR cases - it's the same as 
replacement doesn't exist.<br /><br />     Qa/Ph/Mp/Dap granule case:<br />     
i.e. granules with isOrderOnly in ('Y', 'H') and deleteEffectiveDate is null and 
PublishByDefaultFlag='Y'<br />     and the related SC granule has 
PublishByDefaultFlag='Y' and not part of the DsMdGranuleRestriction with 
UnpublishFlag = 'Y'<br />         or there's no related SC granule in the xref 
tables.<br />     and not exists a replacement granule in the public 
datapool.<br /><br />     replacement logic is the same with DupGranSwitch 
On or OFF.<br /><br />     When ReplacementOnFlag is OFF, it checks to 
see if there is a granule in the public datapool with the same DirectoryPath as 
the calculated<br />     publicDirPath and the same OnlineFileName as the 
calculated publicfilename of the hidden granule.<br /><br />     When 
ReplacementOnFlag is ON, it also makes sure that the granule in the public 
does not have a later Archivetime.<br /><br />1. Given the following 
conditions:<br />   a. There exists a public replacement granule (for both 
ReplacementOnFlag On and Off cases)<br />   b. isOrderOnly in ('Y', 'H') 
and deleteEffectiveDate is null and PublishByDefaultFlag='Y'<br />   c. 
related SC granule has PublishByDefaultFlag='Y' and not part of the 
DsMdGranuleRestriction with UnpublishFlag = 'Y'<br />      or no related SC 
granule<br />   Create or find some Qa/Ph/Mp/Dap hidden granules with both 
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# Action Expected Result Notes 
VersionNumber is null and VersionNumber is not null(for each data 
type),<br />   that satisfy the permutation of the conditions above: i.e. 
(a&amp;&amp;b&amp;&amp;c)(a&amp;&amp;b&amp;&amp;!c)(a&amp;&
amp;!b&amp;&amp;c)(a&amp;&amp;!b&amp;&amp;!c)<br />                          
(!a&amp;&amp;b&amp;&amp;c)(!a&amp;&amp;b&amp;&amp;!c)(!a&amp;
&amp;!b&amp;&amp;c)(!a&amp;&amp;!b&amp;&amp;!c)<br /><br />2. 
Run EcDlInventoryValidationTool.pl with both both ReplacementOnFlag 
turn ON and OFF for all the ESDTs of the hidden granules involved.<br />3. 
Verify that only the hidden granules with (!a&amp;&amp;b&amp;&amp;c) 
are identified as repaired by publishing<br /><br />Summary:<br />     Given 
all the logic differences, the resulting discrepancy files from the runs with the 
DupGranSwitch On and DupGranSwitch OFF could<br />     be very 
different.<br /><br />I. Hidden Browse associated with Science granule.<br 
/><br />Browse granule should be published all the time when associated 
with a SC granule<br />However these could fail at the 
publishing/unpublishing of the browse;<br />also, the browse granule can be 
published/unpublished independently, which<br />could cause 
inconsistencies.<br /><br />1. Create or find a hidden browse associated with 
a public Science granule<br />2. Create or find a hidden browse associated 
with a hidden Science granule.<br />3. unpublish the public browse granules; 
verify the browses are in hidden datapool.<br />4. Run 
EcDlInventoryValidationTool<br />5. Verify the browse granules are 
identified as &quot;should be published&quot;<br /><br /><br />J. Public 
DPL Browse Granules not associated with any Science granules<br /><br 
/>1. Create or find a public browse associated with both public Science 
granule(s)<br />   and hidden Science granule(s).<br />2. Create or find a 
public browse associated with only hidden Science granule(s)<br />3. Create 
or find a public browse NOT associated with any science granule(s)<br />4. 
Run EcDlInventoryValidationTool<br />5. Verify the browse1 and browse2 
are not identified; browse3 is identified as &quot;should be 
unpublished&quot;.<br /><br />K. Public granules with hidden path or 
hidden granules with public path<br />   i.e. granules with isOrderOnly is null 
or 'B' with DirectoryPath not like /ASTGTM.001/%<br />        granules with 
isOrderOnly in ('Y', 'H') with DirectoryPath like /ASTGTM.001/%<br /><br 
/>1. Create or find a few hidden granules with the directorypath in the hidden 
datapool<br />   correctly.<br />2. Manully update some of the isOrderOnly 
flag to null and others to 'B'<br />3. run EcDlInventoryValidationTool<br 
/>4. Verify all the granules above are identified.<br />5. Create or find a few 
public granules with the directorypath in the public datapool<br />   
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# Action Expected Result Notes 
correctly.<br />2. Manully update some of the isOrderOnly flags to 'Y' and 
others to 'H'<br />3. run EcDlInventoryValidationTool<br />4. Verify all the 
granules above are identified.<br /><br />L. Hidden granules with non-null 
versionnumber and inconsistent filename(s)<br />   i.e. granules with 
isOrderOnly in ('Y', 'H') and VersionNumber not null<br />   yet  one or more 
of its OnlineFileName or OnlineMetFileName doesn't contain 
_VersionNumber<br /><br />1. Create or find a few public granules with 
VersionNumber in AmGranule not null.<br />   manually update some of the 
isOrderOnly flags to 'H' and others to 'Y&quot;.<br />2. Run 
EcDlInventoryValidationTool<br />3. Verify these granules are 
identified.<br /><br /><br /><br /><br /> 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

351 TAPE ARCHIVE REPAIR: DP_7F_01 CRITERION 800 (ECS-ECSTC-2762) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Tape Archive Repair: DP_7F_01 Criterion 800] Perform a tape archive 

repair using the RestoreTapeFromOla utility for a list of at least ten (10) 
granules some of which reside in the public Data Pool and some in the hidden 
Data Pool.</i> 

 #comment 

2 At least one of the granules shall be a non-science granule, such as PH or 
DAP.<br />The granules shall have been reported by the tape archive 
checksum verification utility (ACVU) and the output from that utility shall be 
used as input into the repair function. 

  

3 All of the granules shall have checksums in the Data Pool and AIM, but for 
one of the granules the checksums shall be invalid. 

  

4 The granules shall reside in at least two different archive volume groups.   
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# Action Expected Result Notes 
5 Verify that the repair of the granule that has an incorrect checksum fails and 

that the failure is logged. 
  

6 Verify that the repair of the granules with correct checksum succeeds and the 
granules are written to the correct volume groups. 

  

7 Retrieve the repaired granules via a command line copy operation to verify 
that they have been written to tape correctly. 

  

8 Verify that the repair exits with an exit code indicating that an error occurred.   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

352 ON-LINE ARCHIVE REPAIR FROM NON-RESIDENT TAPE: DP_7F_01 CRITERION 320 (ECS-
ECSTC-2763) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[On-line Archive Repair from non-resident tape: DP_7F_01 Criterion 

320] Create phantoms in the public and hidden Data Pool that satisfy the 
following conditions:<br />    a. Turn at least ten (10) public science granules 
into phantoms including MISR, MODIS and ASTER granules by removing 
their science and XML files. At least one of these granules shall be in use for 
order purposes; remove its hidden links, as well.<br />    b. At least one but 
not all of the science granules shall have a browse that is present in the public 
Data Pool.<br />    c. At least two of the phantom science granules with 
browse shall also be missing their browse links from the Data Pool 
directories, including a MISR and a non-MISR granule.<br />    d. One of the 
science granules shall have experienced a file name collision in the hidden 
Data Pool, that is, its file names shall have been suffixed during Data Pool 
insert.</i> 

 #comment 

2 Also turn at least five (5) public Browse granules, including MISR, MODIS   
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# Action Expected Result Notes 
and ASTER browse into phantoms by removing their browse files from the 
public Data Pool. 

3 Save the removed XML and browse files for comparison during the test.   
4 Submit an on-line archive repair for these granules via the command line 

using the RestoreOlaFromTape utility, specifying the granules to be repaired 
in an input file; and request restoration of browse links that may be missing 
for granules whose files were restored (using the –restorelinks command line 
parameter). 

  

5 Ensure that the test requires access to granules on a tape that is resident in the 
silo as well as a tape that is not resident in the silo. 

  

6 Verify that all science granules that resided on tapes resident in the silo were 
repaired, i.e., their files are now in the correct public Data Pool locations and 
have the original file names 

  

7 Verify that the science granules that resided on tapes that were not resident in 
the silo were not repaired. 

  

8 Verify that the utility logs each of the granules that were not repaired, the 
reason for not repairing it, and the tape label. 

  

9 Verify that the utility exits with an exit code indicating the occurrence of 
errors. 

  

10 Verify that the utility sends a notice to the specified e-mail address indicating 
that a repair failed due to error, the nature of the repair, and the name and 
location of the log file. 

  

11 Make the missing tape resident in the silo and re-run the repair for the 
skipped granules. Verify that the remaining granules are now repaired 

  

12 Verify that the contents of all the restored XML files (including those 
referenced in V-6) match the contents of the original XML files. 

  

13 Verify that all browse granules were repaired and are present as jpeg files in 
their original disk location and with their original file names. 

  

14 Verify that the repaired jpeg files are identical to the original jpeg files.   
15 Verify that the missing browse links are restored.   
16 Verify that the hidden links required by the public granules in condition (a) 

that are also referenced by orders were restored. 
  

17 Verify that any files that were copied from the ECS tape archive into the Data 
Pool during the repair were checksummed and that the checksum is recorded 
in the Data Pool inventory. 

  

18 Verify that any files that were copied from the ECS browse archive into the 
Data Pool during the repair had their checksum verified. 
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TEST DATA: 
 
EXPECTED RESULTS: 
 

353 FAILURE RECOVERY PERFORMANCE, FAILURE IN AIM INVENTORY DB : DS_7E_01_QAUU, 
CRITERION 3210 (ECS-ECSTC-2764) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Failure Recovery Performance, Failure in AIM Inventory DB : 

DS_7E_01_QAUU, Criterion 3210 ]</i> 
 #comment 

2 Repeat the test used in Criterion 3200, but using a different time tag as part of 
the file name to distinguish the current updates from the updates made in 
Criterion 3200. 

  

3 After the QA update run has been running for some period, e.g. 20 minutes, 
lock a granule in the AIM Inventory DB that the QA Update has not yet 
updated causing the run to stall when attempting to update the granule. 

  

4 Lock the Sybase Account ID for the QA Update service, and kill the Sybase 
process ID (spid) for the QA Update process to cause a Database failure. 

  

5 Verify that the QA Update run terminated with an incomplete status, after 
displaying and logging an appropriate error message. 

  

6 Unlock the granule that was locked in Setup step 2.   
7 Unlock the Sybase Account ID for the QA Update service.   
8 Re-start the QA update run.   
9 Verify that the QA update utility displays a message about an incomplete run 

from a previous session, and prompts the operator to complete the run. 
  

10 Verify that after operator confirmation, the QA update utility resumes 
processing the rest of the granules in the request. 

  

11 Verify that the QA update utility completed updates for all granules correctly.   
12 Verify that the run time difference between this test and the test conducted in   
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# Action Expected Result Notes 
Criterion 3200 is less than 10 minutes.<br />(The total run time for the 
current test is computed as the sum of run times for the initial run up to 
failure, and the failure recovery run, not counting the pause between the two 
runs.) 

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

354 RUNNING QA UPDATE UTILITY WHILE DATA POOL MOVE COLLECTION UTILITY IS 
RUNNING IN THE SAME MODE; ERROR CASE : DS_7E_01_QAUU, CRITERION 3170 (ECS-
ECSTC-2765) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Running QA Update utility while Data Pool Move Collection utility is 

running in the same mode; Error Case : DS_7E_01_QAUU, Criterion 
3170]</i> 

 #comment 

2 Start a Data Pool Move Collection utility run.   
3 While the Data Pool Move Collection run is in progress, attempt to start up a 

QA Update run in the same ECS mode. 
  

4 Verify that the QA Update Utility aborted with an error message indicating 
that the QA update is not allowed while Data Pool Move collection run is in 
progress. 

  

5 Verify that Data Pool Move Collection utility successfully runs to 
completion. 
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TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

355 FAULT RECOVERY – PHYSICAL DELETE; CONTINUE WITH PREVIOUS RUN : DS_7E_01_GD, 
CRITERION 1280 (ECS-ECSTC-2766) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Fault recovery – physical delete; continue with previous run : 

DS_7E_01_GD, Criterion 1280]</i> 
 #comment 

2 Run the EcDsDeletionCleanup utility with a lag time of 0, and introduce a 
system fault during the run. The number of granules to be physically deleted 
during the run should be large enough that some but not all of the granules to 
be deleted are processed before the fault occurs. 

  

3 After the fault occurs, use EcDsBulkDelete utility with the physical option to 
mark additional files for deletion. 

  

4 Remove the fault condition, and restart the EcDsDeletionCleanup utility with 
a lag time of 0. When prompted whether to continue the previous run or start 
a new run, choose to continue the previous run. 

  

5 Verify that the utility can be successfully restarted after the fault (with the 
physical delete option). 

  

6 Verify that, on restart, the utility displays the number of granules that were 
not processed in the previous run, and allows the operator to continue with 
the previous run. 

  

7 Verify that all granules that were marked for deletion when the utility was 
initially run are deleted successfully from the inventory database, the xml 
archive and the science file archive. 

  

8 Verify that granules which were marked for deletion after the fault occurred 
are also deleted successfully from the inventory database, the xml archive and 
the science file archive. 
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TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

356 FAILURE RECOVERY DURING UPDATE, DATABASE ACCESS FAILURE : DS_7E_01_ESDTGUI, 
CRITERION 2330 (ECS-ECSTC-2767) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[ Failure Recovery during Update, database access failure : 

DS_7E_01_ESDTGUI, Criterion 2330]</i> 
 #comment 

2 Modify several (at least 4) ESDTs making sure that they can be successfully 
updated. 

  

3 Place the descriptor files in a configured source directory.   
4 Lock a table in the Subscription Server database (e.g. EcNbEventDefinition 

table) to cause update to stall during database access for event definition 
updates. 

  

5 From the ESDT Maintenance GUI, select and update the ESDTs.   
6 Lock the Sybase account for the ESDT Maintenance GUI and kill the Sybase 

process ID (spid) to cause a database error. 
  

7 Verify that the ESDT Maintenance GUI detects the database errors and 
displays an appropriate error message. 

  

8 Verify that the ESDT that was affected by the database table locking did not 
complete update. Verify the following:<br />    1. The descriptor file is still in 
the configured source directory.<br />    2. The “lastUpdate” attribute in the 
DsGeESDTConfiguredType table does not indicate a new update time for the 
ESDT.<br />    3. The descriptor, MCF, and the ESDT specific schema in the 
respective configured directories are restored to their original versions prior 
to update. 

  

9 Unlock the Sybase account ID for the ESDT Maintenance GUI that was   
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# Action Expected Result Notes 
locked in Setup step 5 to resume database processing 

10 Unlock the database table that was locked in Setup step 3.   
11 Verify that the ESDT Maintenance GUI displays a message about incomplete 

update request in a previous session, and prompts the operator to clean up the 
incomplete request. 

  

12 Operator cleans up the incomplete update request and resumes processing.   
13 Upon completion of the ESDT update, verify that the GUI displays a message 

indicating successful update. 
  

14 Verify that all ESDTs including the one that failed in the previous session are 
now updated. Verify the following:<br />    1. MCF files for the updated 
ESDTs are stored in the configured MCF directory location replacing the 
previous versions.<br />    2. The MCF files are correct<br />    3. XML 
schema files are generated for the updated ESDTs and stored into the 
configured location replacing the previous versions.<br />    4. The generated 
XML schema files contain validation rules based upon the contents of the 
Inventory section of the Descriptor file<br />and the default element 
rules.<br />    5 The descriptor ODL files for the ESDT being updated are 
moved from the source source directory into the configured descriptor 
directory replacing the previous versions. 

  

15 Verify that collection based tables in the AIM Inventory database as 
identified in the Operations Concept are populated with correct information. 

  

16 Verify that the CSDTs associated with the ESDTs updated are registered into 
the AIM Inventory database. 

  

17 Verify that an insert event, and event qualifiers are inserted into the Spatial 
Subscription Server database for each ESDT updated. 

  

18 Verify that, upon completion of update, the ESDT Maintenance GUI displays 
a message saying that the ESDT changes will take effect only after the Ingest 
service is re-started. 

  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
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357 FAILURE RECOVERY DURING UPDATE, ESDT MAINTENANCE GUI FAILURE : 
DS_7E_01_ESDTGUI, CRITERION 2337 (ECS-ECSTC-2768) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[ Failure Recovery during Update, ESDT Maintenance GUI failure : 

DS_7E_01_ESDTGUI, Criterion 2337]</i> 
 #comment 

2 Modify several (at least 4) ESDTs making sure that they can be successfully 
updated. 

  

3 Place the descriptor files in a configured source directory.   
4 Lock a table in the Subscription Server database (e.g. EcNbEventDefinition 

table) to cause update to stall during database access for event definition 
updates. 

  

5 From the ESDT Maintenance GUI, select and update the ESDTs.   
6 Shut down the ESDT Maintenance GUI by sending a kill signal to the ESDT 

Maintenance GUI process. 
  

7 Verify that the ESDT being updated while the database table was locked did 
not complete update. Verify the following:<br />    1. The descriptor file is 
still in the configured source directory.<br />    2. The “esdtstate” attribute in 
the DsGeESDTConfiguredType table for the ESDT does not indicate 
installation completion status.<br />    3. There was no partial update of 
ESDT. 

  

8 Unlock the database table that was locked in Setup step 3 to allow the update 
process to continue. 

  

9 Restart the ESDT Maintenance GUI.   
10 Verify that the ESDT Maintenance GUI displays a message about incomplete 

update request in a previous session, and prompts the operator to clean up the 
incomplete request. 

  

11 Operator cleans up the incomplete ESDT update, and resumes ESDT update.   
12 Verify that the Verification steps 7 through 12 described in Criterion 2330 are 

satisfied. 
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TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

358 ERROR HANDLING OPTIONS: RECOVERONLY AND RECOVERINVESTIGATED: 
DS_7E_01_QAUU, CRITERION 3230] (ECS-ECSTC-2769) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Error Handling Options: recoverOnly and recoverInvestigated: 

DS_7E_01_QAUU, Criterion 3230] 
  

2 Prepare a QA update request file to update at least 20 granules that are in the 
AIM Inventory and in the public Data Pool 

  

3 Temporarily make some (at least 10) of the affected XML metadata files in 
the public Data Pool file system read-only, to cause the XML metadata file 
updates to fail. 

  

4 Run QA Update Utility using ‘noexitonerr’ option, providing the input 
request file on command line. 

  

5 Verify that the QA updates are successfully completed in the AIM inventory 
database as well as in the XML archive file system. 

  

6 Verify that the QA Update Utility failed to update those granules in the Data 
Pool database, and the corresponding XML metadata files that have been 
made read-only. 

  

7 Verify that the QA Update Utility successfully completed updating the Data 
Pool database and the corresponding XML files in the public Data Pool, for 
other granules whose metadata file access was not altered. 

  

8 Verify that the QA update utility logs the time, DPL granule ID, and DPL file 
name for each granule that it failed to update in the Data Pool. 

  

9 Verify that the QA update utility displays a message indicating failure in 
updating those read-only XML files in Data Pool 

  

10 Verify that the input request file is moved into the failed request directory.   
11 Verify that an email notification is sent to the configured e-mail address for   
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# Action Expected Result Notes 
the site as well as to the configured internal DAAC email address, indicating 
error in updating Data Pool. 

12 Verify in the AIM inventory database that the granules that failed the QA 
updates were flagged with “failed” status in the QA Update working table 

  

13 Correct access permission of the Data Pool XML metadata files for 5 of the 
granules that failed previously so they can be successfully updated in 
subsequent failure recovery run. 

  

14 Add another QA Update request file in the input request directory to perform 
QA update on a different set of granules. Prepare the request file such that it 
will succeed in performing the QA update 

  

15 Submit a QA update failure recovery run using a command-line option 
“recoverOnly” to attempt to recover from the previously failed QA Update 
run. 

  

16 Verify that the QA update run only attempts to recover the previously failed 
granules, and no new request get processed. 

  

17 Verify this time that the QA Update run successfully updated the Data Pool 
XML metadata files for the 5 granules whose errors have been corrected in 
V-3230-9 

  

18 Verify that the QA Update run again failed those granules whose errors were 
not corrected in V-3230-9, and that they are now flagged to indicate that they 
need investigation 

  

19 Correct the Data Pool file access permission for the remaining granules that 
have been flagged as needing investigation, so that they can be successfully 
updated during a subsequent recovery run. 

  

20 Re-submit a QA Update recovery run using a command line option 
“recoverInvestigated”. 

  

21 Verify that the QA Update run successfully updated the XML metadata files 
for those granules that have been corrected in V-3230-15. 

  

22 Verify that QA Update run successfully processed the new QA Update 
request file placed in the input request directory in V-3230-10. 

  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
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359 FAULT RECOVERY - DELETE OR DFA : DS_7E_01_GD, CRITERION 1260 (ECS-ECSTC-2770) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Fault recovery - delete or DFA : DS_7E_01_GD, Criterion 1260]</i>  #comment 
2 Run the EcDsBulkDelete utility with the logical delete or DFA option, and 

introduce a system fault during the run. The utility’s input file should be large 
enough that some but not all of the granules in the input file are processed 
before the fault occurs. 

  

3 Remove the fault condition, and restart the utility.   
4 Verify that when the fault is introduced, the utility logs an error and 

terminates gracefully 
  

5 Verify that the utility can be successfully restarted after the fault.   
6 Verify that all granules in the input file are processed successfully.   

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

360 RUNARCHIVE CHECKSUM VALIDATION UTILITY (ACVU) PROVIDING A FILE WITH A LIST 
OF DBIDS WITHOUT THE -CALCULATE OPTION : CK_7F_01, CRITERION 670 (ECS-ECSTC-
2771) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[RunArchive Checksum Validation Utility (ACVU) providing a file with  #comment 
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# Action Expected Result Notes 
a list of dbIds without the -calculate option : CK_7F_01, Criterion 670]</i> 

2 Choose a list of dbIds that span all the possible checksum status and 
checksum verification time combinations. Run ACVU specifying a file of 
dbIds and days since last checksum without the calculate option. 

  

3 Verify the last checksum times of the appropriate granules were updated.   
4 Verify that none of the dbIds with null last checksum times were updated.   

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

361 AIM XML CHECK UTILITY (ECS-ECSTC-2772) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[AIM XML Check Utility]</i>  #comment 
2 Note: Refer to the AIM XML Check Utility 609 document for detailed 

instructions. 
  

3 Usage of EcDsAmXcu.pl:   
4 EcDsAmXcu.pl &lt;MODE&gt; [-days &lt;NUMBER OF DAYS&gt;]<br 

/>[-percent &lt;PERCENT 1-100&gt;]<br />(-ESDT &lt;ESDTS ex. 
MOD29.005&gt;<br />[-startdate &lt;STARTDATE ex: Jan 1 2008&gt;<br 
/>[-enddate &lt;ENDDATE ex: Dec 25 2008&gt;]] |<br />    -granuleid 
&lt;GRANULEIDS&gt; |<br />    -file &lt;FILENAME&gt;)<br />[-
outputDir &lt;DIRECTORY&gt;] 

  

5 Run XCU to check the well-formedness of all the xml files or only the 
specified xml files (by using the optional parameters) in the small file archive 
in the mode. 

  

6 Verify that the utility reports the validation results and list the xml files which 
are not well-formed. 
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TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

362 ECDSCHECKXMLARCHIVE UTILITY (ECS-ECSTC-2773) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[EcDsCheckXMLArchive utility]</i>  #comment 
2 Note: Refer to the Check XML Archive 609 document for detailed 

instructions. 
  

3 Ensure that there are at least 5 files in the AmMetadataFile table which are 
not in the XML archive, and at least 5 files in the XML archive for the mode 
which are not in the AmMetadataFile table in the AIM database, 

  

4 Run the EcDsCheckXMLArchive.pl utility in the mode.   
5 Verify that the utility produces two output files: 

MissingXMLArchive.report.YYYY.MM.DD and 
MissingXMLEntryInDB.report.YYYY.MM.DD. 

  

6 Verify that the MissingXMLArchive.report.YYYY.MM.DD file contains the 
entries in the DsMdXMLFile table that are missing files in the XML archive. 

  

7 Verify that the MissingXMLEntryInDB.report.YYYY.MM.DD file contains 
the files in the XML archive that are not in the DsMdXMLFile table. 

  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
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363 ON-LINE ARCHIVE REPAIR INCLUDING QA AND PH LINKS: DP_7G_01 CRITERION 300] 
(ECS-ECSTC-2774) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 On-Line Archive Repair including QA and PH links: DP_7G_01 Criterion 

300] 
  

2 S-1: Turn at least ten public AMSR granules that have associated QA, PH, 
and Browse granules into phantoms, i.e., their Data Pool (and AIM) inventory 
entries are intact, but their science and XML files and their symbolic links are 
missing from the On-Line Archive. At least one of the AMSR granules shall 
be referenced by an order. Remove its hidden links. 

  

3 S-2: Also turn at least two public QA and two PH granules into phantoms, 
i.e., their Data Pool (and AIM) inventory entries are intact, but neither their 
files nor the symbolic links that point to them are still in the On-Line 
Archive, but their AMSR granules are present and public, and are not among 
the phantoms listed in S-1. At least one of the QA and one of the PH granules 
shall be referenced by an order. Remove their hidden links, as well. 

  

4 Submit an on-line archive repair for the AMSR granules and the QA/PH 
granules via the command line, specifying the granules to be repaired in an 
input file; and request restoration of links that may be missing for granules 
whose files are being restored. 

  

5 Verify that all AMSR science granules were repaired, i.e., their files and 
symbolic links are now in the correct public Data Pool locations, have the 
original file respectively, link names, and that the links point to the same QA, 
PH, and Browse files as before. 

  

6 Verify that all QA and PH granules were repaired, i.e., their files are now in 
the correct public Data Pool locations and the symbolic links that point to the 
files have been restored in the correct locations, as well. 

  

7 Verify that the hidden links referenced in S-1 and S-2 were restored.   

 
 
TEST DATA: 
Any current data types 
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EXPECTED RESULTS: 
 

364 BMGT GUI CONFIGURATION PAGE (ECS-ECSTC-2775) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[BMGT GUI Configuration Page]</i>  #comment 
2 Log in to the BMGT GUI as an administrator to perform the following 

configuration tasks.<br />Verify that this is possible. 
  

3 Configure the automatic export cycle length to 1 hour.   
4 Configure the FTP destination, directory, and login parameters with which to 

transmit the export packages. 
  

5 Configure the location where BMGT is to save the received ingest summary 
report and an e-mail address for alert and error notifications. The email 
address should be a valid address which you have access to. 

  

6 Log in to the BMGT GUI as an operator, and verify that the configuration 
page looks the same, but cannot be edited. 

  

7 In the BMGT configuration file, set the logging level to the highest verbosity.   

 
 
TEST DATA: 
Any current data type 
 
EXPECTED RESULTS: 
 

365 BMGT GUI MONITOR PACKAGES PAGE (ECS-ECSTC-2776) 

DESCRIPTION: 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 <i>[BMGT GUI Monitor Packages Page]</i>  #comment 
2 For all remaining test steps, use the BMGT operator GUI to display audit trail 

information when possible.<br />For any information not available in the 
GUI, consult the log files.<br />Verify that all remaining tests are verifiable 
in this way. 

  

3 Verify that you can change the number of cycles that appear on each page of 
the Recent Packages page, and that if you log out and return, that 
configuration has persisted. 

  

4 Verify that clicking on a cycleId in the Recent Packages GUI page provides a 
page containing information about the cycle. 

  

5 Verify that all cycles processed through the expected statuses, ie. NEW, 
STARTED, PRODUCT_GENERATED_PACKAGE_GENERATED, 
TRANSFERRING, EXPORTED, and COMPLETE. 

  

 
 
TEST DATA: 
Any current data type 
 
EXPECTED RESULTS: 
 

366 AUTOMATIC EXPORT (ECS-ECSTC-2777) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Automatic Export]</i>  #comment 
2 Allow 2 or more automatic export cycles to pass without being generated.<br 

/>For instance, do not run the auto start utility between 8AM and 10AM.<br 
/>Ensure that at least 2 of these cycles contain a reasonable number of 
events.<br />Ensure that some of these events will result in the export of 
browse binary files.<br />The rest of the cycles can be empty.<br 
/>Designate 2 cycles which have events as A1 and A2 in order of start time. 

 To allow cycles to pass 
without being generated you 
need to bring down BMGT. 
This is done by going to the 
utilities folder and running 
EcBmBMGTAutoStop 
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# Action Expected Result Notes 
&lt;MODE&gt;. Example: 
EcBmBMGTAutoStop TS2 
.  This will bring down 
BMGT and all for time to 
pass. Allow however long 
the auto cycle time is set to 
pass. So if its set for 1, allow 
for 2 hours to pass. Once 
that has happened bring up 
Bmgt by going to that same 
directory and running 
EcBmBMGTAutoStart 
&lt;MODE&gt; 

3 Cause a granule event (GRINSERT or GRDELETE) for at least one public 
granule that precedes the end of the most recent complete export cycle.<br 
/>It is acceptable to manually modify the time stamp of some event to 
achieve this. 

 To do this you can go to the 
DsMdGrEventHistory table. 
Find a granule event that has 
already happened and you 
can modifiy the eventTime 
by running this query: 
&quot;Update 
DsMdGrEventHistory Set 
eventTime = '05/12/2011 
2:15:55 PM' Where 
eventKey = 
&lt;eventKey&gt;&quot; 

4 Start the BMGT auto start utility and allow it to pick up the unexported 
cycles. 

 Start by going to utilities 
folder and running 
EcBmBMGTAutoStar 
&lt;MODE&gt; 

5 Verify that only one automatic cycle is generating at a time, and that each 
cycle is given a unique, sequential package id, in the order of its start time. 

  

6 Verify that the first Automatic package generated above contains the 
metadata for the events that preceded the end of the last completed automatic 
export cycle. 

  

7 Verify that the generator log contains a message for each such event 
indicating that an event from a previous cycle was exported. 

  

8 Verify that A1 and A2 contain the expected metadata.   
9 Verify that there is no duplicate metadata and that every granule or collection   
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# Action Expected Result Notes 
for which there was an event is properly represented. 

10 Verify that the packages are successfully exported to the configured FTP 
endpoint.<br />This should include the zip file for each of the two automatic 
cycles as well as the appropriate number of browse binary files. 

  

 
 
TEST DATA: 
Any current data type 
 
EXPECTED RESULTS: 
 

367 MANUAL EXPORT (ECS-ECSTC-2778) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Manual Export]</i>  #comment 
2 While the BMGT generator is working on one or more automatic export 

cycles (eg. A1 and/or A2 from test 3 above), execute manual exports 
requesting the following operations: 

  

3 a. Export of all of the granules for at least one collection that were inserted 
during a past time period covering at least one day. requesting export to 
ECHO and assignment of an export sequence number.<br />Request that this 
manual export not be executed concurrently with an automatic export.<br 
/>Designate this cycle as M1. 

  

4 b. Export of the granules for at least two collections that were inserted during 
a past time period covering at least one day and including at least 50 science 
granules, of which at least one shall have an associated browse.<br />Do not 
request inclusion of the related browse granules.<br />Designate this cycle as 
M2. 

  

5 c. Export of all the browse metadata (including the cross referenced browse 
granules) for the science granules in a different collection, that were inserted 
during a past time period covering at least a day and are related to at least 50 
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# Action Expected Result Notes 
browse granules.<br />Designate this cycle as M3. 

6 Verify that M1 is unable to run because of the currently running automatic 
cycle, and that a message stating this is printed to the Manual Start script log. 

  

7 Verify that no cycle was created in the database for M1.   
8 Verify that M2 is generated, and contains METG files for all of the granules 

from the specified collection(s) which were inserted during the specified time 
range.<br />The package should also contain URL metadata for granules in 
the public datapool, and visibility metadata for hidden granules (in the 
METG). 

  

9 Verify that M3 is generated and includes ECSBBR files that contain the 
metadata for all browse granules that are related to the science granules in the 
specified collection that were inserted during the specified time period, but no 
others. 

  

10 Verify that all package files were exported to the configured FTP 
endpoint.<br />This should include one zip file for each package, and the 
expected number of browse binary files for package M3. 

  

 
 
TEST DATA: 
Any current data type 
 
EXPECTED RESULTS: 
 

368 INGEST SUMMARY REPORTS (ECS-ECSTC-2779) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Ingest Summary Reports]</i>  #comment 
2 Allow 2 automatic cycles, A1 and A2 to reach the EXPORTED state.   
3 Generate an ingest summary report for automatic cycle A1 which indicates 

successful ingest by ECHO. 
  

4 Generate an ingest summary report for automatic cycle A2 containing at least   
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# Action Expected Result Notes 
one of the following errors:<br />    a. rejected granule inserts (eg 
SPATIAL_INVALID),<br />    b. rejected browse insert (eg. 
IMAGE_FILE_NOT_SUPPLIED),<br />    c. rejection of a browse link 
update (eg. BROWSE_NOT_EXISTS[where linked browse granule does 
exist in AIM and is linked to the granule.]),<br />    d. rejection of a QA 
update (eg. PARTIAL_ADD_UPDATE_TARGET_FIELD_INVALID),<br 
/>    e. rejection of a URL insert (eg. 
ONLINE_ACCESS_URL_DUPLICATE_URLS),<br />    f. rejection of a 
granule being hidden (eg. 
PARTIAL_ADD_UPDATE_TARGET_NO_CHANGE), 

5 Place the reports generated above in the configured report FTP pull location.   
6 Verify that the reports are pulled from the FTP endpoint and placed in the 

BMGT report directory. 
  

7 Verify that these reports are then picked up by the BMGT monitor and moved 
to the BMGT report archive location. 

  

8 Verify that A2 now has a status of “COMPLETE WITH ERRORS”.   
9 Verify that A1 has a status of “COMPLETE”.   

 
 
TEST DATA: 
Any current data type 
 
EXPECTED RESULTS: 
 

369 INGEST SUMMARY REPORT - IGNORABLE ERRORS (AUTOMATIC) (ECS-ECSTC-2780) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Ingest Summary Report - Ignorable Errors (AUTOMATIC)]</i>  #comment 
2 This test requires that BMGT be configured to export to a functional ECHO 

environment. 
  

3 Prepare a BMGT automatic export package which includes the following   
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# Action Expected Result Notes 
events<br />    a. Collection Deletion<br />    b. Granule Deletion<br />    c. 
Browse Deletion in ECSBBR<br />    d. Browse link addition in 
ECSMETU<br />    e. Browse link addition in ECSMETU<br />    f. Science 
granule insert in ECSMETG which includes browse reference<br />    g. 
Science granule insert in ECSMETG which includes browse reference<br />    
h. Granule update 

4 Ensure that in the ECHO system which will be used for this test, none of the 
science or browse granules referenced above exist. 

  

5 After the automatic export package has been exported to ECHO, but before 
the Ingest Summary Report for this package is processed by the BMGT, 
perform the following operations in the AIM database:<br />    Delete the 
science granule (d)<br />    Delete the browse link (e)<br />    Delete the 
science granule (f)<br />    Mark the science granule (g) as logically 
deleted<br />    Delete the science granule (h) 

  

6 Verify that the ISR contains errors due to the missing granules and 
colelctions, but BMGT marks the package status as COMPLETE, does not 
send an email regarding errors for the package, and notates all of the errors as 
ignored in the audit trail. 

  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

370 INGEST SUMMARY REPORT - IGNORABLE ERRORS (MANUAL) (ECS-ECSTC-2781) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Ingest Summary Report - Ignorable Errors (MANUAL)]</i>  #comment 
2 This test requires that BMGT be configured to export to a functional ECHO 

environment. 
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# Action Expected Result Notes 
3 Initiate a manual export, containing<br /><br />    a. Collection Deletion 

(ECSMETC)<br />    b. Granule Deletion (ECSMETG)<br />    c. Browse 
Deletion (ECSBBR)<br /><br />Where the granules and collection being 
deleted have not previously been exported to ECHO.<br />The command line 
should look something like<br /><br />    EcBmBMGTManualStart.pl--mode 
&lt;MODE&gt; --delete --metc --metg --bbr -c &lt;collectionID&gt; -g 
&lt;granuleID&gt;,&lt;browseID&gt; 

  

4 Initiate a manual export, containing<br /><br />    a. Three Science granule 
Inserts for granules linked to browse files which have not been previously 
exported to ECHO.<br /><br />The command line should look something 
like<br /><br />    EcBmBMGTManualStart.pl--mode &lt;MODE&gt; --
metg -g &lt;granuleID1&gt;,&lt;granuleID2&gt;,&lt;granuleID3&gt;<br /> 

  

5 After the export of this package, but before receiving an ISR, delete one of 
the above granules, DFA another, and set DeleteEffectiveDate for the third. 

  

6 When an Ingest Summary Report is returned from ECHO for each of the two 
packages, verify that it contains an error for each of the inserts or deletions (3 
per package). 

  

7 Verify that BMGT updates the package to COMPLETE, does not send an 
email, and notates all of the errors as ignored in the audit trail. 

  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

371 INGEST SUMMARY REPORT - REEXPORTABLE ERRORS (ECS-ECSTC-2782) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Ingest Summary Report - ReExportable Errors]</i>  #comment 
2 This test requires that BMGT be configured to export to a functional ECHO   
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# Action Expected Result Notes 
environment. 

3 Prepare a BMGT automatic export package which includes a science granule 
metadata update.<br />The science granule being updated must exist in ECS, 
and must not be marked for deletion (i.e., DeleteFromArchive and 
deleteEffectiveDate must not be set).<br />The granule must not yet exist in 
ECHO. 

  

4 Export the automatic export package to ECHO.<br />Verify that the Ingest 
Summary report returned from ECHO contains a GRANULE_NOT_EXISTS 
error, and that the BMGT processes the Ingest Summary Report and marks 
the package status as COMPLETE WITH WARNINGS. 

  

5 Verify that an email is sent listing the error and stating that the granule has 
been queued for reexport. 

  

6 Verify that the science granule appears in the re export queue page of the 
BMGT GUI. 

  

7 Run a manual corrective export.   
8 Verify that the export is ingested successfully by ECHO, and that the granule 

no longer appears in the reExport queue. 
  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

372 MANUAL RE-EXPORT OF AN AUTOMATIC CYCLE (ECS-ECSTC-2783) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Manual re-export of an automatic cycle]</i>  #comment 
2 Start a manual export run requesting re-generation of an automatic export 

cycle A2 which is in “PRODUCT_GENERATE_FAILED”.<br />A2 can be 
cycle A2 from test #5 above.<br />If necessary, you can manually change the 
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# Action Expected Result Notes 
export status of the cycle to be “PRODUCT_GENERATE_FAILED”. 

3 Allow the new cycle to reach “EXPORTED”.   
4 Verify that the new A2’s Product Regenerate Count is incremented.   
5 Verify that the new cycle A2 is re-assigned the correct export sequence 

number (i.e., same as before) and is transferred to the configured FTP 
destination.<br />There should now be two cycles with the same sequence 
number, one of which is “CANCELLED”, and the other of which is 
“EXPORTED” 

  

6 Verify that both packages contain the same metadata, both by comparing the 
counts in the GUI and the generated files. 

  

 
 
TEST DATA: 
Any current data type 
 
EXPECTED RESULTS: 
 

373 DATAPOOL CLEANUP - NOMINAL (ECS-ECSTC-2784) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[DataPool Cleanup - nominal]</i>  #comment 
2 Execute the Data Pool EcDlCleanupGranules.pl utility with the exportonly 

option, using an input file to specify the granules to be cleaned.<br />Include 
at least 10 granules in this file, at least one of which has not yet had it’s insert 
into public datapool exported to ECHO. 

  

3 Verify that the next automatic export package reports the removal of Data 
Pool URL for all of the granules specified in the input file, except for the 
granules whose insert was not yet exported. 

  

4 Verify that the package is successfully transferred to the configured FTP 
endpoint. 
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TEST DATA: 
Any current data type 
 
EXPECTED RESULTS: 
 

374 DATAPOOL CLEANUP - GRANULE ON ORDER (ECS-ECSTC-2785) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[DataPool Cleanup - Granule on order]</i>  #comment 
2 After running Datapool EcDlCleanupGranules.pl with the exportonly option 

(in test case 10), cause one of the granules whose Data Pool URL removal 
had just been exported to be in use by an order (O1). 

  

3 Execute the Data Pool EcDlCleanupGranules.pl utility again, but this time 
without the exportonly option. 

  

4 Verify that the granule used by order O1 is not removed from the Data Pool.   
5 Verify that the remaining granules specified in the input file are removed 

from Data Pool. 
  

6 Cause the expired granule that was in use by order O1 to be released from use 
by O1. 

  

 
 
TEST DATA: 
Any current data type 
 
EXPECTED RESULTS: 
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375 AUTOMATIC CYCLE + DPL CLEANUP + OM CLEANUP CONCURRENT (ECS-ECSTC-2786) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Automatic cycle + DPL Cleanup + OM Cleanup concurrent]</i>  #comment 
2 After running test #11, cause the following events to occur before the end of 

the current export cycle, A3:<br /><br />    a. at least 40 granule insert and 
logical deletions (i.e., 20 inserts, 20 deletions)<br />    b. at least 20 public 
Data Pool inserts<br />    c. at least ten granule replacements causing existing 
public Data Pool granules to be removed. This needs to be done after the 
EcDlCleanupGranules has run (in test 11). The other events can occur at any 
point during the cycle.<br /> 

  

3 After cycle A3 has ended, cause the replacement of a public granule in 
DataPool. 

  

4 Once the end of cycle A3 has passed, run the auto start script.<br /><br 
/>Cause an order, O2 (which contains at least 5 granules which are in public 
DPL), to begin its cleanup at the same time as the automatic package begins 
generating. 

  

5 While A4 is generating, execute the Data Pool Cleanup Granules utility 
without the exportonly option. 

  

6 Verify that the next automatic export package is generated in which the URL 
removal of the granule that had been blocked by order O1 is not exported, but 
that the granule is no longer in datapool. 

  

7 Verify that the deletions of granules from order O2 are included in the 
package, and are no longer in datapool. 

  

8 Verify that the replacement which occurred after the end of A3 is included in 
the package. 

  

9 Verify that the URL deletions for the granule replacements that occurred 
during A3 are included in the automatic package, and that they are each 
exported exactly once. 

  

10 Verify that the Automatic packages have package IDs which are unique, and 
consecutive. 
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TEST DATA: 
Any current data type 
 
EXPECTED RESULTS: 
 

376 GRANULE DELETION MANUAL EXPORT (ECS-ECSTC-2787) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Granule Deletion Manual Export]</i>  #comment 
2 <i>Execute a manual export (M4) requesting the following operation via the 

command line:</i> 
 #comment 

3 Identify a collection with at least 20 granules.   
4 Within one BMGT export cycle, logically delete 10 “public” granules, run the 

DPL unpublish utility, and then “physically” delete 5 of those granules. 
  

5 In addition, logically delete 5 more “public” granules in the collection, but 
don’t run the DPL unpublish utility. 

  

6 Perform a manual export of the deletions.   
7 Specify at least 20 granules (the 15 above and at least 5 more which were not 

deleted) by geoid. 
  

8 Verify that a package is generated for M4, and that it contains deletions for 
the 15 granules specified above which actually are deleted. 

  

9 Verify that the Manual Start Script log file contains warnings about the 
granules which are not deleted, and that they are not included in the package. 

  

 
 
TEST DATA: 
Any current data type 
 
EXPECTED RESULTS: 
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377 PACKAGE REGENERATE/RETRANSMIT (ECS-ECSTC-2788) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Package Regenerate/Retransmit]</i>  #comment 
2 Allow an automatic cycle, A3, to reach EXPORTED state.   
3 Generate an ingest summary report indicating an error which requires 

regeneration (DATA_FILE_INVALID or OPERATOR_DELETED) and 
place it in the summary report polling directory. 

  

4 Verify that an email notification is sent alerting the fact that an error has 
occurred. 

  

5 Verify that A3 is regenerated, repackaged, and reexported.   
6 Allow automatic cycle, A4, to reach EXPORTED state.   
7 Generate an ingest summary report indicating an error which requires 

retransmission (MANIFEST_CORRUPT, MANIFEST_MISSING, 
PACKAGE_CORRUPT, PACKAGE_FILES_EXTRA, 
PACKAGE_FILES_MISSING, PACKAGE_TOO_LARGE) and place it in 
the summary report polling directory. 

  

8 Verify that an email notification is sent alerting the fact that an error has 
occurred. 

  

9 Verify that A4 is retransmitted (but not regenerated).   
10 Export a Manual package, and let it reach the EXPORTED state.   
11 Generate an ingest summary report indicating an error which requires 

regeneration or retransmission and place it in the summary report polling 
directory. 

  

12 Verify that the package is not regenerated or retransmitted, and that a new 
SYNC package has been generated with the same package ID. 

  

13 Verify that an email is sent indicating the error and that a SYNC package is 
being sent. 

  

 
 
TEST DATA: 
Any current data type 
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EXPECTED RESULTS: 
 

378 BROWSE DELETION MANUAL EXPORT (ECS-ECSTC-2789) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Browse Deletion Manual Export]</i>  #comment 
2 Execute a manual export (M5) requesting the following operation via the 

command line: 
  

3 Export of the deletion of a list of at least three browse granules, of which at 
least one shall have been logically deleted (no longer is associated with any 
science granules), at least one shall have been physically deleted (removed 
from AIM DB), and at least one shall not be deleted at all.<br />All browse 
granules must be specified by geoid. 

  

4 Verify that M5 is generated with no errors.   
5 Verify that the resultant package contains the physically and logically deleted 

browse granules, but not the browse granules which have not been deleted. 
  

6 Verify that the manual start script log contains warning messages stating that 
metadata will not be generated for the browse granules which have not been 
deleted. 

  

7 Verify that only ECSBBR files are included in the package, and that no 
METU or browse binary files are included. 

  

 
 
TEST DATA: 
Any current data type 
 
EXPECTED RESULTS: 
 



 

1534 
 

379 FTP EXPORT FAILURES (ECS-ECSTC-2790) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[FTP Export Failures]</i>  #comment 
2 Using the BMGT GUI, configure an incorrect ftp destination to cause retries.   
3 Update the current FTP retry interval and the number of retries to trigger an 

alert (make them small enough to make it possible to wait for the resulting 
alert). 

  

4 Configure an e-mail address for FTP alert and error notifications.   
5 Make sure that the BMGT Export Server is running, and ensure that there is a 

package ready to be exported.<br />This can either be a new package, or one 
from a previous test. If doing all tests in succession, use cycle M5 from the 
previous step.<br />The cycle for this test will herein be referred to as M5. 

  

6 Verify that M5 is unable to be exported and that the status of the export 
operation changes to 'WAITING TO RETRANSMIT'. 

  

7 Verify that the status of the export operation oscillates between 
'TRANSFERRING' and ''WAITING TO RETRANSMIT' in line with the 
configured retry interval. 

  

8 Verify that an alert e-mail is sent after the configured number of retries has 
occurred. Note that the first attempt does not count as a retry. 

  

9 Verify that the BMGT operator GUI home page indicates that there is an FTP 
alert. 

  

10 Verify that no additional e-mails reporting the failures or the alert are sent.   
11 Wait for at least two more retries, and then use the BMGT operator GUI to 

update the FTP destination so it is correct. 
  

12 Verify that no later than after the retry interval, an e-mail is sent informing 
operations staff that the alert has been cleared. 

  

13 Verify that the BMGT operator GUI now indicates that there is no FTP alert.   
14 Verify that the status of all export operations eventually changes to 

EXPORTED. 
  

15 Verify that the package files are indeed ftped to the configured endpoint.   
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TEST DATA: 
Any current data type 
 
EXPECTED RESULTS: 
 

380 AUDIT TRAIL (ECS-ECSTC-2791) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Audit Trail]</i>  #comment 
2 Verify for the export packages for all of the preceding tests, that the audit trail 

information contains the correct metadata export sequence number, time 
period covered, type of export, type of metadata exported, name of the export 
directory, number of items exported, and identifies ECHO as the external 
clearinghouse 

  

 
 
TEST DATA: 
Any current data type 
 
EXPECTED RESULTS: 
 

381 FAULT RECOVERY – BMGT (ECS-ECSTC-2792) 

DESCRIPTION: 
 
PRECONDITIONS: 
 



 

1536 
 

STEPS:   
# Action Expected Result Notes 
1 <i>[Fault Recovery – BMGT]</i>  #comment 
2 Cause many events to occur during the course of a BMGT cycle time 

duration. 
  

3 Once the duration has completed, run EcBmBMGTAutoStart.   
4 Once AutoStart has started pre processing events, and writing to its log, kill it 

before it can complete. 
  

5 Start EcBmBMGTAutoStart again, and verify that it completes successfully, 
and sets internalStatus to 'A' for the relevant cycle. 

  

6 Wait for the BMGT generator to pick up the cycle (currentExportState = 
'STARTED' and EcBmBMGTGenerator is writing to the log). 

  

7 While Generator is working, kill it.   
8 Start the generator again and verify that it generates the cycle successfully.   
9 Repeat for a Manual Cycle.   
10 In both cases, verify that the cycles contain the correct metadata.   

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

382 REEXPORT QUEUE REPORTS AND ITEM REMOVAL (ECS-ECSTC-2793) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[ReExport Queue reports and item removal]</i>  #comment 
2 Generate a re-export queue containing at least 20 actions.<br />The actions 

should span multiple collections, contain both Science and Browse granules, 
and have multiple initial export cycles. 

  

3 Request a Re-export Queue report via the command line re export queue   
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# Action Expected Result Notes 
utility.<br />Specify on the command line the location for saving the re-
export queue report. 

4 Verify that a report file is generated and contains all 20 granule.   
5 Generate another report, this time specifying a group or collection to filter on.   
6 Verify that the new report is properly filtered based on the value specified.   
7 Request a re Export queue statistical report using the re export queue utility.   
8 Verify that the generated report contains all 20 granules.   
9 Run the Re Export Queue utility, providing on the command line a list of 5 

actions to be removed from the queue. 
  

10 Request a re export queue report, and verify that the 5 deleted actions are 
removed, and that the remaining 15 are still there. 

  

11 Run the Re Export Queue utility, providing in an input file a list of 5 actions 
to be removed from the queue. 

  

12 Request a re export queue report, and verify that the 5 deleted actions are 
removed, and that the remaining 10 are still there. 

  

13 Run a manual corrective export.   
14 Verify that the manual corrective export creates an export package containing 

only those re-export actions which were not designated to be removed from 
the queue. 

  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

383 RESTRICTION FLAG (ECS-ECSTC-2794) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Restriction Flag]</i>  #comment 
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# Action Expected Result Notes 
2 Find three granules that have DFA = NULL and do not have restriction flags 

set. 
  

3 Find a granule that has DFA = “Y” (granule 4).   
4 Find a granule that has a restriction flag set (granule 5).   
5 Create a new restriction flag value (1-254) in the DsMdRestrictionFlag table.   
6 Set restriction flags to the new restriction flag value for the first two of the 

granules (referred to herein as granules 1 and 2). 
  

7 Set DFA to ‘H’ for granule 2 and granule 3.   
8 Set DFA = “N” for granule 4.   
9 Remove the restriction flag from granule 5.   
10 Wait for the next automatic export and verify that all five granules are 

contained in it. 
  

11 With the following values in the METG:<br /><br />    Granule 1: 
RestrictionFlag = value that was set in DB, Visible = “Y”<br />    Granule 2: 
RestrictionFlag = 255, Visible = “N”<br />    Granule 3: RestrictionFlag = 
255, Visible = “N”<br />    Granule 4: RestrictionFlag = NULL, Visible = 
“Y”<br />    Granule 5: RestrictionFlag = NULL, Visible = “Y”<br /><br 
/>Do a manual METG export for the same granules and verify that the values 
are the same. 

  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

384 SHORT FORM VERIFICATION (ECS-ECSTC-2795) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Short Form Verification]</i>  #comment 
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# Action Expected Result Notes 
2 Perform a short form METC verification by running the following:<br /><br 

/>EcBmBMGTManualStart.pl –mode &lt;MODE&gt; -metc –short 
  

3 Verify that the resulting METC contains all valid collections that are enabled 
for collection export 

  

4 Perform a short form METG verification for one collection by running the 
following:<br /><br />EcBmBMGTManualStart.pl –mode &lt;MODE&gt; -
metg –short –c &lt;Collection Shortname.VersionID&gt; 

  

5 Verify that the resulting METG contains all granules in the specified 
collection that are not logically deleted. 

  

6 Perform a short form BBR verification by running the following:<br /><br 
/>EcBmBMGTManualStart.pl –mode &lt;MODE&gt; -bbr –short –c 
&lt;Collection Shortname.VersionID&gt; 

  

7 Verify that the resulting BBR contains all browse granules that are linked to 
granules in the specified collection. 

  

8 Verify that all packages are properly exported to the configured FTP 
endpoint. 

  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

385 LONG FORM VERIFICATION (ECS-ECSTC-2796) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Long Form Verification]</i>  #comment 
2 Perform a long form METC and METG verification for one collection by 

running the following:<br /><br />EcBmBMGTManualStart.pl –mode 
&lt;MODE&gt; -metg -metc –long –c &lt;Collection 
Shortname.VersionID&gt; 
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# Action Expected Result Notes 
3 Verify that the resulting METC contains the collection metadata for the 

specified collection 
  

4 Verify that the resulting METG contains the granule metadata for all granules 
in the specified collection. 

  

5 Verify that the generated metadata is successfully FTP’ed to the configured 
endpoint. 

  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

386 INCREMENTAL VERIFICATION (ECS-ECSTC-2797) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Incremental Verification]</i>  #comment 
2 In the BMGT GUI, reset the incremental verification for at least one 

collection. Perform an incremental verification by running the following:<br 
/><br />EcBmBMGTManualStart.pl –mode &lt;MODE&gt; -inc 

  

3 Verify that the resulting products contain one or more METC files containing 
collection metadata for one or more collections, and that there are granules in 
one or more METG files for each of these collections.<br /><br />The total 
number of granules in the METG files must be less than or equal to the 
configured MAX_VERIFICATION_GRANULES.<br /><br />The number 
of granules for each collection must be less than or equal to the configured 
MaxNumGrans for that collection, and the temporal spread within each 
collection, of the lastUpdate values of the granules exported must be less than 
the configured INCREMENTAL_INTERVAL. 

  

4 Verify that the generated metadata is successfully FTP’ed to the configured 
endpoint. 
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TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

387 SCHEMA VALIDATION (ECS-ECSTC-2798) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Schema Validation]</i>  #comment 
2 Execute all of the regression test cases with a mode that is configured to 

export to ECHO, and has been synced up with ECHO before the tests 
began.<br />If this test case is not being executed, then some of the cases can 
be executed internally without exporting to ECHO. 

  

3 In addition to the other test cases, make sure to do all of the following:<br />    
1) Granule/collection/browse short verification<br />    2) Granule/collection 
long verification<br />    3) URL/browse link/visibility/QA updates 

  

4 Verify that no schema errors appear in the ISRs   

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

388 AUTOMATIC COLLECTION EXPORT (ECS-ECSTC-2799) 

DESCRIPTION: 
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PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Automatic Collection Export]</i>  #comment 
2 <i>This test must cover at least two consecutive automatic export cycles.<br 

/>This test can be run with either a live ECHO instance or with pre-generated 
Ingest Summary Reports.<br />All cycles should go to the “COMPLETE” 
state.</i> 

 #comment 

3 Locate or install ESDTs with the following characteristics:<br />    a. At least 
one collection which is configured for 2D coordinate system export<br />    
b. At least one collection which is configured for backtrack orbit metadata 
export<br />    c. At least one collection which is configured with a specific 
DIF ID 

  

4 Make sure that none of the collections are enabled for collection export or 
granule export prior to the first cycle. 

  

5 During the first cycle, perform the following:   
6 a. Enable collection export for all of the collections.   
7 b. Ingest a granule into a collection configured for 2D coordinate system 

export. 
  

8 After the first cycle export completes, verify the following:   
9 a. For the collections that are configured for 2D coordinate system export, 

verify that the METC file includes a TwoDCoordinateSystem element 
containing TwdDCoordinateSystemName, Coordinate1 and Coordinate2 
elements.<br />Also, verify that the ingested granule is not included in the 
cycle’s METG file, if any 

  

10 b. For the collections that are configured for backtrack orbit metadata export, 
verify that the METC file includes an OrbitParameters element containing 
SwathWidth, Period, InclinationAngle and NumberOfOrbits elements. 

  

11 c. For the collections which have DIF IDs configured, verify that the METC 
file includes a DIF element containing an EntryId element. 

  

12 During the second cycle, perform the following:   
13 a. Update the collection metadata for one of the collections.   
14 b. Delete one of the collections.   
15 After the second cycle export completes, verify the following:   
16 a. For the collection whose metadata were updated, verify that the METC file 

includes metadata which reflects the changes made. 
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# Action Expected Result Notes 
17 b. For the collection which was deleted, verify that the METC file includes 

only collection deletion information. 
  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

389 AUTOMATIC GRANULE INSERT EXPORT (ECS-ECSTC-2800) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Automatic Granule Insert Export]</i>  #comment 
2 <i>This test must cover at least two consecutive automatic export cycles.<br 

/>This test can be run with either a live ECHO instance or with pre-generated 
Ingest Summary Reports.<br />All cycles should go to the “COMPLETE” 
state.</i> 

 #comment 

3 Locate or install ESDTs with the following characteristics:<br />    a. At least 
one collection which is correctly configured for 2D coordinate system 
export<br />    b. At least one collection which is correctly configured for 
backtrack orbit metadata export<br />    c. At least one collection which has a 
valid cloud cover source ID configured in the Data Pool 

  

4 Make sure that all of the collections are enabled for collection metadata 
export prior to the first cycle. Make sure that all of the collections, except for 
the one with a cloud cover source ID, are enabled for granule metadata export 
prior to the first cycle. 

  

5 During the first cycle, perform the following:   
6 a. Ingest a granule which contains valid 2D coordinate metadata into the 

collection which is configured for 2D coordinate system export. 
  

7 b. Ingest a granule which contains valid backtrack orbit metadata into the 
collection which is configured for backtrack orbit metadata export. 
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# Action Expected Result Notes 
8 c. Ingest a granule which contains valid cloud cover metadata into the 

collection which has a cloud cover source ID configured in the Data Pool. 
  

9 After the first cycle export completes, verify the following:   
10 a. For the granule that contains 2D coordinate system metadata, verify that 

the METG file includes that granule along with a TwoDCoordinateSystem 
element containing TwoDCoordinateSystemName and Coordinate elements 
and that the values are correct. 

  

11 b. For the granule that contains backtrack orbit metadata, verify that the 
METG file includes that granule along with an Orbit element containing 
AscendingCrossing, StartLat, StartDirection, EndLat and EndDirection 
elements and that the values are correct. 

  

12 c. For the granule that contains cloud cover metadata, verify that the METG 
file does not include that granule. 

  

13 During the second cycle, perform the following:<br /><br />For the 
collection which has a cloud cover source ID configured in the Data Pool, 
enable granule metadata export. 

  

14 After the second cycle export completes, verify the following:<br /><br />For 
the granule that contains cloud cover metadata, verify that the METG file 
includes that granule along with a CloudCover element and that the value is 
correct by examining the value of the element specified as the cloud cover 
source. 

  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

390 AUTOMATIC GRANULE UPDATE EXPORT (ECS-ECSTC-2801) 

DESCRIPTION: 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 <i>[Automatic Granule Update Export]<br />This test must cover at least two 

consecutive automatic export cycles.<br />This test can be run with either a 
live ECHO instance or with pre-generated Ingest Summary Reports.<br />All 
cycles should go to the “COMPLETE” state.</i> 

 #comment 

2 Locate or install ESDTs with the following characteristics:<br />    a. At least 
one collection whose granules contain QA metadata<br />    b. At least one 
collection which is different from those included above and whose granules 
are published upon ingest<br />    c. At least one collection which is different 
from those included above and whose granules are not published upon ingest 

  

3 Make sure that the collections whose granules are published upon ingest are 
configured to allow granule replacement in the public Data Pool.<br />Also, 
make sure that all of the collections are enabled for collection and granule 
metadata export prior to the first cycle. 

  

4 During the first cycle, perform the following:   
5 a. Ingest a granule with QA metadata.   
6 b. Ingest two granules which are published upon ingest.   
7 c. Ingest a granule which is not published upon ingest.   
8 After the first cycle export completes, verify the following:   
9 a. For the granule with QA metadata, verify that the METG file includes that 

granule along with the QA values. 
  

10 b. For the granules that are published upon ingest, verify that the METG file 
includes those granules and their OnlineAccessURLs along with their correct 
MIME types. 

  

11 c. For the granule that is not published upon ingest, verify that the METG file 
includes that granule but does not include an OnlineResourceURL or 
OnlineAccessURL. 

  

12 During the second cycle, perform the following:   
13 a. For the granule with QA metadata, update the QA flag values using the 

Quality Assurance Update Utility (QAUU). 
  

14 b. For one of the granules that was published upon ingest, hide and unpublish 
that granule. 

  

15 c. For a different granule that was published upon ingest, reingest that 
granule, again. This will cause a granule replacement in the public Data Pool. 

  

16 d. For the granule that is not published upon ingest, publish the granule.   
17 After the second cycle completes, verify the following:   
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# Action Expected Result Notes 
18 a. For the granule whose QA flag values were updated, verify that the METU 

file includes the updated QA flag values but not the granule’s entire metadata. 
  

19 b. For the granule that was hidden and unpublished in the second cycle, verify 
that the METU file includes that granule’s OnlineAccessURLs deletion. 

  

20 c. For the granule that was replaced in the second cycle, verify that the 
METU file includes that granule’s OnlineAccessURLs deletion.<br />Verify 
that the METG file includes the replacement granule’s entire metadata 
including its OnlineAccessURLs and their correct MIME types. 

  

21 d. For the granule that was published in the second cycle, verify that the 
METU file includes that granule’s OnlineAccessURLs and their correct 
MIME types. 

  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

391 AUTOMATIC GRANULE DELETE EXPORT (ECS-ECSTC-2802) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Automatic Granule Delete Export]</i>  #comment 
2 <i>This test must cover at least three consecutive automatic export cycles.<br 

/>This test can be run with either a live ECHO instance or with pre-generated 
Ingest Summary Reports.<br />All cycles should go to the “COMPLETE” 
state.</i> 

 #comment 

3 Locate or install ESDTs with the following characteristics:<br />    a. At least 
one collection whose granules are published upon ingest 

  

4 Make sure that all of the collections are enabled for collection and granule 
metadata export prior to the first cycle. 

  

5 During the first cycle, perform the following:<br />    a. Ingest a granule   
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# Action Expected Result Notes 
which is published upon ingest. 

6 After the first cycle export completes, verify the following:<br />    a. For the 
granule which is published upon ingest, verify that the METG file includes 
that granule. 

  

7 During the second cycle, perform the following:<br />    a. For the granule 
which is published upon ingest, logically delete the granule and unpublish it. 

  

8 After the second cycle export completes, verify the following:<br />    a. For 
the granule which was logically deleted, verify that the METG file includes 
that granule’s deletion and that the METU file, if any, does not contain 
OnlineResourceURL or OnlineAccessURL deletions. 

  

9 During the third cycle, perform the following:<br />    a. For the granule 
which was logically deleted, undelete the granule and republish it. 

  

10 After the third cycle export completes, verify the following:<br />    a. For 
the granule which was undeleted, verify that the METG file includes that 
granule. 

  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

392 AUTOMATIC BROWSE EXPORT (ECS-ECSTC-2803) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Automatic Browse Export]</i>  #comment 
2 <i>This test must cover at least two consecutive automatic export cycles.<br 

/>This test can be run with either a live ECHO instance or with pre-generated 
Ingest Summary Reports.<br />All cycles should go to the “COMPLETE” 
state.<br />Make sure that the MISR collections to be used have been 
correctly configured in the DsMdMisrProcessingCriteria table and that 

 #comment 
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# Action Expected Result Notes 
MISR_SPECIAL_PROCESSING = “Y” in the Insert Utility’s properties 
file.</i> 

3 Locate or install ESDTs with the following characteristics:<br />    a. At least 
one AMSR collection whose granules share associated browse files<br />    b. 
ASTER Level 1A collection whose granules are not published upon ingest<br 
/>    c. ASTER Level 1B collection whose granules are published upon 
ingest<br />    d. At least one MODIS collection whose granules have 
associated browse files<br />    e. At least one MISR Level 1 collection 
whose granules have associated browse files<br />    f. At least one MISR 
Level 2 collection whose granules have associated browse files<br />    g. 
MISR MISBR collection 

  

4 Make sure that all of the collections are enabled for collection and granule 
metadata export prior to the first cycle. 

  

5 During the first cycle, perform the following:   
6 a. Ingest two AMSR granules with no associated browse files.   
7 b. Ingest an ASTER Level 1A granule along with its associated browse file.   
8 c. Ingest an ASTER Level 1B granule derived from the ASTER Level 1A 

granule. Wait until after the ASTER Level 1A granule has been successfully 
ingested before ingesting the ASTER Level 1B granule. 

  

9 d. Ingest a MODIS granule with its associated browse file   
10 e. Ingest a MISR Level 1 granule produced from camera AA data for a 

particular orbit 
  

11 f. Ingest a MISR Level 1 granule produced from camera AN for the same 
orbit as granule e above 

  

12 g. Ingest a MISR Level 2 granule for the same orbit as granule e above.   
13 h. Ingest two MISR MISBR granules for the same orbit as granule e above, 1 

for camera AA and 1 for camera AN 
  

14 After the first cycle export completes, verify the following:   
15 a. For the AMSR granules, verify that the METG file includes those granules 

and no browse file OnlineResourceURLs or cross-references. 
  

16 b. For the ASTER Level 1A granule, verify that the METG file includes that 
granule and the browse cross-reference information but not the browse file 
OnlineResourceURL, that the BBR file includes browse metadata for the 
associated browse file, and that the associated browse file is in the package 
export directory. 

  

17 c. For the ASTER Level 1B granule, verify that the METG file includes that 
granule, the browse cross-reference information and the browse file 
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# Action Expected Result Notes 
OnlineResourceURL, and that the BBR file includes browse metadata for the 
associated browse file and that the browse file is the same as the ASTER 
L1A’s. 

18 d. For the MODIS granule, verify that the METG file includes that granule, 
the browse cross-reference information and the browse file 
OnlineResourceURL, that the BBR file includes browse metadata for the 
associated browse file, and that the associated browse file is in the package 
export directory. 

  

19 e. For the MISR Level 1A granule produced from camera AA, verify that the 
METG file includes that granule, the browse cross-reference information 
indicating the association with the MISBR camera AA browse file and the 
browse file OnlineResourceURL, that the BBR file includes browse metadata 
for the MISBR camera AA browse file, and that the MISBR camera AA 
browse file is in the package export directory. 

  

20 f. For the MISR Level 1A granule produced from camera AN, verify that the 
METG file includes that granule, the browse cross-reference information 
indicating the association with the MISBR camera AN browse file and the 
browse file OnlineResourceURL, that the BBR file includes browse metadata 
for the MISBR camera AN browse file, and that the MISBR camera AN 
browse file is in the package export directory. 

  

21 g. For the MISR Level 2 granule, verify that the METG file includes that 
granule, the browse cross-reference information indicating the association 
with the MISBR camera AN browse file and the browse file 
OnlineResourceURL, that the BBR file includes browse metadata for the 
MISBR camera AN browse file, and that the MISBR camera AN browse file 
is in the package export directory. 

  

22 h. For the MISR MISBR granules, verify that the METG file includes the 
granules and their OnlineAccessURLs and no browse cross-reference 
information. 

  

23 During the second cycle, perform the following:   
24 a. Ingest an AMSR browse file along with a linkage file which references the 

two AMSR granules previously ingested. 
  

25 b. Ingest an ASTER L1A browse file along with a linkage file which 
references the ASTER L1A granule previously ingested. 

  

26 er the second cycle export completes, verify the following:   
27 a. For the AMSR browse file, verify that the METU file includes the browse 

cross-reference information indicating that both AMSR granules share the 
browse file and the browse file OnlineResourceURL for both AMSR 
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# Action Expected Result Notes 
granules, that the BBR file includes browse metadata and that the AMSR 
browse file is in the package export directory. 

28 b. For the ASTER L1A browse file, verify that the METU file includes the 
new browse cross-reference information indicating that both the ASTER L1A 
and ASTER L1B granules share the browse file, the addition of the new 
browse file OnlineResourceURL for the ASTER L1B granule and the 
deletion of the old browse file OnlineResourceURL, that the BBR file 
includes browse metadata and that the new ASTER L1A browse file is in the 
package export directory. 

  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

393 AUTOMATIC MOVE COLLECTION EXPORT (ECS-ECSTC-2804) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Automatic Move Collection Export]</i>  #comment 
2 <i>This test will cover one automatic export cycle.<br />This test can be run 

with either a live ECHO instance or with a pre-generated Ingest Summary 
Report.<br />The cycle should go to the “COMPLETE” state.</i> 

 #comment 

3 Locate or install an ESDT with the following characteristics:<br />    a. 
Public collection which contains at least two granules and can be moved 
within a single export cycle. 

  

4 Make sure that the collection is enabled for collection and granule metadata 
export prior to the cycle. 

  

5 During a cycle, perform the following:<br />    a. Move the collection from 
one Data Pool file system to another Data Pool file system using the Data 
Pool Move Collection Utility. 

  



 

1551 
 

# Action Expected Result Notes 
6 After the cycle completes, verify the following:<br />    a. Verify that the 

METU file contains the OnlineAccessURLs for all of the granules within the 
collection and that the OnlineAccessURLs are correct. 

  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

394 CSS REGISTRY (ECS-ECSTC-2805) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Back up the registry tree.   
2 Remove a component from the mode.   
3 Bring up the registry GUI and verify that the component vanishes from the 

registry GUI. 
  

4 Re-install and configure the component.   
5 Run the registry population utility to populate the values for that component.   
6 Bring up the registry GUI and display the configured parameters and values 

for the component. 
  

7 Return the backed up values to the registry   

 
 
TEST DATA: 
Any current data type 
 
EXPECTED RESULTS: 
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395 USE THE DPL INGEST GUI TO CONFIGURE DATA PROVIDERS (ECS-ECSTC-2806) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Description and Objectives: Verifies Data Providers can be configured 

using the DPL Ingest GUI</i> 
 #comment 

2 <i>[View Data Providers]</i>  #comment 
3 As the ‘ingest admin’ operator, navigate to the Data Provider page on the 

Data Pool Ingest GUI. 
  

4 Verify that all provider information in the INGST CI database appears 
correctly on the Data Provider page. 

  

5 <i>[Configure Data Providers]</i>  #comment 
6 Edit existing provider information (if any) and define new providers to fulfill 

the following requirements:<br />    At least one data provider should have an 
FTP notification method,<br />    at least one data provider should have an 
scp notification method,<br />    at least one data provider should have an 
email notification method,<br />    at least one data provider should have a 
combination FTP/email notification method,<br />    and at least one data 
provider should have a combination scp/email notification method.<br />Scp 
type/cipher combinations to include in the test are:<br />    F-
secure/None;<br />    OpenSSH/aes128;<br />    OpenSSH/3des.<br />At 
least one provider must use active mode.<br />At least one should use 
passive mode. 

  

7 Verify that the Data Pool Ingest GUI allows the ‘ingest admin’ operator to 
edit data provider information. 

  

8 Verify that the Data Pool Ingest GUI prompts the operator to confirm 
changes to existing data providers before saving this information. 

  

9 Verify that the ingest admin operator has the authorization to define new data 
providers (i.e., has access to the data provider pages on the Data Pool Ingest 
GUI, and that information entered by this operator is stored in the database.) 

  

10 Verify that the Data Pool Ingest GUI allows all information in S-DPL-16110 
to be entered. 

  

11 Verify that all of the notification methods in S-DPL-16150 can be entered or 
selected on the Data Pool Ingest GUI, as appropriate for the selected transfer 
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# Action Expected Result Notes 
method as per S-DPL-16110. 

12 For one provider with an FTP Notification method, verify that the Data Pool 
Ingest GUI allows the related FTP information to be entered (FTP host, 
destination directory, login id, password) 

  

13 Verify that the FTP password entered is not shown or stored in the clear.   
14 Verify that the FTP password entered is not shown in the Data Pool Ingest 

GUI log. 
  

15 For one provider with an email notification method, verify that the Data Pool 
Ingest GUI allows the related email address to be entered. 

  

16 Verify that the Data Pool Ingest GUI prompts the operator to confirm 
definitions of new data providers before saving this information. 

  

17 For one provider with an scp notification method, verify that the Data Pool 
Ingest GUI allows the related scp information to be entered (scp host, 
destination directory, login id, password, scp type, and cipher). 

  

18 Verify that the scp password entered is not shown or stored in the clear.   
19 Verify that the scp password entered is not shown in the Data Pool Ingest 

GUI log. 
  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

396 USE THE DPL INGEST GUI TO CONFIGURE POLLING LOCATIONS (ECS-ECSTC-2807) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Description and Objectives: Verifies Polling Locations can be configured 

using the DPL Ingest GUI</i> 
 #comment 

2 <i>[Configure Polling Locations]</i>  #comment 



 

1554 
 

# Action Expected Result Notes 
3 As the Ingest Admin operator use the Data Pool Ingest GUI to define all 

polling locations that will be used for testing this ticket.<br />(Table of data 
provider to polling location mappings, and related S-DPL-16230 information 
for each polling location TBS as part of ITP).<br />    At least one polling 
location should have an FTP polling method,<br />    at least one polling 
location should have a local polling method,<br />    and at least one polling 
location should have an scp polling method.<br />At least one polling 
location using FTP shall be for a provider using local transfers. 

  

4 Verify that the ingest admin operator has the authorization to define the 
polling locations (i.e., has access to the polling location pages on the Data 
Pool Ingest GUI, and that information entered by this operator is stored in the 
database.) 

  

5 Verify that the Data Pool Ingest GUI allows all information in S-DPL-16230 
to be entered. 

  

6 Verify that all of the polling methods in S-DPL-16250 can be entered or 
selected on the Data Pool Ingest GUI. 

  

7 Verify that the Data Pool Ingest GUI prompts the operator to confirm 
definitions of new polling locations before saving this information. 

  

8 <i>[Edit Polling Locations]</i>  #comment 
9 For one polling location, as the ‘ingest admin’ operator, edit all of its existing 

configuration parameters.<br />(NOTE: After this criterion is complete, 
values of these configuration parameters should be reset to appropriate values 
for processing all PDRs in criterion 300). 

  

10 Verify that the Data Pool Ingest GUI allows the ‘ingest admin’ operator to 
edit polling location information. 

  

11 Verify that the Data Pool Ingest GUI prompts the operator to confirm 
changes to existing polling locations before saving this information. 

  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
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397 USE THE DPL INGEST GUI TO CONFIGURE FTP HOSTS (ECS-ECSTC-2808) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Description and Objectives: Verifies FTP Hosts can be configured using 

the DPL Ingest GUI</i> 
 #comment 

2 <i>[Configure FTP hosts]</i>  #comment 
3 As the ‘ingest admin’ operator, navigate to the FTP Host page on the Data 

Pool Ingest GUI. 
  

4 Edit existing ftp host information (if any, from the INGST CI), per S-DPL-
16260, and define new ftp hosts such that all ftp hosts which will be used for 
testing this ticket are defined.<br />(Table of ftp hosts and related S-DPL-
16260 information TBS as part of ITP).<br />At least two ftp hosts should be 
defined that are not configured for the INGST subsystem. 

  

5 Verify that the Data Pool Ingest GUI allows the ‘ingest admin’ operator to 
edit ftp host information. 

  

6 Verify that the Data Pool Ingest GUI prompts the operator to confirm 
changes to existing ftp hosts and definitions of new ftp hosts before saving 
this information. 

  

7 Verify that the ingest admin operator has the authorization to define the ftp 
hosts (i.e., has access to the ftp host pages on the Data Pool Ingest GUI, and 
that information entered by this operator is stored in the database.) 

  

8 Verify that the Data Pool Ingest GUI allows all information in S-DPL-16260 
to be entered. 

  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
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398 USE THE DPL INGEST GUI TO SCP HOSTS CAN BE CONFIGURED USING THE DPL INGEST 
GUI (ECS-ECSTC-2809) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Description and Objectives: Verifies SCP Hosts can be configured using 

the DPL Ingest GUI</i> 
 #comment 

2 <i>[Configure hosts for scp access]</i>  #comment 
3 As the ‘ingest admin’ operator, navigate to the host page on the Data Pool 

Ingest GUI. 
  

4 Edit existing information for hosts accessed via scp (if any, from the INGST 
CI), per S-DPL-16290, and define new scp hosts such that all scp hosts which 
will be used for testing this ticket are defined.<br />(Table of hosts accessed 
via scp, and related S-DPL-16290 information TBS as part of ITP.)<br />Scp 
type/cipher combinations to include in the test are:<br />    F-
secure/None;<br />    OpenSSH/aes128;<br />    OpenSSH/3des,<br />i.e., 
the test needs to involve several different providers. 

  

5 Verify that the Data Pool Ingest GUI allows the ‘ingest admin’ operator to 
enter and edit the scp host information in S-DPL-16290. 

  

6 Verify that the Data Pool Ingest GUI prompts the operator to confirm 
changes to existing scp host parameters and definitions of new scp host 
parameters before saving this information. 

  

7 Verify that the ingest admin operator has the authorization to define the scp 
host parameters in S-DPL-16290 (i.e., has access to the host pages on the 
Data Pool Ingest GUI, and that information entered by this operator is stored 
in the database.) 

  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
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399 VIEW AND MODIFY THE DPL INGEST GUI CONFIGURATION (ECS-ECSTC-2810) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Description and Objectives: Verifies DPL Ingest GUI configuration can 

be viewed and modified correctly.</i> 
 #comment 

2 <i>[View collection configuration]</i>  #comment 
3 As an ‘ingest admin’ operator, use the Data Pool Ingest GUI to list all data 

types for which configuration parameters were entered in criterion 120. 
  

4 Verify that ”Ignore Validation Warnings” and “Public in Data Pool” are 
displayed for each ESDT. 

  

5 Verify that the Data Pool Ingest GUI provides the operator a method to 
quickly select or scan for a subset of existing Data Pool collections without 
having to enter the full ESDT name and version. 

  

6 <i>[Edit collection configuration]</i>  #comment 
7 As an ‘ingest admin’ operator, use the Data Pool Ingest GUI to edit 

publication policy configuration parameters for a Data Pool collection. 
  

8 Verify that the edited configuration parameters are correctly updated in the 
database. 

  

9 <i>[Reconfigure data type parameters.]</i>  #comment 
10 Log into the DPL Ingest GUI as an ‘ingest admin’ operator, and configure a 

data type (ESDT and Version) to be published in the public Data Pool upon 
insert. 

  

11 Submit several PDRs for the data type configured above.<br />There needs to 
be a sufficient number of PDRs and granules such that some granules will 
complete ingest before the configuration change made during the test (see 
next step), and some granules will not start ingest until after the configuration 
change has been applied. 

  

12 After the first few granules completed ingest, re-configure the data type via 
the DPL Ingest GUI such that the data type no longer will be published in the 
Data Pool.<br />Also change the minimum retention period sufficiently long 
so that the ingested granules are not cleaned up immediately after archiving, 
to allow time for the verification steps below. 

  

13 Verify that the first few granules that were ingested before the re-   
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# Action Expected Result Notes 
configuration are queued with the Data Pool Insert Service for insertion into 
the public Data Pool area. 

14 Verify that all granules that started ingest one minute or more after the re-
configuration are inserted into the non-public Data Pool area, and are NOT 
queued with the Data Pool Insert Service for insertion into the public Data 
Pool area.  NOTE: if the Science granule has an associated Browse the 
Browse will be published even if the Science granule is &quot;hidden.&quot; 

  

15 Verify that ALL browse granules ingested as part of the test are recorded as 
public in the AIM schema and that the required browse JPEG files are created 
in the correct location in the public data pool (as recorded in the aim schema). 

  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

400 INGEST SIPS GRANULES WITHOUT PUBLISHING TO THE DATA POOL (ECS-ECSTC-2811) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Description and Objectives: Verifies SIPS ingest without publishing to the 

Data Pool. This is the main regression test of DPL Ingest where all logging 
and ECS Service Host functionality should be tested.</i> 

 #comment 

2 <i>[SIPS Ingest, but not to public Data Pool]</i>  #comment 
3 Filter the list of insert requests by request status SUCCESSFUL.   
4 Select one successful request from the filtered list where the collection in the 

request is configured not to be inserted into the public Data Pool. 
  

5 Verify that the request details are displayed on the Data Pool Ingest GUI, and 
include all information in S-DPL-16670. 

  

6 Verify that the request details include a list of all granules associated with the 
request, in the default order described in S-DPL-16690, and including all 
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# Action Expected Result Notes 
granule information listed in S-DPL-16690. 

7 Verify that all granules in the request are in a SUCCESSFUL state.   
8 Verify that the start and completion of PDR Validation, and the PDR 

Validation information in S-DPL-18345, are included in the application log 
for this request. 

  

9 Verify that the files for each granule in the request are transferred to a 
temporary directory on the file system configured for the collection. 

  

10 Verify that the files for each granule in the request are transferred using the 
configured transfer method. 

  

11 Verify that file transfers for all granules in the request were performed on one 
of the ECS platforms configured for that purpose. 

  

12 Verify that the start and completion of all file transfers, and the file transfer 
information in S-DPL-18350, are included in the application log for this 
request. 

  

13 Verify that the start and completion of ingest operations for the request, and 
all request information in S-DPL-18385, are included in the application log 
for this request. 

  

14 Verify that the start and completion of ingest operations for each granule in 
the request, and all granule information in S-DPL-18380, are included in the 
application log for this request. 

  

15 Verify that the Science granules in the request were inserted into a non-public 
directory on the Data Pool, and that all Data Pool inventory database 
information for non-public granules has been populated.  Also verify all 
Browse granules ingested in this test are PUBLIC (AmGranule(IsOrderOnly) 
is NULL and the AmBrowseOnlineFile contains at least one entry for each 
Browse.   Also verify the Browse JPEG files are stored in the appropriate 
public DataPool directory (as recorded in AmBrowseOnlineFile). 

  

16 Verify that queuing the Data Pool insert and all information in S-DPL-18375 
are included in the application log for this request. 

  

17 Verify that all granules in the request are copied to the ECS archive, to the 
archive locations and volume groups that are configured for the collection in 
the AIM database. This includes all primary, backup, forward processing and 
reprocessing volume groups. 

  

18 Verify that the start and completion of archiving operations for all granules in 
the request, and all granule archiving information in S-DPL-18366, appears 
in the Data Pool Ingest Service application log. 

  

19 Verify that the start and completion of archiving operations for all files in the   
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# Action Expected Result Notes 
request, and all file archiving information in S-DPL-18367, appears in the 
Data Pool Ingest Service application log. 

20 Verify that the ECS archive file names of all granules in the request are 
consistent with the internal file naming convention. (Verify that the file 
names contain the ECS granule id which is the same as the ECS granule id in 
the inventory database and identify the physical file format correctly. 

  

21 Verify that the archive write operations for the granule were executed on one 
of ECS service hosts configured for that purpose. 

  

22 Verify that the XML metadata file is copied into the appropriate directory in 
the small file archive. 

  

23 Verify that the metadata for the granule is correctly inserted into the AIM 
database, and that the metadata was inserted in the AIM database AFTER the 
granule(s) in the request were copied to the ECS archive. 

  

24 Verify that the internal file(s) for the granule(s) are in the AIM metadata for 
the granule(s), and that this information is correct. 

  

25 Verify that the start and completion of metadata insert, and all metadata insert 
information in S-DPL-18370, appears in the Data Pool Ingest Service 
application log. 

  

26 Verify that an xml metadata file is stored in the non-public directory on the 
Data Pool for each granule in the request. 

  

27 Verify that the xml metadata file contents are correct for at least one granule 
of each ESDT used by the test. 

  

28 Verify that the ECSid of the granules in the request are stored in the 
&quot;aim&quot; schema, and in the Data Pool and AIM XML files. 

  

29 Verify that ALL browse granules ingested as part of the test are recorded as 
public in the AIM schema and that the required browse JPEG files are created 
in the correct location in the public data pool (as recorded in the aim schema). 

  

 
 
TEST DATA: 
Any SIPS data type 
 
EXPECTED RESULTS: 
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401 SIPS INGEST AND PUBLISH TO PUBLIC DATA POOL, BAND EXTRACTION (ECS-ECSTC-2812) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Description and Objectives: Verifies SIPS Data Pool Ingest and 

publication in the Data Pool works for a HEG-able granule.</i> 
 #comment 

2 <i>[SIPS Ingest and to public Data Pool, Band Extraction]</i>  #comment 
3 Select one successful request from the filtered list where the collection in the 

request is configured to be inserted into the public Data Pool.<br /><br 
/>THE GRANULES IN THE REQUEST MUST BE REAL HDFEOS 
DATA, BELONGING TO A HEG-ABLE COLLECTION.<br /><br />One 
of the granules shall have invalid band data;<br />all other granules shall 
have valid band data. 

  

4 Verify that all granules in the request have been successfully queued with the 
Data Pool Insert Service for insertion into the public Data Pool. 

  

5 Verify that the queuing of the Data Pool insert and all information in S-DPL-
18375 are included in the application log for this request. 

  

6 Verify, using the debug log or other method supplied in ITP, that the state of 
the request and the state(s) of all granules in the request were updated 
appropriately during processing of the request, and that each non-error state 
in S-DPL-18200 (for the request) and S-DPL-18210 (for granules) was 
logged in the correct order. 

  

7 Verify that start and completion of band extraction was logged for all 
granules, showing successful extraction for the granules with valid band 
information and a band extraction failure for the granule with invalid band 
information. 

  

8 For the granules with valid band information, verify that the band information 
was made available for insertion into the Data Pool inventory and is correct. 
(This can be verified, for example, by checking that the correct information is 
present in the Data Pool inventory or by completing a DPL publishing step 
and verifying that the granules can be ordered for HEG processing from the 
DPL Web GUI and the correct band subsetting options are offered.) 

  

9 Verify that all granules in the request are copied to the ECS archive.   
10 Verify that throughput statistics for archiving operations are stored in the   
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# Action Expected Result Notes 
Data Pool Ingest database, per the time interval configured in criterion 150, 
and that all statistics required in S-DPL-18850 are recorded (number of 
granules by archive, data volume by archive, number of granules per Data 
Pool file system, data volume per Data Pool file system). 

 
 
TEST DATA: 
Any SIPS data type that is HEG-able 
 
EXPECTED RESULTS: 
 

402 CROSS-DAAC INGEST (ECS-ECSTC-2813) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Description and Objectives: Verifies Cross-DAAC Ingest.</i>  #comment 
2 <i>[Perform Cross-DAAC Ingest.]</i>  #comment 
3 This criterion may be verified by a separate test procedure or as part of the 

test procedure for criteria 300 to 395. 
  

4 This test uses the new capability that allows OMS to distribute metadata in 
.met file format. 

  

5 Identify collections that are transferred from one DAAC to another via cross 
DAAC ingest. Include at least two collections that represent ancillary 
granules and two collections that do not. 

  

6 Distribute at least one granule for each collection via OMS to a directory that 
is polled for Data Pool Ingest. Ensure that the corresponding DN includes a 
checksum and that the distribution includes an ODL metadata file (configure 
OMS accordingly). 

  

7 Verify that the corresponding Distribution Notices include a checksum.   
8 Verify that the distribution includes an ODL metadata file (configure OMS 

accordingly) 
  

9 Verify that the granules are ingested successfully.   



 

1563 
 

# Action Expected Result Notes 
10 Reconfigure OMS to distribute metadata files to the destination in XML file 

format. 
  

11 Distribute at least one granule for each collection via OMS to a directory that 
is polled for Data Pool Ingest. Ensure that the corresponding DN includes a 
checksum and that the distribution includes a XML metadata file (configure 
OMS accordingly). 

  

12 Verify that the granules are ingested successfully.   
13 Verify that the AIM inventory contains the correct metadata.   

 
 
TEST DATA: 
Any DDIST data type 
 
EXPECTED RESULTS: 
 

403 INGEST EDOS EXPEDITED EDRS (ECS-ECSTC-2814) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Description and Objectives: Verifies Expedited EDOS / ASTER 

Ingest.</i> 
 #comment 

2 <i>[Ingest EDOS Expedited EDRs]</i>  #comment 
3 With the Data Pool Ingest Service down, place all EDOS Expedited EDRs 

and signal files that will be used for testing in their appropriate polling 
directories.<br />Functional testing will require a typical volume of 
Expedited operational data ingested from EDOS.<br />(It is up to the tester to 
determine whether to perform testing with one subset of the full set of EDRs 
at a time, but all EDRs must ultimately be tested and be successfully 
processed.) 

  

4 Ensure the EDOS Expedited data types are configured not to be published 
upon insert. 

  

5 Ensure that mandatory checksum presence and 100% checksum verification   
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# Action Expected Result Notes 
is configured for the EDOS Expedited provider. 

6 Use the original data type and file type templates and source MCF 
information as defined in the INGST CI. 

  

7 Configure the maximum number of concurrent metadata extractions low 
enough to guarantee that the metadata extractions will run up against the 
configured maximum at least once during testing. 

  

8 Include at least one non-EDOS ingest request in the set of ingest requests that 
are included in the test and ensure that all the information needed to perform 
this ingest operation is configured. 

  

9 Set the default priority for the associated provider to be lower than the highest 
priority. 

  

10 Include at least one EDOS non-expedited request in the set of ingest requests 
that are included in the test and ensure that all the information needed to 
perform this ingest operation is configured.<br />The provider for the EDOS 
non-expedited request should be the same as the provider for the EDOS 
expedited request The polling location may be the same or different. 

  

11 Set the default priority for this provider to be lower than the highest priority.   
12 Start the Data Pool Ingest Service. Wait until all requests are in a stopped 

state (Suspended, Successful, Failed, Partial_Failure) on the Request Page of 
the Data Pool Ingest GUI. 

  

13 Verify that the application log includes the start and completion of the 
metadata extraction steps and that no more than the configured maximum 
number of metadata extractions occurred simultaneously. 

  

14 <i>[Regression, see criterion 340 in DP_S6_01.]</i>  #comment 
15 Select at least one successful EDOS Expedited ingest request and perform for 

it the verification steps 1, 2, 3, 5, 6, 11, 13, 16, 18, 19, 21, and 22 in criterion 
340 in DP_S6_01.  NOTE: for step 11 Browse granules included in the Ingest 
request will be public, on the Science Granules will be in the Hidden Data 
Pool. 

  

16 Verify that the start and completion of EDR Validation, and the EDR 
validation information corresponding to the PDR validation information in S-
DPL-18345, are included in the application log for this request. 

  

17 <i>[Regression, see criterion 340 step V-21.1 in DP_S6_01.]</i>  #comment 
18 For at least one granule of each of the EDOS Expedited data types included 

in the test verify that the metadata stored in the Data Pool XML file are 
correct and match what should have been extracted from the input granule. 

  

19 For at least one granule of each of the EDOS Expedited data types included   
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# Action Expected Result Notes 
in the test verify that the metadata stored in the AIM inventory are correct 
and match what should have been extracted from the input granule. 

20 Verify that all EDRs and PDRs are eventually processed successfully and that 
none of the EDRs or PDRs was processed twice. 

  

21 Verify that the EDOS Expedited data requests were processed at the highest 
possible priority, and that the non-EDOS and EDOS non-expedited requests 
were processed at the default priority configured for their associated data 
providers. 

  

22 Verify that for at least one successful EDOS Expedited EDR that a Expedited 
Acceptance Notice (EAN) was inserted into the DAAC configured local 
directory and was not inserted into the directory configured for EDOS 
notification. 

  

23 Verify for at least one successful EDOS Expedited ingest request that the 
EAN was constructed in compliance with ESDIS document 423-ICD-
EDOS/EGS and follows the naming convention defined in that document. 

  

24 Verify that all temporary information (files, etc.) associated with the EDOS 
Expedited ingest request are removed after the request is complete and the 
EAN was deposited. 

  

25 Verify that ALL browse granules ingested as part of the test are recorded as 
public in the AIM schema and that the required browse JPEG files are created 
in the correct location in the public data pool (as recorded in the aim schema). 

  

 
 
TEST DATA: 
Any Expedited data types 
 
EXPECTED RESULTS: 
 

404 VERIFIES EMOS INGEST (POLLING WITHOUT DELIVERY RECORD FUNCTIONALITY) (ECS-
ECSTC-2815) 

DESCRIPTION: 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 <i>Description and Objectives: Verifies EMOS Ingest (Polling without 

delivery record functionality).</i> 
 #comment 

2 <i>[Submit EMOS Data Files]</i>  #comment 
3 Configure the EMOS Data Provider.   
4 Place several EMOS Data Files into the EMOS polling location.   
5 Start the Data Pool Ingest Service.   
6 Wait until all requests are in a stopped state (Suspended, Successful, Failed, 

Partial_Failure) on the Request page of the Data Pool Ingest GUI. 
  

7 Verify that the application log includes the start and completion of the 
metadata extraction steps for each granule. 

  

8 Verify that no more than the configured maximum number of metadata 
extraction steps were performed concurrently. 

  

9 Verify that the shortname and version id corresponding to the volume group 
used for archiving the granules are the shortname and version id configured 
for the EMOS data provider. 

  

10 For at least one EMOS granule included in the test, verify that the metadata 
stored in the Data Pool XML file are correct and match what should have 
been extracted from the input granule, according to the source MCF 
configuration in the Ingest database. 

  

11 For at least one EMOS granule included in the test, verify that the metadata 
stored in the AIM inventory database are correct and match what should have 
been extracted from the input granule, according to the source MCF 
configuration in the Ingest database. 

  

12 Verify that the shortname and version id for the granule in the AIM database 
are the shortname and version id configured for the EMOS data provider. 

  

13 Verify that all EMOS Data Files are eventually processed successfully and 
that none of the Data Files is processed twice. 

  

14 For at least one successful EMOS ingest request, verify that all temporary 
information (files, etc.) associated with the ingest request are removed after 
the request is complete. 

  

15 Verify no PAN is generated and no notification is queued in Ingest database 
for Notification Service. 

  

16 Verify the file size in DPL database and Inventory database match the real 
file size of the granule. 

  

17 Verify the file size saved in Datapool xml file and small file archive xml file 
match the real file size of the granule. 
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TEST DATA: 
ActSched.001 
 
EXPECTED RESULTS: 
 

405 VERIFIES EDOS INGEST (ECS-ECSTC-2816) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Description and Objectives: Verifies EDOS Ingest.</i>  #comment 
2 <i>[Submit EDOS PDRs]</i>  #comment 
3 With the Data Pool Ingest Service down, place all EDOS PDRs and signal 

files (XFR files) that will be used for testing in the configured EDOS polling 
directories. 

  

4 Ensure the EDOS data types are configured not to be published upon insert, 
and to be retained in the Data Pool for 24 hours. 

  

5 Use the original data type and file type templates and source MCF 
information as defined in the INGST CI. 

  

6 Start the Data Pool Ingest Service. Wait until all requests are in a stopped 
state (Suspended, Successful, Failed, Partial_Failure) on the Request Page of 
the Data Pool Ingest GUI. 

  

7 Verify that the application log includes the start and completion of the 
metadata extraction steps. 

  

8 Use the application log to verify that no more than the configured maximum 
number of metadata extraction steps were performed concurrently. 

  

9 Verify that the metadata stored in the Data Pool XML file are correct and 
match what should have been extracted from the input granule. 

  

10 Verify that the metadata stored in the AIM inventory are correct and match 
what should have been extracted from the input granule. 

  

11 Verify that all PDRs are eventually processed successfully and that none of 
the PDRs was processed twice. 
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# Action Expected Result Notes 
12 Verify that for at least one successful EDOS PDR that a Product Acceptance 

Notice was inserted into the DAAC configured local directory and was not 
inserted into the directory configured for EDOS notification. 

  

13 Verify for at least one successful EDOS ingest request that the PAN was 
constructed in compliance with ESDIS document 423-ICD-EDOS/EGS and 
follows the naming convention defined in that document. 

  

14 Verify that all temporary information (files, etc.) associated with the ingest 
request are removed after the request is complete and the PAN was deposited. 

  

15 Verify that ALL browse granules ingested as part of the test are recorded as 
public in the AIM schema and that the required browse JPEG files are created 
in the correct location in the public data pool (as recorded in the aim schema). 

  

 
 
TEST DATA: 
Any EDOS data types 
 
EXPECTED RESULTS: 
 

406 VERIFIES ASTER INGEST (ECS-ECSTC-2817) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Description and Objectives: Verifies ASTER Ingest.</i>  #comment 
2 <i>[Submit all ASTER PDRs]</i>  #comment 
3 Configure ASTER L1A not to be published in the Data Pool.   
4 Use the original data type and file type templates and source MCF 

information as defined in the INGST CI. 
  

5 Submit several ASTER PDRs to an ASTER polling location (Provider’s 
preprocessing type is NONE). 

  

6 Start Data Pool Ingest and wait until all requests are in a stopped state 
(Suspended, Successful, Failed, Partial_Failure) on the Request Page of the 
Data Pool Ingest GUI. 
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# Action Expected Result Notes 
7 Verify that the Data Pool Ingest Service application log includes information 

about the start and completion of metadata extraction steps. 
  

8 Using the application or performance log, verify that the number of 
concurrent metadata extraction steps did not exceed the configured 
maximum. 

  

9 Verify that the DAR identifications are included correctly in the metadata.   
10 Verify that the Local Granule ID is constructed correctly, that is, from the 

ESDT short name and version, the calendar date and time of day of the 
observation, and the production date and time, according to the following 
example:<br /><br 
/>'AST_L1A#00301032001055217_01162001155025.hdf'. 

  

11 Verify that the value of the product specific attribute ASTERGRANULEID 
matches the id of the ASTER granule provided in the PDR. 

  

12 For the ASTER Browse granule(s), verify that the Browse linkages have been 
performed correctly in the AIM database. 

  

13 Verify that the Data metadata and linkage information in the Data Pool 
inventory database and in the XML files is correct. 

  

14 Verify that the PAN was correctly transmitted as per configured notification 
method. 

  

15 Verify that the PAN was constructed in compliance with the applicable ICD.   
16 Verify that ALL browse granules ingested as part of the test are recorded as 

public in the AIM schema and that the required browse JPEG files are created 
in the correct location in the public data pool (as recorded in the aim schema). 

  

 
 
TEST DATA: 
Any ASTER data types 
 
EXPECTED RESULTS: 
 

407 VERIFIES MISBR INGEST AND LINKAGES ARE HANDLED CORRECTLY (ECS-ECSTC-2818) 

DESCRIPTION: 
 
PRECONDITIONS: 
 



 

1570 
 

STEPS:   
# Action Expected Result Notes 
1 <i>Description and Objectives: Verifies MISBR Ingest and linkages are 

handled correctly.</i> 
 #comment 

2 <i>[Ingest MISBR, MISR L1, MISR L2]</i>  #comment 
3 Ingest one L1, one L2, and one MISBR which should link together.   
4 <i>Verify that the MISR granules are successfully ingested into ECS.<br 

/>Specifically, verify for at least one MISR Level 1 granule, one MISR Level 
2 granule, and one MISBR granule that:</i> 

 #comment 

5  1. the granule information is recorded 
correctly in the AIM inventory 
database 

 

6  2. the granule XML metadata files are 
stored in XML Archive and their 
contents are correct 

 

7  3. the science data files are stored into 
archive 

 

8  4. the links between the MISR science 
granules and the matching MISBR 
granules are correctly recorded in the 
AIM database. 

 

9 Verify that ALL browse granules that were created (because the MISBR was 
configured as public and the MISBR matched the criteria of a L1 or L2 
granule  and thus generated browse granules) are recorded as public in the 
AIM schema and that the required browse JPEG files are created in the 
correct location in the public data pool (as recorded in the aim schema). 

  

 
 
TEST DATA: 
MISR Level 1, MISR Level 2, and MISBR.005 
 
EXPECTED RESULTS: 
 

408 FTP POLLING, TRANSFERS, AND NOTIFICATION (ECS-ECSTC-2819) 

DESCRIPTION: 
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PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Description and Objectives: Verifies successful Ingest is possible using 

FTP as the transferring mechanism.</i> 
 #comment 

2 <i>[FTP Polling, Transfers, and Notification]</i>  #comment 
3 Use a provider which has an FTP polling location, the provider transfer type 

configured to FTP, and the Notification method set to FTP.<br />Also ensure 
that Active FTP is used.<br />If no such provider exists, then create a new 
provider or modify an existing provider. 

  

4 Place a PDR in the polling location and verify that an ingest request is created 
for that PDR within the configured polling interval. 

  

5 Verify in the Polling log that the file was transferred via FTP.   
6 Verify that eventually the request completes successfully.   
7 Verify in the Processing log that each file for each granule in the request was 

transferred via FTP. 
  

8 Verify that a PAN file is present in the notification directory.   
9 Verify in the Notification log file that the PAN file was transferred via FTP.   
10 Reconfigure the provider to use Passive FTP.   
11 Submit another PDR and verify that a new request is created and completes 

successfully. 
  

12 Also verify that a PAN file is present in the notification directory.   

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

409 LOCAL POLLING, TRANSFERS, AND EMAIL NOTIFICATION (ECS-ECSTC-2820) 

DESCRIPTION: 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 <i>Description and Objectives: Verifies successful Ingest is possible using 

local copies as the transferring mechanism. Also verifies email 
notification.</i> 

 #comment 

2 <i>[Local Polling, Transfers, and Email Notification]</i>  #comment 
3 Use a provider which has a local polling location, the provider transfer type 

configured to Local, and the Notification method set to Email.<br />If no 
such provider exists, then create a new provider or modify an existing 
provider. 

  

4 Place a PDR in the polling location and verify that an ingest request is created 
for that PDR within the configured polling interval. 

  

5 Verify in the Polling log that the file was transferred locally (via a copy).   
6 Verify that eventually the request completes successfully.   
7 Verify in the Processing log that each file for each granule in the request was 

transferred via a local copy command. 
  

8 Verify that an email is received which contains the PAN file information.   

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

410 SCP POLLING, TRANSFERS, AND NOTIFICATION (ECS-ECSTC-2821) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Description and Objectives: Verifies successful Ingest is possible using 

SCP as the transferring mechanism.</i> 
 #comment 

2 <i>[SCP Polling, Transfers, and Notification]</i>  #comment 
3 Use a provider which has an SCP polling location, the provider transfer type   
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# Action Expected Result Notes 
configured to SCP, and the Notification method set to SCP using F-Secure 
and no cipher.<br />If no such provider exists, then create a new provider or 
modify an existing provider. 

4 Place a PDR in the polling location and verify that an ingest request is created 
for that PDR within the configured polling interval. 

  

5 Verify in the Polling log that the file was transferred via SCP.   
6 Verify that eventually the request completes successfully.   
7 Verify in the Processing log that each file for each granule in the request was 

transferred via SCP. 
  

8 Verify that a PAN file is present in the notification directory.   
9 Verify in the Notification log file that the PAN file was transferred via SCP.   
10 Reconfigure the provider to use scp using OpenSSH and cipher aes128.   
11 Submit another PDR and verify that a new request is created and completes 

successfully. Also verify that a PAN file is present in the notification 
directory. 

  

12 Reconfigure the provider to use scp using OpenSSH and cipher des.   
13 Submit another PDR and verify that a new request is created and completes 

successfully. Also verify that a PAN file is present in the notification 
directory. 

  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

411 BROWSE GRANULE(S) IN SAME PDR AS SCIENCE GRANULE, WHERE SCIENCE GRANULE IS 
TO BE INSERTED IN PUBLIC DATA POOL (ECS-ECSTC-2822) 

DESCRIPTION: 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 <i>Description and Objectives: Verifies ingest of Browse granule in the same 

PDR as the science granule is successful and that the linkage is recorded 
successfully.</i> 

 #comment 

2 <i>[Browse granule(s) in same PDR as science granule, where science 
granule is to be inserted in public Data Pool]</i> 

 #comment 

3 Select one successful request from the filtered list where one or more science 
granules in the request have associated Browse granule(s) in the same PDR 
(e.g., AMSR Level 3), and the science collection is configured to be inserted 
in the public Data Pool. 

  

4 Verify that the browse linkage information is included in the AIM metadata 
(database) for the science granule. 

  

5 Verify that the science granule(s) are queued with the Data Pool Insert 
Service for insertion into in the public Data Pool. 

  

6 Verify that the original (hdfeos) version(s) of the associated browse 
granule(s) are stored in the Data Pool in the hidden directory structure. 

  

7 Verify that the science granule(s) and the original version(s) of the associated 
browse granule(s) are copied to the archive. 

  

8 Verify that the browse file name in the archive includes the ECS id that was 
pre-assigned to the browse granule. 

  

9 Verify that the science granule(s) and the original version(s) of the associated 
browse granule(s) are removed from the Data Pool hidden directory structure 
after their ingest request completes, subject to the rules in S-DPL-18455 and 
S-DPL-18460. 

  

10 Verify that the start and completion of preprocessing operations, and all 
preprocessing information in S-DPL-18365, is included in the Data Pool 
Ingest Service application log for this request.  Note: all Browse granules 
should be public at the completion of the test.  This means they should have 
JPEG files in the public data pool. 

  

 
 
TEST DATA: 
Any data type with Browse 
 
EXPECTED RESULTS: 
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412 BROWSE GRANULE(S) IN SEPARATE PDR FROM SCIENCE GRANULE, WHERE SCIENCE 
GRANULE IS TO BE INSERTED IN PUBLIC DATA POOL (ECS-ECSTC-2823) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Description and Objectives: Verifies correct linking when ingesting a 

browse granule with a linkage file.</i> 
 #comment 

2 <i>[Browse granule(s) in separate PDR from science granule, where science 
granule is to be inserted in public Data Pool]</i> 

 #comment 

3 Submit two PDRs, the first for ingest of a science granule, and the second for 
ingest of (an) associated Browse granule(s), where the science collection is 
configured for public Data Pool insert (e.g., AMSR Level 2).<br />The PDRs 
should be submitted far enough apart in time such that the science granule is 
archived and queued for insertion into the public Data Pool before the browse 
PDR is submitted. 

  

4 Verify that the browse linkage information is included in the AIM metadata 
(database) for the science granule. 

  

5 Verify that the science granule(s) are queued with the Data Pool Insert 
Service for insertion into in the public Data Pool. 

  

6 Verify that the original (hdfeos) version(s) of the associated browse 
granule(s) are stored in the Data Pool in the hidden directory structure. 

  

7 Verify that the science granule(s) and the original version(s) of the associated 
browse granule(s) are copied to the archive. 

  

8 Verify that the browse file name in the archive includes the ECS id that was 
pre-assigned to the browse granule. 

  

9 Verify that the science granule(s) and the original version(s) of the associated 
browse granule(s) are removed from the Data Pool hidden directory structure 
after their ingest request completes, subject to the rules in S-DPL-18455 and 
S-DPL-18460. 

  

10 Verify that the start and completion of preprocessing operations, and all 
preprocessing information in S-DPL-18365, is included in the Data Pool 
Ingest Service application log for this request. 
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TEST DATA: 
Any current data types with Browse 
 
EXPECTED RESULTS: 
 

413 QA GRANULE(S) IN SAME PDR AS SCIENCE GRANULE, WHERE SCIENCE GRANULE IS TO 
BE INSERTED IN PUBLIC DATA POOL (ECS-ECSTC-2824) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Description and Objectives: Verifies correct linking when ingesting a QA 

granule and science granule in the same PDR.</i> 
 #comment 

2 <i>[QA granule(s) in same PDR as science granule, where science granule is 
to be inserted in public Data Pool]</i> 

 #comment 

3 Select one successful request from the filtered list where one or more science 
granules in the request have associated QA granule(s) in the same PDR, and 
the science collection is configured to be archived and to be inserted in the 
public Data Pool. 

  

4 Verify that the QA linkage information is included in the AIM metadata 
(database) for the science granule. 

  

5 Verify that the science granule(s) are queued with the Data Pool Insert 
Service for insertion into the public Data Pool. 

  

6 Verify that the science granule(s) and the associated QA granule(s) are copied 
to the archive. 

  

7 Verify that the QA file name in the archive includes the ECS id that was pre-
assigned to the QA granule. 

  

8 Verify that the science granule(s) and the QA granule(s) are removed from 
the Data Pool hidden directory structure after their ingest request completes, 
subject to the rules in S-DPL-18455. 
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TEST DATA: 
Any current data types with associated QA 
 
EXPECTED RESULTS: 
 

414 PH GRANULE(S) IN SAME PDR AS SCIENCE GRANULE, WHERE SCIENCE GRANULE IS TO 
BE INSERTED IN PUBLIC DATA POOL (ECS-ECSTC-2825) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Description and Objectives: Verifies correct linking when ingesting a PH 

granule and a science granule in the same PDR.</i> 
 #comment 

2 <i>[PH granule(s) in same PDR as science granule, where science granule is 
to be inserted in public Data Pool]</i> 

 #comment 

3 Select one successful request from the filtered list where one or more science 
granules in the request have associated PH granule(s) in the same PDR, and 
the science collection is configured to be inserted in the public Data Pool.<br 
/>Assume PH will not be enabled for public Data Pool insert. 

  

4 Verify that the PH linkage information is included in the AIM metadata 
(database) for the science granule. 

  

5 Verify that the science granule(s) and associated PH granule(s) are stored in 
the Data Pool hidden directory structure. 

  

6 Verify that the science granule(s) and associated PH granule(s) are copied to 
the archive. 

  

7 Verify that the PH file name in the archive includes the ECS id that was pre-
assigned to the PH granule. 

  

8 Verify that the science granule(s) and the PH granule(s) are removed from the 
Data Pool hidden directory structure after their ingest request completes, 
subject to the rules in S-DPL-18455. 
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TEST DATA: 
Any current data types with associated PH 
 
EXPECTED RESULTS: 
 

415 PH GRANULE(S) IN DIFFERENT PDR FROM SCIENCE GRANULE, WHERE SCIENCE 
GRANULE IS TO BE INSERTED IN PUBLIC DATA POOL (ECS-ECSTC-2826) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Description and Objectives: Verifies correct linking when ingesting a PH 

granule with a linkage file.</i> 
 #comment 

2 <i>[PH granule(s) in different PDR from science granule, where science 
granule is to be inserted in public Data Pool]</i> 

 #comment 

3 Submit two PDRs, the first for ingest of a science granule, and the second for 
ingest of (an) associated PH granule(s), where the science collection is 
configured for public Data Pool insert.<br />The PDRs should be submitted 
far enough apart in time such that the science granule is archived and queued 
for insertion into the public Data Pool before the PH PDR is submitted. 

  

4 Verify that the PH linkage information is included in the AIM metadata 
(database) for the science granule. 

  

5 Verify that the science granule(s) and associated PH granule(s) are stored in 
the Data Pool hidden directory structure. 

  

6 Verify that the science granule(s) and associated PH granule(s) are copied to 
the archive. 

  

7 Verify that the PH file name in the archive includes the ECS id that was pre-
assigned to the PH granule. 

  

8 Verify that the science granule(s) and the PH granule(s) are removed from the 
Data Pool hidden directory structure after their ingest request completes, 
subject to the rules in S-DPL-18455. 
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TEST DATA: 
Any current data types with associated PH 
 
EXPECTED RESULTS: 
 

416 DATA POOL REGISTRATION ERROR – RETRIED (ECS-ECSTC-2827) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Description and Objectives: This test verifies that the Data Pool Ingest 

system properly handles, reports on, and recovers from Data Pool 
Registration Errors:</i> 

 #comment 

2 <i>[Data Pool Registration Error – Retried.]</i>  #comment 
3 <i>This criterion may be verified by a separate test procedure or as part of the 

test procedure for criteria 300 to 395.</i> 
 #comment 

4 Ensure that an e-mail address for operator notification regarding ingest 
interventions is configured. 

  

5 Submit a valid PDR for at least two granules neither of which will be 
published in the Data Pool as part of the insert. 

  

6 Cause one of the granules to return a retriable error during Data Pool 
registration i.e. while trying to register the granule and its file in the Data 
Pool inventory. 

  

7 Verify that the Data Pool registration is retried using the configured retry 
interval and retry limit but ensure that the error condition persists. 

  

8 Verify that each error is logged in the ingest application log in accordance 
with S-DPL-18320. 

  

9 Verify that the granule is suspended after the configured retry limit is 
exhausted. 

  

10 Verify that the request state eventually changes to ‘Suspended’<br />[Note: 
the request may temporarily be in the ‘Partially_Suspended’ state depending 
on how quickly the retries are exhausted as compared to the time needed to 
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# Action Expected Result Notes 
complete the remaining granules.] 

11 Verify that an operator intervention is queued for the request after all 
remaining granules complete ingest and that the intervention appears in the 
monitoring screen. 

  

12 Verify that an e-mail is sent to the configured e-mail address regarding the 
intervention that provides the information mandated in S-DPL-17255. 

  

13 Verify that the operator intervention request is logged in the Data Pool Ingest 
Service application log. 

  

14 Verify that the intervention monitoring screen shows the information 
mandated in S-DPL-17265. 

  

15 Verify that the error type displayed in the monitoring screen is appropriate.   
16 Verify that it is possible to select an intervention and access its details from 

the intervention monitoring screen. 
  

17 Verify that the intervention details include a granule list showing suspended 
granules first. 

  

18 Verify that the granule list contains the information mandated by S-DPL-
17330 and indicates the correct error type. 

  

19 Verify that it is possible to display granule details for a suspended granule as 
mandated by S-DPL-17340 and that the information includes information 
pertinent to the specific Data Pool registration error. 

  

20 Correct the problem that caused the Data Pool registration error and verify 
that it is possible to resume the granule. 

  

21 Verify that the closure of the intervention is recorded correctly as per S-DPL-
17370. 

  

22 Verify that the closure of the intervention is correctly recorded in the request 
annotations as per S-DPL-17216. 

  

23 Verify that the request completes and the request state changes to 
‘Successful’. 

  

24 Verify that a PAN is transmitted using the notification method configured for 
the provider. 

  

25 Verify that the PAN is formatted in compliance with the SIPS ICD.   
26 Verify that the PAN correctly identifies the request as having been successful 

as per SIPS ICD. 
  

 
 



 

1581 
 

TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

417 DATA POOL REGISTRATION ERROR – FAILED. (ECS-ECSTC-2828) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Data Pool Registration Error – Failed.]</i>  #comment 
2 <i>This criterion may be verified by a separate test procedure or as part of the 

test procedure for criteria 300 to 395.</i> 
 #comment 

3 Ensure that an e-mail address for operator notification regarding ingest 
interventions is configured. 

  

4 Submit a valid PDR for at least two granules neither of which will be 
published in the Data Pool as part of the insert. 

  

5 Cause one of the granules to return a retriable error during Data Pool 
registration i.e. while trying to register the granule and its file in the Data 
Pool inventory. 

  

6 Verify that the Data Pool registration is retried using the configured retry 
interval and retry limit but ensure that the error condition persists. 

  

7 Verify that each error is logged in the ingest application log in accordance 
with S-DPL-18320. 

  

8 Verify that the granule is suspended after the configured retry limit is 
exhausted. 

  

9 Verify that the request state eventually changes to ‘Suspended’<br />[Note: 
the request may temporarily be in the ‘Partially_Suspended’ state depending 
on how quickly the retries are exhausted as compared to the time needed to 
complete the remaining granules.] 

  

10 Verify that an operator intervention is queued for the request after all 
remaining granules complete ingest and that the intervention appears in the 
monitoring screen. 

  

11 Verify that an e-mail is sent to the configured e-mail address regarding the   
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# Action Expected Result Notes 
intervention that provides the information mandated in S-DPL-17255. 

12 Verify that the operator intervention request is logged in the Data Pool Ingest 
Service application log. 

  

13 Verify that the intervention monitoring screen shows the information 
mandated in S-DPL-17265. 

  

14 Verify that the error type displayed in the monitoring screen is appropriate.   
15 Verify that it is possible to select an intervention and access its details from 

the intervention monitoring screen. 
  

16 Verify that the intervention details include a granule list showing suspended 
granules first. 

  

17 Verify that the granule list contains the information mandated by S-DPL-
17330 and indicates the correct error type. 

  

18 Verify that it is possible to display granule details for a suspended granule as 
mandated by S-DPL-17340 and that the information includes information 
pertinent to the specific Data Pool registration error. 

  

19 Verify that it is possible to select the suspended granule and fail it.   
20 Verify that the closure of the intervention was recorded correctly as per S-

DPL-17370. 
  

21 Verify that the closure of the intervention is correctly recorded in the request 
annotations as per S-DPL-17216. 

  

22 Verify that the request state becomes ‘Partial_Failure’.   
23 Verify that the granule state becomes ‘PreprocErr’.   
24 Verify that a PAN is transmitted using the notification method configured for 

the provider. 
  

25 Verify that the PAN is formatted in compliance with the SIPS ICD.   
26 Verify that the PAN correctly identifies the disposition of each granule as 

specified in the SIPS ICD. 
  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
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418 ADD & MODIFYING VOLUME GROUPS (ECS-ECSTC-2829) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Description and Objectives: Verifies it is possible to add and modify 

volume groups using the DPL Ingest GUI and that the server correctly uses 
the new volume groups.</i> 

 #comment 

2 <i>[Add &amp; Modifying Volume Groups]</i>  #comment 
3 Using the DPL Ingest GUI add a primary and backup Volume Group for a 

collection. 
  

4 Ingest a granule and verify that it goes to the primary and backup volume 
groups. 

  

5 Modify Volume group and give it a new path   
6 Ingest a granule and verify that it goes to the new path.   
7 Click on reports and verified that the addition and modification from above 

are displayed in the report. 
  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

419 VERIFIES CORRECT LINKING OF AST_L1A, AST_L1B, AND BROWSE (ECS-ECSTC-2830) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Description and Objectives: Verifies correct linking of AST_L1A,  #comment 
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# Action Expected Result Notes 
AST_L1B, and Browse. Covers several use cases at LP DAAC including 
replacement scenarios.</i> 

2 <i>[Ingest of AST_L1A with Browse]</i>  #comment 
3 Ensure AST_L1A.003 is not be configured for public Data Pool insert.   
4 Ingest an AST_L1A.003 granule with an associated Browse granule.   
5 Verify that the ingest requests for the AST_L1A and Browse granules are in 

the SUCCESSFUL state. 
  

6 Verify that both the AST_L1A granule and the associated Browse granule are 
successfully stored in the correct archive file location(s), corresponding to the 
open volume groups for the AST_L1A and Browse ESDTs respectively. 

  

7 Verify that the IIU stores metadata for both the AST_L1A and the Browse 
granule in the Inventory database, and that this metadata is complete and 
correct. 

  

8 Verify that the IIU stores complete and correct linkage information in the 
Inventory database, linking the correct AST_L1A granule to the Browse 
granule. 

  

9 Verify that the DPL Ingest Service stores Browse linkage information in the 
AST_L1A XML metadata file, including the UR of the Browse granule. 

  

10 <i>[AST_L1B linkage]</i>  #comment 
11 Configure the AST_L1B.003 ESDT for insert into the public Data Pool.   
12 Ingest an AST_L1B granule produced from the first AST_L1A granule 

ingested. The AST_L1B granule does not have to be produced as part of this 
test. 

  

13 Verify that the ingest request for AST_L1B reaches a SUCCESSFUL state.   
14 Verify that the AST_L1B granule is successfully stored in the correct archive 

file location(s), corresponding to the open volume groups for the AST_L1B 
ESDT. 

  

15 Verify that the IIU stores complete and correct linkage information in the 
Inventory database, linking the AST_L1B granule to the Browse granule 
associated with the most recently inserted AST_L1A which matches the 
temporal range of the AST_L1B. 

  

16 Verify that the DPL Ingest Service stores Browse linkage information in the 
AST_L1B XML metadata file for the correct Browse file, including the UR 
of the Browse granule. 

  

17 <i>[Duplicate AST_L1A]</i>  #comment 
18 Submit a second PDR for the same AST_L1A.003 granule that was ingested 

previously, with the same associated browse granule. 
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# Action Expected Result Notes 
19 Verify that the ingest requests for the AST_L1A and Browse granules are in 

the SUCCESSFUL state. 
  

20 Verify that the IIU stores complete and correct linkage information in the 
Inventory database, linking the second Browse granule to the second 
AST_L1A granule, and not to the original AST_L1A granule inserted. 

  

21 Verify that the XML file for the second AST_L1A granule contains linkage 
information for the second Browse granule, that the XML file for the first 
AST_L1A inserted has not been updated, and that the XML file for the 
AST_L1B has not been updated. 

  

22 <i>[AST_L1B produced from duplicate AST_L1A]</i>  #comment 
23 Ingest an AST_L1B granule produced from the second AST_L1A granule 

ingested. 
  

24 Ensure that Data Pool granule replacement is turned on for the AST_L1B 
collection. 

  

25 Verify that the ingest request for AST_L1B reaches a SUCCESSFUL state.   
26 Verify that the IIU stores complete and correct linkage information in the 

Inventory database, linking the AST_L1B granule ingested in this criterion to 
the second Browse granule ingested. 

  

27 Verify that the XML file for the AST_L1B granule ingested in this criterion 
contains linkage information for the second Browse granule ingested, and that 
the XML file for the first AST_L1B inserted has not been updated. 

  

28 <i>[Browse replacement]</i>  #comment 
29 Ingest a new Browse granule that references the local granule id shared by the 

two AST_L1A granules. 
  

30 <i>(This test simulates the LPDAAC practice of replacing a bad browse 
granule).</i> 

 #comment 

31 Verify that the Browse granule reaches a SUCCESSFUL state in Data Pool 
ingest. 

  

32 Verify that the Browse granule is stored in the browse archive.   
33 Verify that the IIU successfully stores all required metadata for the Browse 

granule in the Inventory database. 
  

34 Verify that the IIU links the Browse to the second AST_L1A and second 
AST_L1B granules. 

  

35 Verify that the IIU removes the existing links between the second AST_L1A 
and second AST_L1B granules, and the Browse granule linked to them. 

  

36 Verify that the Data Pool Ingest Service replaces the browse linkage 
information in the XML metadata files for the second AST_L1A and second 
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# Action Expected Result Notes 
AST_L1B granules with the new browse granule id. 

37 Verify that the existing links between the first AST_L1A and first AST_L1B 
granules ingested and the first Browse granule ingested are not updated. 

  

38 Verify that the XML file for the first AST_L1A inserted has not been 
updated, and that the XML file for the first AST_L1B inserted has not been 
updated. 

  

39 <i>[Special PSA handling for ASTER data]</i>  #comment 
40 For the AST_L1A and AST_L1B granules ingested, verify that the IIU 

extracted the Product Specific Attribute named RadiometricDBVersion and 
stored it in the Inventory database. 

  

41 For the AST_L1A and AST_L1B granules ingested, verify that the IIU 
extracted the Product Specific Attribute named GeometricDBVersion and 
stored it in the Inventory database. 

  

42 For the AST_L1A and AST_L1B granules ingested, verify that the IIU 
extracted the Product Specific Attribute named DAR_ID and stored it in the 
Inventory database. 

  

 
 
TEST DATA: 
AST_L1A.003, AST_L1B.003, Browse 
 
EXPECTED RESULTS: 
 

420 CHECKSUM DURING DPL INGEST OF BROWSE, QA, PH, DAP (ECS-ECSTC-2831) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Description and Objectives: Verifies DPL Ingest correctly calculates and 

stores checksum information for ancillary types.</i> 
 #comment 

2 <i>[Checksum during DPL Ingest of Browse, QA, PH, DAP]</i>  #comment 
3 Configure a data provider whose granules are public in the Data Pool to 

checksum 100% of the files ingested. Ingest at least one Browse and one of 
  



 

1587 
 

# Action Expected Result Notes 
each ancillary (QA, PH, DAP). 

4 Verify the Ingest GUI allows for configuration of a default checksum 
algorithm of cksum or md5sum. 

  

5 Verify the checksum value of each browse and ancillary file is stored in the 
Ingest database along with the checksum algorithm used and a checksum 
origin of “DPLIngst”. 

  

6 Verify that the default configured checksum algorithm was used to calculate 
the checksum. 

  

7 Verify that one of the configured checksum service hosts was used to perform 
the checksum verification and that this was not the same service host used for 
the file transfer. 

  

8 Verify that the database tables in the DataPool database are populated with 
the appropriate checksum information for every data file. 

  

9 Verify that the database tables in the AIM Inventory database are populated 
with the appropriate checksum information for every data file. 

  

10 Verify that the checksum information is included in the datapool xml file for 
every ancillary file. 

  

11 Verify that the checksum is stored in the Data Pool Database for every 
ancillary files. 

  

 
 
TEST DATA: 
Browse, QA, PH, DAP 
 
EXPECTED RESULTS: 
 

421 FAULT RECOVERY (ECS-ECSTC-2832) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Description and Objectives: Verifies DPL Ingest correctly recovers 

granules and requests during a fault recovery situation.</i> 
 #comment 
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# Action Expected Result Notes 
2 <i>[Fault Recovery]</i>  #comment 
3 Kill the Data Pool Ingest processing service while granules are actively being 

ingested. 
  

4 Bring the Data Pool Ingest processing service back up.   
5 Verify that all granules active at the time of shutdown complete successfully.   

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

422 QUALIFIED SUBSCRIPTION INSERT (ECS-ECSTC-2833) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Qualified Subscription Insert]</i>  #comment 
2 Insert a granule with browse into ECS for which there is an existing qualified 

Data Pool insert subscription. 
  

3 Verify that the granule and its browse file were successfully inserted into the 
Data Pool by checking the status of the insert action in the Data Pool database 
(DlInsertActionQueue). 

  

4 Verify, using isql, that the granule was inserted into the DlGranules table and 
the browse granule was inserted into the DlBrowse table. 

  

5 Verify, using UNIX ‘cd’ and ‘ls’ commands, that the files for the granule 
were inserted into the appropriate Data Pool directory and that the browse 
files were inserted into the appropriate Data Pool directory, and that a link to 
the browse file is present in the science file directory. 
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TEST DATA: 
Any current data type which has associated browse files 
 
EXPECTED RESULTS: 
 

423 PUBLISH WITH THEME (ECS-ECSTC-2834) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Publish with Theme]</i>  #comment 
2 Insert nonECS granules into the Data Pool using the publish utility.   
3 Use the –theme option to associate these granules with an existing theme.<br 

/>(Use the Data Pool Maintenance GUI Manage Themes tab to see the list of 
existing themes.) 

  

4 Verify that the granules were successfully inserted into the Data Pool by 
checking the status of the insert actions in the Data Pool database 
(DlInsertActionQueue). 

  

5 Verify that the granules were inserted into the AmGranule table.   
6 Verify, using Unix cd and ls commands, that the files for the granules were 

inserted into the appropriate Data Pool directories.<br /><br />select 
fs.absoluteFileSystemPath + c.GroupId + df.DirectoryPath +<br />  
df.OnlineFileName<br />from DlFileSystems fs<br />join AmCollection 
c<br />on fs.fileSystemLabel = c.FileSystemLabel<br />join AmGranule 
g<br />on c.CollectionId = g.CollectionId<br />join AmDataFile df<br />on 
g.GranuleId = df.GranuleId<br />where g.GranuleId in (&lt;GranuleIds&gt;) 

  

7 Verify that the granules are associated with the specified theme, i.e., that 
appropriate rows for the granules have been inserted in the 
DlGranuleThemeXref table. 

  

 
 
TEST DATA: 
Any nonECS data type 
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EXPECTED RESULTS: 
 

424 DATA POOL MAINTENANCE GUI – CHECK BATCH INSERT STATUS (ECS-ECSTC-2835) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Data Pool Maintenance GUI – Check Batch Insert Status]</i>  #comment 
2 Use the Data Pool Maintenance GUI to check the status of the batch insert 

using the Batch Summary tab and also using the List Insert Queue tab (filter 
by batch label). 

  

3 Verify that the GUI correctly reports the status in the DlInsertActionQueue.   

 
 
TEST DATA: 
Any current data type 
 
EXPECTED RESULTS: 
 

425 DRILL DOWN BY THEME (ECS-ECSTC-2836) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Drill Down by Theme]</i>  #comment 
2 Use the Data Pool Web Access GUI to perform a drill down search for the 

granules inserted in Test Case 3, drilling down by Theme. 
  

3 Verify that the granules inserted in Test Case 3 are in the drill down results 
set for the theme. 
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TEST DATA: 
See Test Case 3 
 
EXPECTED RESULTS: 
 

426 DOWNLOAD GRANULES VIA WEB (ECS-ECSTC-2837) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Download Granules via Web]</i>  #comment 
2 Verify that anonymous ftp is configured for the mode in which you are 

testing. 
  

3 From outside of the firewall, use the Data Pool Web Access GUI to download 
the granules inserted in Test Cases 1 and 3. 

  

4 Verify that the granules are correctly downloaded to the specified download 
directory. 

  

 
 
TEST DATA: 
See Test Cases 1 and 3 
 
EXPECTED RESULTS: 
 

427 DOWNLOAD GRANULES VIA FTP (ECS-ECSTC-2838) 

DESCRIPTION: 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 <i>[Download Granules via Ftp]</i>  #comment 
2 Verify that anonymous ftp is configured for the mode in which you are 

testing. 
  

3 From outside of the firewall, use the Data Pool ftp URL on your browser, and 
download the Data Pool granules that were inserted in Test Cases 1 and 3. 

  

4 Request on-the-fly compression for at least one of these granules.   
5 Verify that the granules are correctly downloaded and that the download is 

recorded correctly in the Data Pool firewall ftp log (datapoolftplog.x in 
/usr/ecs/OPS/COTS/firewall/logs on x4dpl01) (next day). 

  

6 Try to identify and download files which have a checksum in AmDataFile 
and confirm that the checksum was calculated and successful during 
download. 

  

7 For the granule(s) where on-the-fly compression was requested, verify that 
the granules were correctly compressed on download. 

  

 
 
TEST DATA: 
See Test Cases 1 and 3 
 
EXPECTED RESULTS: 
 

428 UPDATE GRANULE UTILITY (ECS-ECSTC-2839) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Update Granule Utility]</i>  #comment 
2 Use the Update Granule utility (EcDlUpdateGranule.pl) to update the 

retention priority and expiration date of nonECS granules. 
  

3 Verify using isql that the retention priority and expiration date for the 
granules was updated properly in the DlGranuleExpirationPriority table. 
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TEST DATA: 
nonECS data types 
 
EXPECTED RESULTS: 
 

429 WEB ACCESS STATISTICS UTILITY (ECS-ECSTC-2840) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Web Access Statistics Utility]</i>  #comment 
2 Use the Web Access Statistics Utility (EcDlRollupWebLogs.pl) to collect 

http access statistics for the time period during which Test Case 2 was 
executed. 

  

3 Verify that information regarding the xml file access and browse file access 
was collected from the web logs and stored in the Data Pool database 
(DlGranuleAccess table). 

  

 
 
TEST DATA: 
See Test Case 2 
 
EXPECTED RESULTS: 
 

430 FIREWALL FTP ACCESS STATISTICS UTILITY (ECS-ECSTC-2841) 

DESCRIPTION: 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 <i>[Firewall FTP Access Statistics Utility]</i>  #comment 
2 Use the Firewall FTP Access Statistics Utility (EcDlRollupFwFtpLogs.pl) to 

collect ftp access statistics for the time period during which Test Case 6 was 
executed. 

  

3 Verify that the information regarding the download of the file was collected 
from the Data Pool firewall ftp log (/var/log/xferlog) and stored in the Data 
Pool database (DlGranuleAccess table). 

  

4 <i>[Firewall FTP Access Statistics Utility]</i>  #comment 
5 Use the Firewall FTP Access Statistics Utility (EcDlRollupWuFtpLogs.pl) to 

collect ftp access statistics for the time period during which Test Case 6 was 
executed. 

  

6 Verify that the information regarding the download of the file was collected 
from the Data Pool firewall ftp log (/var/log/xferlog) and stored in the Data 
Pool database (DlGranuleAccess table). 

  

 
 
TEST DATA: 
see Test Case 6 
 
EXPECTED RESULTS: 
 

431 DATA POOL CLEANUP, DP_7F_01, CRITERION 400 (ECS-ECSTC-2842) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Data Pool Cleanup, DP_7F_01, Criterion 400]</i>  #comment 
2 Remove at least five (5) granules from the Data Pool that are public and five 

(5) that are not public by listing the granules individually in an input file.<br 
/>At least one of the public granules shall be linked with a browse that is not 
referenced by any other public science granule.<br />At least one of the non-
public granules shall currently be referenced by orders. 
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# Action Expected Result Notes 
3 Verify that the identified granules are removed except for the granules 

referenced by orders. 
  

4 Wait until the orders are cleaned up by OMS, then verify that the granules 
whose cleanup as delayed because of references by orders are removed from 
the Data Pool during the next cleanup. 

  

 
 
TEST DATA: 
see Test Cases 1 and 3 
 
EXPECTED RESULTS: 
 

432 DPL ORPHAN, PHANTOM, AND LINK CHECKING, DP_7F_01, CRITERION 240 (ECS-ECSTC-
2843) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[DPL Orphan, Phantom, and Link Checking, DP_7F_01, Criterion 

240]</i> 
 #comment 

2 Perform orphan, phantom and link checking on a Data Pool that includes at 
least two of each of the following cases:<br />a. Orphan XML files, both 
public and non-public<br />b. Orphan granule files, both public and non-
public<br />c. Public orphan granule and metadata files with hidden links<br 
/>d. Orphan browse granules unreferenced by a public science granule but 
referenced by a non-public science granule (Include orphan MISR, MODIS 
and AMSR Level 2 browse granules.) Make sure the AMSR Level 2 browse 
granules are referenced by more than one hidden science granule.<br />e. 
Orphan browse granule files for browse granules not present in the Data Pool 
inventory (Include orphan MISR, MODIS, and AMSR Level 2 browse 
granules.)<br />f. Phantom science granules without any files, both public 
and non-public<br />g. Phantom science granules with science files but 
lacking XML files, both public and non-public<br />h. Phantom science 
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# Action Expected Result Notes 
granules with XML files but lacking science files, both public and non-
public<br />i. Phantom browse granules referenced by public science 
granules but lacking their browse files<br />j. Invalid browse links that do 
not point to an existing browse file<br />k. Missing browse links (i.e., browse 
links that are implied by browse cross-references but are not present on 
disk)<br />l. Invalid hidden links that do not point to an existing public 
file<br />m. Orphaned files whose age is less than the maximum orphan age 

3 Use a maximum orphan age of seven days.   
4 Perform the test while there are concurrent Ingest and Distribution activities, 

with at least twenty granules ingested and twenty granules being newly 
ordered and distributed during the test. 

  

5 Verify that the validation logs the orphans in a through g, that all of the 
orphans have an age &gt;= the specified maximum orphan age, that the 
nature of the orphan is correctly identified, and that the pathname of the 
orphan is included. 

  

6 Verify that the validation logs the phantoms in h through k ad that the nature 
of the phantom is correctly identified. 

  

7 Verify that the missing browse links referenced in m are correctly identified 
and the missing link information (including the Pathname) are logged. 

  

8 Verify that the validation logs the invalid links in l and n, that the nature of 
the incorrect link is correctly identified, and that the pathname of the link is 
included. 

  

9 Verify that the orphans, phantoms and incorrect links were not removed.   
10 Verify that the log includes no orphans, phantoms, or link errors other than 

those specified above. 
  

11 Verify that the inventory validation creates output files reporting the 
discrepancies in the specified location. 

  

12 Verify that the output report(s) include all the discrepancies that were logged 
and no others. 

  

13 Verify that the validation exits with an exit code indicating that errors 
occurred. 

  

 
 
TEST DATA: 
MODIS, MISR, and AMSR Level 2 
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EXPECTED RESULTS: 
 

433 REPAIR – DP_7F_01, CRITERION 300 PARTIALLY (ECS-ECSTC-2844) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Repair – DP_7F_01, Criterion 300 partially]</i>  #comment 
2 Perform repairs of the discrepancies listed test case 13.   
3 Verify that the orphans identified mentioned in test case 13 have been 

repaired, that is, that the files are either no longer in the Data Pool or that 
there are now granule entries which reference these files.<br />(For 13-b, use 
DPL CleanupFileOnDisk to repair) 

  

4 Verify that the phantoms mentioned in test case 13 have been repaired, i.e., 
that all files and links for these granules are now present in the Data Pool 
inventory and in the public or hidden Data Pool location. 

  

5 Verify that the invalid links mentioned in test case 13 have been repaired, i.e., 
that they have been removed or replaced. 

  

6 Verify that the success or failure of the repairs can be verified either via the 
Data Pool Maintenance GUI or via exit codes returned by the repair utilities. 

  

 
 
TEST DATA: 
Test data in test case 13 
 
EXPECTED RESULTS: 
 

434 MOST RECENT INSERTS UTILITY (ECS-ECSTC-2845) 

DESCRIPTION: 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 <i>[Most Recent Inserts Utility]</i>  #comment 
2 Run the “Most Recent Inserts Utility” (EcDlMostRecentInsert.pl).   
3 Inspect the files generated by the utility, at the top level of the Data Pool 

directory structure (DPRecentInserts_&lt;YYYYMMDD&gt;), and at each 
collection level 
(DPRecentInserts_&lt;Shortname&gt;_&lt;VersionId&gt;_&lt;YYYYMMD
D&gt;), randomly checking the paths of a few granules, and verify that the 
information written by the utility is correct. 

  

 
 
TEST DATA: 
n/a 
 
EXPECTED RESULTS: 
 

435 REMAP COLLECTION TO NEW GROUP, DP_7F_01, CRITERION 2020 (ECS-ECSTC-2846) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Remap Collection to New Group, DP_7F_01, Criterion 2020]</i>  #comment 
2 Take DPL Ingest and DPAD down.   
3 Choose a populated collection from a group with more than one collection 

assigned to it.<br />The collection must have at least one Most Recent Data 
Pool Inserts, collection-level file in its collection-level directory. 

  

4 Use the Data Pool Maintenance GUI to turn off the insertEnabledFlag for this 
collection.<br />Use the Collection-to-Group Remapping utility to re-assign 
this collection to a new group for which a directory does not already exist in 
the Data Pool file system. 

  

5 Verify that the utility accepts the required command line parameters.<br 
/>Verify that the DlDimensionGroupESDT table has been updated correctly 
to reflect the new collection-to-group mapping. 
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# Action Expected Result Notes 
6 Verify that the DlCollection table has been updated correctly to reflect the 

new collection-to-group mapping. 
  

7 Verify that the DlFactGroupESDT table has been updated correctly for all 
granules in the collection. 

  

8 Verify that the new parent group directory is created on the Data Pool file 
system. 

  

9 Verify that the collection directory is accessible from the new parent group 
directory. 

  

10 Verify that the Most Recent Data Pool Inserts file(s) in the collection level 
directory is (are) accessible via the &lt;new parent group 
directory&gt;/&lt;collection directory&gt; path. 

  

11 Verify that the correct information is written to the utility log file.   
12 Find a granule that resides in the Data Pool that has an associated browse file 

and that will not expire before the test is complete. 
  

13 Bookmark the Data Pool URLs that are obtained through mechanisms other 
than EDG for this science granule, its associated metadata file, and its 
associated browse file.<br />Remap the collection to which this granule 
belongs to a different group. 

  

14 After the remapping operation has completed successfully, verify that the 
science granule, its associated metadata, and its associated browse can be 
retrieved successfully using the bookmarked URLs. 

  

15 Attempt to start the Collection-to-Group Remapping utility while another 
copy of the utility is running in the same mode. 

  

16 Verify that the second copy exits and returns the appropriate error messages 
both on the command line and in its log. 

  

17 Attempt a drill down operation on a collection which is being remapped.   
18 Verify that either the drill down is prevented, or that no drill down errors 

occurs during the remapping operation, and that after the remapping is 
completed, granules in the collection can be downloaded from a drill down 
results page. 

  

19 Attempt to run the Cleanup utility to clean up granules that were removed 
from AIM, i.e., for which EcDsDeletionCleanup was run for the collection 
that is being remapped. 

  

20 Verify that the granules in the collection are eventually cleaned up correctly 
from the database and from disk. 

  

21 Perform collection remapping while Data Pool Ingest and OMS are operating.   
22 Choose a collection that is large enough such that at least ten (10) granules   
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# Action Expected Result Notes 
can be ingested and ten (10) public granules can be distributed via FTP Pull 
during the remapping operation; and attempt to ingest and distribute at least 
this number of granules from the collection during the remapping operation. 

23 Verify that the remapping operation completes successfully.   
24 Verify that if any ingest or distribution errors occur, they all result in operator 

interventions and one can recover from them (i.e., complete the 
corresponding ingest request respectively order successfully) by closing the 
intervention after the collection remapping operation completed 

  

 
 
TEST DATA: 
use a collection with only a few granules, but for which there are pending orders, i.e., with granules residing in the hidden directory for the collection 
 
EXPECTED RESULTS: 
 

436 GUI SECURITY (ECS-ECSTC-2847) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[GUI Security]</i>  #comment 
2 For the DPM GUI, verify that on startup the operator is asked to login and is 

allowed the use of “full access” features only after successful login. 
  

 
 
TEST DATA: 
n/a 
 
EXPECTED RESULTS: 
 



 

1601 
 

437 S4 ORDER (ECS-ECSTC-2848) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[S4 order]</i>  #comment 
2 Place an order through OMS for a granule that is not already in the Data Pool 

and the collection is not configured public. 
  

3 Verify that the granule is stored in the hidden Data Pool, that the “order only” 
flag is set correctly for the granule in the DlGranules table, and that the 
granule does not appear on a Data Pool drill down search results using the 
Data Pool Web Access GUI. 

  

 
 
TEST DATA: 
n/a 
 
EXPECTED RESULTS: 
 

438 HEG ORDER FROM WEB ACCESS (ECS-ECSTC-2849) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[HEG Order from Web Access]</i>  #comment 
2 Insert an AST_L1B granule into the Data Pool, using the Batch Insert utility.   
3 Use the Data Pool Web Access GUI to drill down for this granule.   
4 Perform a HEG order for this granule.   
5 Verify that the band subsetting icon appears for this granule on the HEG 

order page (although you do not need to select it). 
  



 

1602 
 

# Action Expected Result Notes 
6 Verify that the HEG order completes successfully, and that the HEG output 

files are placed in the 
/datapool/&lt;mode&gt;/user/&lt;fs&gt;/.orderdata/OUTPUTS&lt;encrypt&g
t;/HEGOUT.001&lt;encrypt&gt;/HEG/&lt;requested&gt;.&lt;granuleid&gt; 
directory. 

  

7 Verify that the order status appears on the OMS GUI.   

 
 
TEST DATA: 
AST_L1B.003 (current version), or any current HEGable data type with band subsetting 
 
EXPECTED RESULTS: 
 

439 HIDDEN SCRAMBLER UTILITY (ECS-ECSTC-2850) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Hidden Scrambler Utility]</i>  #comment 
2 With Data Pool inserts shut down, use the Data Pool Hidden Scrambler utility 

with the –shortname/-versionid command line parameters to generate a new 
hidden directory name for a single collection, where there are pending orders 
for granules in that collection. 

  

3 Verify that the new hidden directory is created, that all files for pending 
orders for the collection are moved to the new hidden directory, that all 
FTPPull links for existing orders referencing the old hidden directory now 
point to the new hidden directory, and that the old hidden directory is 
removed. 

  

 
 
TEST DATA: 
Any current data type which is already in the DlCollections table with Data Pool inserts enabled. 
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EXPECTED RESULTS: 
 

440 CREATE COLLECTIONS ON DPL MAINTENANCE GUI (ECS-ECSTC-2851) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Create Collections on DPL Maintenance GUI]</i>  #comment 
2 Using the Data Pool Maintenance GUI, define a new collection group, as well 

as two new collections for that group. 
  

3 Verify the following:   
4 Corresponding secret directory names are created and saved in the Data Pool 

inventory database. 
  

5 A subsequent order that references at least one granule in each of the 
collections that is not yet in the Data Pool stages the granules successfully 
and the corresponding hidden directories have been created 

  

 
 
TEST DATA: 
Any current data types that are not already in the DlCollections table in the Data Pool 
 
EXPECTED RESULTS: 
 

441 DETECTION OF ILLEGAL ACCESS TO HIDDEN DIRECTORIES: OD_S5_06, CRITERION 90 
(ECS-ECSTC-2852) 

DESCRIPTION: 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 <i>[Detection of Illegal Access to Hidden Directories: OD_S5_06, Criterion 

90]</i> 
 #comment 

2 Note the complete path for two order-only granules each in two different 
collections. 

  

3 Use anonymous ftp to download those granules from outside the firewall 
several times such that the total number of accesses to each collection 
directory are not the same. 

  

4 Configure an alert e-mail address for the firewall ftp rollup script (i.e., 
NOTIFICATION_EMAIL_FOR_HIDDEN_BREECH in 
EcDlFwWuFtpRollup.CFG on p4ftl01). 

  

5 After the firewall log containing the anonymous ftp accesses has been 
downloaded to the Data Pool host, run the firewall ftp rollup script. 

  

6 Verify the following:   
7 An e-mail is sent to the alert address.   
8 The email lists each accessed collection, and for each, the correct external 

address, the correct number of access, and the correct time of the first and last 
access. 

  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

442 DPL MAINTENANCE GUI (ECS-ECSTC-2853) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[DPL Maintenance GUI]</i>  #comment 
2 Open the DPL Maintenance GUI in a web browser.   
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# Action Expected Result Notes 
3 Verify that<br />    g. A collection can be added<br />    h. A collection can 

be deleted<br />    i. A collection can be updated<br />    j. A collection 
group can be added<br />    k. A collection group can be updated<br />    l. A 
theme can be added<br />    m. A theme can be deleted<br />    n. A theme 
can be updated 

  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

443 MOVE COLLECTION UTILITY (ECS-ECSTC-2854) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Move Collection Utility]</i>  #comment 
2 Use the Move Collection Utility to move a collection to a new file system.   
3 Ensure that granules are inserted into the collection in the DataPool at 10 

granules per minute. 
  

4 Ensure there are OMS ftp pull orders being executed at the same time as well 
as Ingest requests against the collection. 

  

5 Verify the public directories for the collection were moved and contain all the 
granules that existed in the original collection, plus the newly inserted ones, 
plus the one that was made public. 

  

6 Verify the hidden directories for the collection were moved, a link to the new 
location was left behind, and the moved directories contain all the granules 
they contained originally minus the one granule that become public, plus the 
granules that were newly inserted. 

  

7 Verify that only a link to the collection in the target collection remains in the 
collection directory in the source. 

  

8 The OMS granules that were ordered during the move can be pulled   
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# Action Expected Result Notes 
successfully after the move completed. 

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

444 WIST ACCESS TO DATA POOL: BE_S3_05, CRITERION 10 (ECS-ECSTC-2855) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[WIST Access to Data Pool: BE_S3_05, Criterion 10]</i>  #comment 
2 Via the WIST client, submit an inventory search containing a mixture of 

science data types, all of which will find a match in the archive and in the 
Data Pool. 

  

3 Visually inspect the Inventory Search Result to verify that the information for 
each granule, contains the ftp DataPool URL for the granule and all of the 
associated files (metadata and browse if available). 

  

4 Select the displayed URLs in the Inventory Search Result.   
5 Verify that each product downloads correctly.   

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
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445 PUBLISHING HIDDEN SCIENCE GRANULE WITH BROWSE (ECS-ECSTC-2856) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Publishing Hidden Science Granule with Browse]</i>  #comment 
2 Use Publish Utility to publish an existing science granule in the hidden Data 

Pool.<br />The science granule has an associated browse. 
  

3 For each science granule, verify that the granule file and associated xml files 
are stored in the public Data Pool. 

  

4 For the science granule, verify that the browse linkage information is 
included in the Data Pool xml file for the science granule. 

  

5 For each browse granule, verify that the jpeg versions of the associated 
browse granule(s) are stored in the Data Pool in the public directory structure. 

  

6 [Regression] Verify that the start and completion of the publishing operations 
are logged. 

  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

446 BACKFILL : DP_72_01, CRITERION 170 (ECS-ECSTC-2857) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Backfill : DP_72_01, Criterion 170]</i>  #comment 
2 Place a (or find an existing) qualified Data Pool insert subscription for a   
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# Action Expected Result Notes 
collection which is configured to be archived but NOT to be inserted into the 
public Data Pool and that is enabled for HEG processing 

3 Submit a PDR for a granule which satisfies the subscription 
qualifications.<br />The PDR should include an associated Browse 
granule.<br />The granule should be a real granule. 

  

4 Verify that the granule is inserted into the public Data Pool directories, and 
that all information in the Data Pool database that should be present for 
public granules is populated (i.e., warehouse tables, band information, sqs 
tables). 

  

5 Verify that the HEG Band extraction took no more than five seconds.   
6 Verify that the associated Browse granule files are also in the public Data 

Pool. 
  

7 Verify that the tape archive was not accessed, i.e., no transfer from archive 
and no checksumming took place. 

  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

447 GRANULE REPLACEMENT ON, COLLECTION CONFIGURED FOR PUBLIC DATA POOL 
INSERT : DP_72_01, CRITERION 180 (ECS-ECSTC-2858) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Granule Replacement ON, Collection Configured For Public Data Pool 

Insert : DP_72_01, Criterion 180]</i> 
 #comment 

2 Submit a PDR for a granule in a collection that is configured for Granule 
Replacement, and is configured for archiving and for public Data Pool insert 
on Data Pool Ingest.<br /><br />After the Ingest request completes 
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# Action Expected Result Notes 
successfully, submit a second PDR for another granule in this collection 
which is a replacement for the first (i.e. has the same acquisition date and 
either the same LocalGranuleId or the same RangeBeginningTime). 

3 <i>[NOTE: This criterion requires DPL Ingest capabilities as specified in 
DP_S6_01.]</i> 

 #comment 

4 Verify that the second granule replaces the first granule in the public Data 
Pool directories and that the first granule is now in the hidden Data Pool. 

  

5 Verify that both granules are archived successfully.   

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

448 GRANULE REPLACEMENT ON, OLDER GRANULE DOES NOT REPLACE NEWER GRANULE 
(ECS-ECSTC-2859) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Granule Replacement ON, Older Granule Does not Replace Newer 

Granule]</i> 
 #comment 

2 Submit a PDR for a granule in a collection that is configured for Granule 
Replacement, and is configured for archiving and for hidden Data Pool insert 
on Data Pool Ingest. 

  

3 After the Ingest request completes successfully, modify the collection to 
enable public Data Pool insert, then submit a second PDR for another granule 
in this collection which is a replacement for the first (i.e. has the same 
acquisition date and either the same LocalGranuleId or the same 
RangeBeginningTime). 

  

4 After the second Ingest request completes successfully, use the Publish   
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# Action Expected Result Notes 
Utility to publish the first ingested granule. 

5 Verify that the second granule stays in public Data Pool, the second granule 
stays in the hidden Data Pool, and the publication request failed. 

  

6 Verify that both granules are archived successfully.   

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

449 GRANULE REPLACEMENT OFF, COLLECTION CONFIGURED FOR PUBLIC DATA POOL 
INSERT : DP_72_01, CRITERION 185 WITH MODIFICATION (ECS-ECSTC-2860) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Granule Replacement OFF, Collection Configured For Public Data Pool 

Insert : DP_72_01, Criterion 185 with modification]</i> 
 #comment 

2 Submit a PDR for a granule in a collection that is NOT configured for 
Granule Replacement, but is configured for public Data Pool insert on Data 
Pool Ingest. 

  

3 After the Ingest request completes successfully, submit a second PDR for 
another granule in this collection which is a replacement for the first (i.e. has 
the same acquisition date and either the same LocalGranuleId or the same 
RangeBeginningTime). 

  

4 After the second Ingest request completes, submit a third PDR for another 
granule in this collection which is a replacement for the first (i.e. has the 
same acquisition date and either the same LocalGranuleId or the same 
RangeBeginningTime). 

  

5 Verify that the first granule is stored in the public Data Pool, and the second 
and the third granules fail publication but is inserted into the hidden 
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# Action Expected Result Notes 
DataPool.<br /><br />Verify the suffix of the second and the third granules 
are consecutive numbers. 

6 Verify that the PAN is sent for three granules, and that neither PAN reports 
an ingest error 

  

7 Verify that three granules are archived successfully, that the second and the 
third granules are stored in the Data Pool hidden directory, and that each 
granule has unique filenames. 

  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

450 PUBLISH UTILITY, DP_7F_01, CRITERION 500 (ECS-ECSTC-2861) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Publish Utility, DP_7F_01, Criterion 500]</i>  #comment 
2 Use Publish Utility to insert at least two granules for each of the following 

conditions; all granules shall be on tapes that are currently resident in the tape 
silo unless explicitly noted otherwise:<br />a. granule is not in the AIM 
inventory.<br />b. granule is flagged deleted from archive in the AIM 
inventory (DeleteFromArchive set to ‘Y’).<br />c. granule is hidden in the 
AIM inventory (DeleteFromArchive set to ‘H’)<br />d. granule is flagged as 
logically deleted in the AIM inventory (deleteEffectiveDate is not 
NULL).<br />e. granule is not flagged as logically deleted, deleted from 
archive, or hidden in the AIM inventory and belongs to a collection 
configured for publishing during ingest.<br />f. granule is not flagged as 
logically deleted, deleted from archive, or hidden in the AIM inventory and 
does not belong to a collection configured for publishing during ingest.<br 
/>g. granule is not flagged as logically deleted, deleted from archive, or 
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# Action Expected Result Notes 
hidden in the AIM inventory, belongs to a collection configured for granule 
replacement and publishing during ingest, and will trigger the granule 
replacement logic but is not eligible to replace the existing public granule.<br 
/>h. granule is not flagged as logically deleted, deleted from archive, or 
hidden in the AIM inventory, belongs to a collection configured for granule 
replacement and publishing during ingest, and will trigger the granule 
replacement logic and is eligible to replace the existing public granule.<br 
/>i. granule belongs to a collection not configured in the Data Pool<br />j. 
granule belongs to a collection that resides on a file system that is currently 
flagged as unavailable.<br />k. granule resides on a tape that is currently not 
resident in the tape silo.<br />l. granule is flagged as golden in the AIM 
inventory (DeleteFromArchive set to ‘G’) and belongs to a collection 
configured for granule publication during ingest.<br />m. Specify a retention 
period of one day and a retention priority of less than 200.(Use Batch Insert 
Utility for this one)&para; 

3 Verify that the Data Pool Publish Utility rejects the granules referenced in a, 
b, i. 

  

4 Verify that the Data Pool Publish Utility logs the rejected granules with the 
reason for the rejection. 

  

5 Verify that the Data Pool Publish Utility queued insert actions with the Data 
Pool Insert Service for the granules referenced in c, d, e, f, g, h, j, k, l. 

  

6 Verify that the granules referenced in e, h, l were inserted into the public Data 
Pool. 

  

7 Verify that the granules referenced in 1 c, d, f, g were inserted into the hidden 
Data Pool. 

  

8 Verify that the granule referenced in j remained queued for Data Pool inserts.   
9 Verify that the granule referenced in k failed to insert.   
10 Verify that the Data Pool Maintenance GUI shows the batch label and status 

for each of the inserts. 
  

11 Verify that the Data Pool database contains the correct status detail for each 
of the insert actions. 

  

12 Verify that the Data Pool database contains the correct tape label in the status 
detail for insert action for the granule referenced in k. 

  

13 Make the Data Pool file system available into which the granule referenced in 
j needs to be inserted. 

  

14 Verify that the insert of the granule referenced in j into the Data Pool 
completes successfully. 
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# Action Expected Result Notes 
15 Run a Data Pool cleanup with a priority limit of 255 and a time offset that 

includes the day on which the retention period specified in m expires. 
  

16 Verify that none of the granules that were inserted into the Data Pool during 
the test are cleaned up. 

  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

451 PUBLISH AFTER VALIDATION, DP_7F_01, CRITERION 130 (ECS-ECSTC-2862) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Publish After Validation, DP_7F_01, Criterion 130]</i>  #comment 
2 Perform a Data Pool inventory validation that reports at least four (4) 

granules from a collection configured for publishing during ingest as missing 
from the public Data Pool and pick up the output of that run with a publishing 
run. 

  

3 Verify that the granules are indeed published, i.e., the granules are no longer 
flagged as not public in the Data Pool inventory and their files are in the 
correct public Data Pool directory and no longer in the hidden Data Pool area. 

  

4 Verify that the start and completion of the publishing run are logged, as well 
as the publishing attempt/success for each of the granules reported by the 
Data Pool inventory validation run. 

  

5 Verify that the start and completion of the publishing run are logged, as well 
as the publishing attempt/success for each of the granules reported by the 
Data Pool inventory validation run. 

  

6 Verify that the next automatic BMGT export will include the URL insertions 
of the granules that were published. 
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TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

452 ON-LINE ARCHIVE BULK REPAIR, DP_7F_01, CRITERION 330 (ECS-ECSTC-2863) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[On-Line Archive Bulk Repair, DP_7F_01, Criterion 330]</i>  #comment 
2 Perform a bulk repair using the output from an inventory validation utility 

that discovered at least 500 granules in the AIM inventory that are missing 
from the Data Pool (i.e., their Data Pool inventory entries and files are both 
missing).<br />Ensure that the granules include at least one non-science 
granule of each type (DAP, PH, QA) in the repair.<br />The granules shall be 
distributed over at least three (3) tapes.<br />Between 90% and 95% of these 
granules shall belong to collections configured for publication during ingest; 
the rest shall not belong to such collections.<br />At least one of the granules 
shall be a non-science granule. 

  

3 Identify the hosts to be used for checksumming operations.   
4 Specify limits for the number of concurrent checksumming operations, tape 

volumes accessed concurrently, and concurrent tape read operations for the 
same tape; all these limits shall be greater than one. 

  

5 Provide the command line parameters respectively configuration settings that 
are needed to control the number of Data Pool publications 
(maxnumconactions) . 

  

6 Provide a concurrent ingest workload of at least ten granules per minute, all 
of which shall belong to collections being published. 

  

7 Verify that all granules were repaired, i.e., are in the Data Pool inventory.   
8 Verify that the granules that belong to collections configured for publication 

during ingest are in public Data Pool directories and are public in the Data 
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# Action Expected Result Notes 
Pool inventory. 

9 Verify that the granules that do not belong to collections configured for 
publication during ingest are in hidden Data Pool directories and are 
identified as non-public in the Data Pool inventory. 

  

10 Verify that utility parallelized its operation; including access to multiple tape 
volumes concurrently, multiple concurrent checksumming operations, and 
multiple concurrent read operations; and that it did so within the constraints 
imposed by the limits specified in a. to h.. 

  

11 Verify that utility caused parallel Data Pool publishing operations, but that its 
publishing activity is constrained in accordance with settings chosen in a. to 
h.. 

  

12 Verify that the successful repair can be verified by an operator via the Data 
Pool Maintenance GUI or an exit code returned by the utility. 

  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

453 UN-PUBLISH GRANULES THAT WERE REPORTED BY DATA POOL INVENTORY 
VALIDATION, DP_7F_01, CRITERION 90 (ECS-ECSTC-2864) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Un-publish Granules that were Reported by Data Pool Inventory 

Validation, DP_7F_01, Criterion 90]</i> 
 #comment 

2 Perform a Data Pool inventory validation that reports at least four granules as 
being public that are not eligible to be public as per S-DPL-08180f(listed 
below) and pick up the output of that run with an un-publishing run. 

  

3 Verify that the granules are indeed un-published, i.e., the granules are no   
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# Action Expected Result Notes 
longer flagged as public in the Data Pool inventory and their files are in the 
correct hidden Data Pool directory and no longer in the public Data Pool area. 

4 Verify that the start and completion of the un-publishing run are logged, as 
well as the un-publishing attempt/success for each of the granules reported by 
the Data Pool inventory validation run. 

  

5 Verify that the un-publishing run exits with an exit code indicating success.   
6 Verify that the next automatic BMGT export will include the URL deletions 

of the granules that were un-published. 
  

7 S-DPL-08180f - The DPL CI shall not make granules public that are 
currently flagged as logically deleted (i.e., have a non-NULL 
deleteEffectiveDate), deleted from archive (i.e., DeleteFromArchive set to 
‘Y’), or hidden from normal users (i.e., DeleteFromArchive set to ‘H’) in the 
AIM CI inventory. 

  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

454 NON-ECS INSERT: DP_S3_02, CRITERION 110 (ECS-ECSTC-2865) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Non-ECS insert: DP_S3_02, Criterion 110]</i>  #comment 
2 Using the Batch InsertPublish Utility, queueinsert at least 5 non-ECS 

granules for data pool insertinto Datapool.<br />Cover all valid types of 
spatial and temporal coverage (including 'Not Supported').<br />The granules 
shall cover zero, one, and at least two measured parameters, as well as valid 
day/night flag values and no day/night flag (define additional non-ECS 
collections or use additional granules if necessary).<br />At least two of the 
granules must have an associated browse granule containing a jpeg image.<br 
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# Action Expected Result Notes 
/>At least two of the granules shall have no external identifiers, and at least 
two of them shall have external identifiers. 

3 Specify a valid batch label, retention priority, retention period, and dispatch 
priority. 

  

4 Verify the following:   
5 The insert actions are queued correctly and contain the correct contents.   
6 Their execution can be monitored using the Data Pool Monitoring GUI, and 

batch label and dispatch priority can be displayed. 
  

7 XML file and path name can be displayed by the Data Pool Monitoring GUI.   
8 The granule and metadata files are inserted correctly into the data pool and 

recorded correctly in the data pool inventory. 
  

9 The data pool warehouse tables are populated correctly.   
10 The jpeg image is extracted, the jpeg file resides in the correct directory, and 

the browse cross reference is maintained correctly. 
  

11 The insert log contains the required entries.   
12 The source files have been removed from the source directory.   

 
 
TEST DATA: 
Non-ECS data types 
 
EXPECTED RESULTS: 
 

455 RUN DPCV AGAINST DPL, PROVIDE A LIST OF GRANULE IDS : CK_7F_01, CRITERION 540 
(ECS-ECSTC-2866) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Run DPCV against DPL, Provide a List of Granule IDs : CK_7F_01, 

Criterion 540]</i> 
 #comment 

2 Select several granules (at least 10) from Data Pool that belong to at least two   
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# Action Expected Result Notes 
ESDTs. 

3 Manually alter the checksum values in the Data Pool database for at least 2 
granule files. 

  

4 Set the Last Verification time to null for 2 other granules.   
5 Set the Checksum Verification Status to “failed” for 2 granules.   
6 Run DPCV against Data Pool providing the list of granule IDs as input.   
7 Verify that the DPCV run completed successfully.   
8 Verify that DPCV performed checksum verification for all data files that 

belong to the list of granules in S-540-1. 
  

9 Verify that DPCV checksum verification was successful for those files whose 
checksum values were not altered in S-540-1. Verify the following in DPL 
database:<br />    Checksum time was updated correctly for each affected 
file<br />    Checksum origin was updated as “DPCV” for each affected file 
that had a null last checksum verification time.<br />    Checksum 
verification status was set to a success status. 

  

10 Verify that DPCV failed checksum verification for those files whose 
checksums have been altered as described in S-540-2. Verify the following in 
DPL database:<br />    Checksum verification status was set to a failure 
status. 

  

11 Verify that DPCV logs an error message for each file that failed checksum 
verification, and that the error message includes information specified in the 
L4 requirement S-DPL-49180. 

  

12 Verify that the Last Verification time and status for the granules modified in 
S-540-3 was populated. 

  

13 Verify that the verification status was set to “success” for the granules 
modified in S-540-4. 

  

14 Verify that DPCV logs an error message for each file that failed checksum 
verification, and that the error message includes information specified in the 
L4 requirement S-DPL-49180 and S-DPL-49190. 

  

 
 
TEST DATA: 
any current collection group 
 
EXPECTED RESULTS: 
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456 RUN DPCV FOR A SINGLE ESDT, WITH GRANULE INSERT DATE RANGE WITH CHECKSUM 
FAILURES: CK_7F_01, CRITERION 510 (ECS-ECSTC-2867) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Run DPCV for a Single ESDT, with Granule Insert Date Range with 

Checksum Failures: CK_7F_01, Criterion 510].</i> 
 #comment 

2 Select an ESDT in Data Pool that has at least 30 granules.   
3 Note the earliest insert date and latest insert date of the granules selected. 

Choose a date range that will contain some, but not all of the granules. 
  

4 Manually alter the checksum values in the Data Pool database for at least 2 of 
science files belonging to granules whose insert time lies within the chosen 
date range. 

  

5 Run DPCV against Data Pool for the ESDT selected above, specifying the 
insert date range determined in S-510-1 

  

6 Verify that DPCV run completed successfully.   
7 Verify that DPCV performed checksum verification for only those data files 

selected in S-510-1 whose granule insert times fall within the desired granule 
insert time range. 

  

8 Verify that DPCV checksum verification was successful for those files whose 
checksum values were not altered in S-510-1. Verify the following in DPL 
database:<br />    Checksum time was updated correctly for each affected 
file<br />    Checksum origin was updated as “DPCV” for each affected file 
that had a null last checksum verification time.<br />    Checksum 
verification status was set to a success status for files with checksums that 
were not altered. 

  

9 Verify that DPCV failed checksum verification for those files whose 
checksums have been altered as described in S-510-1. Verify the following in 
DPL database: 

  

10 Checksum verification status was set to a failure status.   
11 Verify that DPCV logs all the information specified S-DPL-49180 and S-

DPL-49190. 
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TEST DATA: 
any current collection group 
 
EXPECTED RESULTS: 
 

457 CLOUD COVER UTILITY (ECS-ECSTC-2868) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Cloud Cover Utility]</i>  #comment 
2 Run Cloud Cover Utility with operations correct, remove, populate, 

repopulate on collections which have core metadata and PSA metadata for 
cloud cover source respectively. 

  

3 Verify the results based on the CCU test plan.   

 
 
TEST DATA: 
See CCU test plan 
 
EXPECTED RESULTS: 
 

458 QA/PH DPL INGEST, INSERT AND WEB ACCESS:DP_7G_01, CRITERION 100 (ECS-ECSTC-2869) 

DESCRIPTION: 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 <i>[QA/PH DPL Ingest, Insert and Web Access:DP_7G_01, Criterion 

100]</i> 
 #comment 

2 Configure QA and PH collections to be public (i.e., have their granules 
queued for publishing as part of ingest processing). 

  

3 Use the DPM GUI to enable at least two public AMSR collections for 
distribution of QA, PH and Browse. 

  

4 Ensure that there is at least one public collection X (non AMSR) that is not 
enabled in that manner but does have Browse. 

  

5 For each type of associated granule, ensure that there is at least one granule 
(granule set Y) in each AMSR collection that does not have that associated 
granule (but does offer the others). 

  

6 Ensure that there is at least one granule (granule set Z) in each AMSR 
collection that does not have any associated granules. 

  

7 For each public AMSR collection, ingest at least two science granules 
(granule set W) with their QA, PH and Browse. 

  

8 Cause the Science and Browse granules to be published before the associated 
QA and associated PH. 

  

9 For each public AMSR collection, ingest at least two science granules 
(granule set W) with their QA, PH and Browse. 

  

10 Cause the Science and Browse granules to be published before the associated 
QA and associated PH. 

  

11 Verify that the QA, PH, and Browse granules are published.   
12 Verify that the directories into which the science granules were placed 

contain symbolic links pointing to the correct QA, PH, and Browse granules 
and that these links are correctly named, as per S-DPL-10220. 

  

13 Drill down on all three collections referenced in S-1.   
14 Ensure that the granules in W, Y, and Z will be part of the final results.   
15 Verify that the result set for the collection X does not show QA, PH icons, 

but does show Browse icons. 
  

16 Verify that the result sets for the two AMSR collections show QA, PH, and 
Browse icons. 

  

17 For the newly ingested granules and at least one AMSR granule already 
existing in the Data Pool, verify that one can access their QA, PH, and 
Browse via these icons and that the correct tool tips are displayed. 

  

18 Verify for each granule in the granule set Y that the corresponding icon   
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# Action Expected Result Notes 
representing the missing associated granule is not shown. 

19 Verify for each granule in the granule set Z that no icons for access to 
associated granules are shown. 

  

20 Verify that the QA and PH collections are not offered for drill-down.   
21 Add at least four granules from each AMSR collection into the shopping cart 

that have associated QA, PH and Browse granules. 
  

22 In addition, add at least one granule from collection X and at least one of the 
granules Y (having only a subset of the associated granules) and one of the 
granules Z (having no associated granules). 

  

23 Verify that the granules for collection X do not show options for requesting 
the distribution of PH, QA, and Browse. 

  

24 Verify that the other granules do offer these options if and only if they are 
associated with the corresponding type of granule. For example, granules Y 
would show only some of these options and granules Z would not show these 
options at all. 

  

25 Select one of the granule offering these options, select PH, QA, and Browse 
and apply it to all granules in the cart. 

  

26 Verify the GUI shows that the options are applied to all granules except those 
belonging to collection X and the granules Z; and that the granules Y should 
only show those options as selected for which they have the corresponding 
types of associated granules. 

  

27 Select one of the granule offering these options, select PH, QA, and Browse 
and apply it to all granules in the cart. 

  

28 Verify the GUI shows that the options are applied to all granules except those 
belonging to collection X and the granules Z; and that the granules Y should 
only show those options as selected for which they have the corresponding 
types of associated granules. 

  

29 Select another of the granules (G2) for which the options are selected and 
which has associated QA, PH and Browse granules, i.e., is not part of sets Y 
and Z. Change the option to select only the distribution of the associated QA 
and Browse for that granule. 

  

30 Verify the GUI shows that the change was applied to that granule and the 
options for the others remain unchanged. 

  

31 Select another of the granules (G3) for which the options are selected and 
which has associated QA, PH and Browse granules, i.e., is not part of sets Y 
and Z. Change the option to select only the distribution of the associated QA 
for that granule. 
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# Action Expected Result Notes 
32 Verify the GUI shows that the change was applied to that granule and the 

options for the others remain unchanged. 
  

33 Select another of the granules (G4) for which the options are selected and 
change the option to select only the distribution of the associated PH for that 
granule. 

  

34 Verify the GUI shows that the change was applied to that granule and the 
options for the others remain unchanged. 

  

35 Select another of the granules (G5) for which the options are selected and 
which has associated QA, PH and Browse granules, i.e., is not part of sets Y 
and Z. Change the option to select only the distribution of the associated 
Browse for that granule. 

  

36 Verify the GUI shows that the change was applied to that granule and the 
options for the others remain unchanged. 

  

37 Order the current contents of the shopping cart for FTP Push distribution. The 
order will include granules G1 through G5, at least three AMSR granules 
which have QA, PH and Browse associations and for which the distribution 
of these associated granules was requested; and at least one of the granules Y 
and Z (for which these options were selected, but which have only some or no 
associated granules). 

  

38 Verify the successful submission of the order, including that the absence of 
associated granules did not cause an error, even though order options for their 
distribution were selected (granules Y, Z). 

  

39 Verify the successful completion of the order, including the distribution of 
the requested granules via FTP Push. 

  

40 Verify that the correct combination of associated QA, PH, and Browse was 
delivered for G1 through G5. 

  

41 Verify that no associated granules were delivered for granules from collection 
X and granules in set Z. 

  

42 Verify that all associated granules were delivered for the remaining granules 
in the order. 

  

43 Verify that the Distribution Notice includes all the granules in the order, 
including the requested associated granules that were included in the order. 

  

44 For at least two Browse granules, verify that they were distributed from the 
primary Browse archive (e.g., via the logged information). 

  

45 Verify that order tracking information includes the QA, PH, and Browse 
granules that were distributed. 

  

46 Verify that granule-, file- and byte counts maintained in the order tracking   
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# Action Expected Result Notes 
information include the QA, PH, and Browse granules that were distributed. 

47 Verify that the automatic BMGT export following the ingest of the AMSR 
granules in S-2 includes these granules and all their URLs, including the QA, 
PH, and Browse links. 

  

48 For at least one of these granules in each AMSR collection, verify that the 
exported links are correct and named in accordance with S-BGT-31940.<br 
/> 

  

 
 
TEST DATA: 
any current collection group 
 
EXPECTED RESULTS: 
 

459 QA/PH/BROWSE DPL REPLACEMENT (ECS-ECSTC-2870) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[QA/PH/Browse DPL Replacement]</i>  #comment 
2 Configure QA and PH collections to be public (i.e., have their granules 

queued for publishing as part of ingest processing).<br /><br />Use the DPM 
GUI to enable at least two public AMSR collections for distribution of QA, 
PH, and Browse.<br /><br />For one of these collections (C1), Browse 
granules shall be related to one science granule.<br /><br />For the other 
collection (C2), Browse granules shall be related to many science 
granules.<br /><br />Ensure that granule replacement is turned on for the 
AMSR and the QA and PH collections. 

  

3 Ingest at least one AMSR granule for collections C1, together with its PH, 
QA, and Browse (granule set G2).<br /><br />Ensure that there is at least one 
granule (granule set G1) from this AMSR collection in the public Data Pool 
for a previous date, together with its QA, PH and Browse (also from a 
previous date).<br /><br />These granule sets will be used to test science 
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# Action Expected Result Notes 
granule replacement (together with QA, PH and Browse). 

4 Ingest at least one AMSR granule for collections C1, together with its PH, 
QA, and Browse (granule set G3).<br /><br />Ensure that there is at least one 
granule (granule set G4) from this AMSR collection in the public Data Pool 
for a previous date, together with its QA, PH and Browse (also from a 
previous date).<br /><br />These granule sets will be used to test browse 
granule replacement. 

  

5 Ingest at least one set of granules for collection C2 that share a Browse, 
together with the Browse and their QA and PH granules (granule set G5).<br 
/><br />Ensure that there is at least one other set of such granules from that 
collection in the public Data Pool for a previous date, together with their QA, 
PH and Browse (granule set G6).<br /><br />These granule sets will be used 
to test science granule replacement (together with QA, PH and Browse). 

  

6 Ingest at least one other set of granules for collection C2 that share a Browse, 
together with the Browse and their QA and PH granules (granule set G7).<br 
/><br />Ensure that there is at least one other set of such granules from that 
collection in the public Data Pool for a previous date, together with their QA, 
PH and Browse (granule set G8).<br /><br />These granule sets will be used 
to test Browse granule replacement. 

  

7 Ingest at least one other set of granules for collection C2 that share a Browse, 
together with the Browse and their QA and PH granules, but omit one of the 
science granules of this set that would be linked with that Browse granule, as 
well (granule set G9).<br /><br />Ensure that there is at least one other set of 
such granules from that collection in the public Data Pool for a previous date, 
together with their QA, PH and Browse (granule set G10).<br /><br />These 
granule sets will be used to test addition of a science granule (with its QA, 
PH, and Browse) to an existing set of science granules, thereby replacing 
their Browse. 

  

8 After the ingest and publishing operations complete, verify that the symbolic 
links for the PH, QA, and Browse files are created, point to the correct files, 
and have the correct names. 

  

9 Ingest a replacement granule for each newly ingested AMSR granule in 
granule set G2 together with its QA, PH, and Browse (i.e., on the same 
day).<br /><br />Verify that the new PH, QA, and Browse granules and their 
files are in the public Data Pool. 

  

10 Verify that the symbolic links for the new PH, QA, and Browse granules are 
present, point to the files of the replacement granules, and have the correct 
names. 
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# Action Expected Result Notes 
11 Verify that the previous versions of the AMSR granules and their PH and QA 

granules were unpublished and reside in the hidden Data Pool. 
  

12 Verify that the previous version of the Browse granule was removed from the 
Data Pool. 

  

13 Verify that the Data Pool inventory contains a Browse cross reference 
between the new science granule and its Browse. 

  

14 Verify that the AIM inventory contains the cross references between the new 
science granule and the new QA, PH, and Browse granules. 

  

15 Ingest a replacement granule for a granule in each AMSR granule in granule 
set G1 together with its QA, PH, and Browse.<br /><br />Verify that the new 
PH, QA, and Browse granules and their files are in the public Data Pool. 

  

16 Verify that the symbolic links for the new QA, PH, and Browse granules are 
present, point to the correct files of the replacement granules, and have the 
correct names. 

  

17 Verify that the previous versions of the AMSR granules are unpublished, but 
that the previous versions of the QA and PH granules remain public. 

  

18 Verify that the previous version of the Browse granule was removed from the 
Data Pool. 

  

19 Verify that the Data Pool inventory contains a Browse cross reference 
between the new science granule and its Browse. 

  

20 Verify that the AIM inventory contains the cross references between the new 
science granule and the new QA, PH, and Browse granules. 

  

21 Ingest a replacement granule for each of the Browse granules used by the 
science granules in granule set G3.<br /><br />Verify that the new Browse 
granules and their files are in the public Data Pool. 

  

22 Verify that the symbolic links for the new Browse granules are present, point 
to the correct files of the replacement Browse, and have the correct names. 

  

23 Verify that the previous version of each Browse granules was removed from 
the Data Pool. 

  

24 Verify that the Data Pool inventory contains a Browse cross reference 
between each science granule and its new Browse. 

  

25 Verify that the AIM inventory contains the cross references between the 
science granules and their new Browse granules and no cross-references 
between these science granules and their old Browse granules. 

  

26 Ingest a replacement granule for each of the Browse granules used by the 
science granules granule set G4.<br /><br />Verify that the new Browse 
granules and their files are in the public Data Pool. 
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# Action Expected Result Notes 
27 Verify that the symbolic links for the new Browse granules are present, point 

to the correct files of the replacement Browse, and have the correct names. 
  

28 Verify that the previous version of each Browse granules was removed from 
the Data Pool. 

  

29 Verify that the Data Pool inventory contains a Browse cross reference 
between each science granule and its new Browse. 

  

30 Verify that the AIM inventory contains the cross references between the 
science granules and their new Browse granules and no cross-references 
between these science granules and their old Browse granules. 

  

31 Ingest a replacement granule for one of the newly ingested AMSR granules in 
each granule set G5 together with its QA, PH, and Browse (i.e., on the same 
day).<br /><br />Verify that the new PH, QA, and Browse granules and their 
files are in the public Data Pool. 

  

32 Verify that the symbolic links for the new PH, QA, and Browse granules are 
present, point to the files of their replacement granules, and have the correct 
names. 

  

33 Verify that the previous versions of the ingested AMSR granules and their 
PH and QA granules were unpublished and reside in the hidden Data Pool. 

  

34 Verify that each previous version of the ingest Browse granules was removed 
from the Data Pool. 

  

35 Verify that the Data Pool inventory contains a Browse cross reference 
between all of the science granules in each set G5 and their Browse. 

  

36 Verify that the AIM inventory contains the cross references between each 
new science granule and the corresponding new QA and PH Browse 
granules. 

  

37 Verify that the AIM inventory replaced the cross references between all of 
the science granules in each set G5 with cross references to their 
corresponding newly ingested Browse. 

  

38 Verify that the AIM inventory still contains the cross references between the 
replaced science granules and their corresponding QA, PH and old Browse 
granules. 

  

39 Ingest a replacement granule for one of the AMSR granule in each granule set 
G6 together with its QA, PH, and Browse.<br /><br />Verify that the new 
PH, QA, and Browse granules and their files are in the public Data Pool. 

  

40 Verify that the symbolic links for the new PH, QA, and Browse granules are 
present, point to the files of their replacement granules, and have the correct 
names. 
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# Action Expected Result Notes 
41 Verify that the previous versions of the AMSR granules are unpublished, but 

that the previous versions of the QA and PH granules remain public. 
  

42 Verify that the previous versions of the AMSR granules are unpublished, but 
that the previous versions of the QA and PH granules remain public. 

  

43 Verify that the Data Pool inventory contains a Browse cross reference 
between all of the science granules in each set G6 and their Browse. 

  

44 Verify that the AIM inventory contains the cross references between each 
new science granule and the corresponding new QA and PH Browse 
granules. 

  

45 Verify that the AIM inventory replaced the cross references between all of 
the science granules in each set G6 with cross references to their 
corresponding newly ingested Browse. 

  

46 Verify that the AIM inventory still contains the cross references between the 
replaced science granules and their corresponding QA, PH and old Browse 
granules. 

  

47 Ingest a replacement granule for each of the Browse granules used by the 
science granules in granule set G7.<br /><br />Verify that the new Browse 
granules and their files are in the public Data Pool. 

  

48 Verify that the symbolic links for the new Browse granules are present, point 
to the correct files of the replacement Browse, and have the correct names. 

  

49 Verify that the previous version of each Browse granules was removed from 
the Data Pool. 

  

50 Verify that the Data Pool inventory contains a Browse cross reference 
between the science granules in each granule set G7 and their respective new 
Browse. 

  

51 Verify that the AIM inventory contains the cross references between the 
science granules and their new Browse granules and no cross-references 
between these science granules and their old Browse granules. 

  

52 Ingest a replacement granule for each of the Browse granules used by the 
science granules in granule set G8.<br /><br />Verify that the new Browse 
granules and their files are in the public Data Pool. 

  

53 Verify that the symbolic links for the new Browse granules are present, point 
to the correct files of the replacement Browse, and have the correct names. 

  

54 Verify that the previous version of each Browse granules was removed from 
the Data Pool. 

  

55 Verify that the Data Pool inventory contains a Browse cross reference 
between the science granules in each granule set G8 and their respective new 

  



 

1629 
 

# Action Expected Result Notes 
Browse. 

56 Verify that the AIM inventory contains the cross references between the 
science granules and their new Browse granules and no cross-references 
between these science granules and their old Browse granules. 

  

57 For each of the granule sets G9, ingest the granule that was originally omitted 
from the set, together with is QA, PH and a new Browse.<br /><br />Verify 
that the added science granules, their QA and PH granules, and their Browse 
granules are in the public Data Pool. 

  

58 Verify that the symbolic links for the new PH, QA, and Browse granules are 
present, point to the files of their replacement granules, and have the correct 
names. 

  

59 Verify that each previous version of the ingest Browse granules was removed 
from the Data Pool. 

  

60 Verify that the Data Pool inventory contains a Browse cross reference 
between all of the science granules in each set G9 and their Browse. 

  

61 Verify that the AIM inventory contains the cross references between each 
new science granule and the corresponding new QA and PH granules. 

  

62 Verify that the AIM inventory replaced the cross references between all of 
the science granules in each set G9 with cross references to their newly 
ingested Browse. 

  

63 Verify that each previous version of the ingest Browse granules was removed 
from the Data Pool. 

  

64 Verify that the Data Pool inventory contains a Browse cross reference 
between all of the science granules in each set G10 and their Browse. 

  

65 Verify that the AIM inventory contains the cross references between each 
new science granule and the corresponding new QA and PH granules. 

  

66 Verify that the AIM inventory replaced the cross references between all of 
the science granules in each set G10 with cross references to their newly 
ingested Browse. 

  

67 Ensure that the inventory changes in the verification steps (but not the ingest 
operation in the setup steps) are performed in a single automatic BMGT 
export cycle.<br /><br />Cause that export to occur and verify that it includes 
the URLs for the replacement AMSR granules, including their PH and QA 
and Browse URLs; includes the URL deletions for all the replaced AMSR 
science granules; and that the QA and PH and Browse URLs are correct and 
are labeled in accordance with S-BGT-31940. 

  

68 Perform an inventory validation and verify that it does not report invalid   
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# Action Expected Result Notes 
links, orphans, or phantoms associated with any of the science, QA, and PH 
granules used for this test (use a maximum orphan age of zero). 

 
 
TEST DATA: 
See CCU test plan 
 
EXPECTED RESULTS: 
 

460 QA/PH PUBLISHING AND UNPUBLISHING (ECS-ECSTC-2871) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[QA/PH publishing and unpublishing]</i>  #comment 
2 Choose an AMSR science granule with associated QA, PH, and Browse.   
3 Unpublish the science granule.   
4 Verify that the symbolic links to the QA, PH, and Browse are removed.   
5 Verify that the Browse granule is removed from the Data Pool.   
6 Publish the science granule.   
7 Verify that the Browse granule was reinserted into the public Data Pool.   
8 Verify that the symbolic links to the QA, PH, and Browse are re-established, 

point to the correct files, and have the correct names. 
  

9 Unpublish the QA and PH granule.   
10 Verify that the QA and PH granules are no longer public and that their files 

reside in the hidden Data Pool. 
  

11 Verify that the symbolic links to the QA and PH files were removed.   
12 Ensure that the inventory changes in the above steps occur in a single 

automatic BMGT export cycle. 
  

13 Cause the automatic export to occur.   
14 Verify that the net effect of the export will be the removal of the QA and PH 

URLs from ECHO, but not that of the other granule URLs. 
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# Action Expected Result Notes 
15 Perform an inventory validation and verify that it does not report invalid 

links, orphans, or phantoms associated with the science, QA, and PH granules 
used for this test (use a maximum orphan age of zero). 

  

16 Submit an ECHO order that includes the granule whose QA and PH granules 
were unpublished and request distribution of the associated QA and PH (the 
ECHO order can be submitted via an EWOC test driver). 

  

17 Verify that the order completes successfully and the granule including its QA 
and PH granules are distributed. 

  

18 Publish the QA and PH granules.   
19 Verify that the QA and PH granules are now public and that their files reside 

in the public Data Pool. 
  

20 Ensure that the inventory changes in the above step occur in a single 
automatic BMGT export cycle. 

  

21 Cause the automatic export to occur.   
22 Verify that the net effect of the export will be the addition of the QA and PH 

URLs to ECHO. 
  

23 Verify that the symbolic links to the QA and PH files were re-established, 
point to the correct files, and have the correct names. 

  

 
 
TEST DATA: 
See CCU test plan 
 
EXPECTED RESULTS: 
 

461 ON-LINE ARCHIVE REPAIR INCLUDING QA AND PH LINKS (ECS-ECSTC-2872) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[On-Line Archive Repair including QA and PH links]</i>  #comment 
2 Turn at least ten public AMSR granules that have associated QA, PH, and   
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# Action Expected Result Notes 
Browse granules into phantoms, i.e., their Data Pool (and AIM) inventory 
entries are intact, but their science and XML files and their symbolic links are 
missing from the On-Line Archive.<br />At least one of the AMSR granules 
shall be referenced by an order.<br />Remove its hidden links.(S1) 

3 Also turn at least two public QA and two PH granules into phantoms, i.e., 
their Data Pool (and AIM) inventory entries are intact, but neither their files 
nor the symbolic links that point to them are still in the On-Line Archive, but 
their AMSR granules are present and public, and are not among the phantoms 
listed in S-1.<br />At least one of the QA and one of the PH granules shall be 
referenced by an order.<br />Remove their hidden links, as well.(S2) 

  

4 Submit an on-line archive repair for the AMSR granules in S-1 and the 
QA/PH granules in S-2 via the command line, specifying the granules to be 
repaired in an input file; and request restoration of links that may be missing 
for granules whose files are being restored.(S3) 

  

5 Verify that all AMSR science granules were repaired, i.e., their files and 
symbolic links are now in the correct public Data Pool locations, have the 
original file respectively, link names, and that the links point to the same QA, 
PH, and Browse files as before. 

  

6 Verify that all QA and PH granules were repaired, i.e., their files are now in 
the correct public Data Pool locations and the symbolic links that point to the 
files have been restored in the correct locations, as well. 

  

7 Verify that the hidden links referenced in S-1 and S-2 were restored.   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

462 MOVE AMSR COLLECTION (ECS-ECSTC-2873) 

DESCRIPTION: 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 <i>[Move AMSR Collection]</i>  #comment 
2 Move at least two AMSR collection each having at least 5,000 granules with 

QA, PH, and Browse associations.<br />Each AMSR collection shall be 
distributed over at least ten (10) directories.<br />At least one of the AMSR 
collections shall be coresident with the QA and/or PH collection on the same 
file system and at least one shall be on a different file system.<br />Unless 
each DAAC has reserved a separate file system for Browse, at least one of the 
AMSR collections shall be coresident with the Browse collection on the same 
file system and at least one shall be on a different file system.<br />Ensure 
that the move is performed during a single BMGT export cycle. 

  

3 Verify that the collections are moved to the new file system, including their 
QA, PH, and Browse links. 

  

4 For each collection, verify for at least five granules in five different 
directories that their Browse, QA, and PH links are correct. 

  

5 Perform an inventory validation and verify that it does not report invalid 
links, orphans, or phantoms associated with any of the science granules in the 
moved collections, nor for any QA and PH granules referenced by the 
granules in these collections (use a maximum orphan age of zero). 

  

6 Cause the automatic BMGT export for the cycle.   
7 Verify that the export packages will not cause changes to the QA and PH 

URLs in the ECHO inventory, i.e., does not export QA and PH URL updates, 
or if it does, the exported QA/PH URLs are not different from the QA/PH 
URLs prior to the move. 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

463 FAULT RECOVERY – DATA POOL CLEANUPGRANULES WITH –FILE OPTION, DP_SY_03 
CRITERION 140 (ECS-ECSTC-2874) 

DESCRIPTION: 
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PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Fault Recovery – Data Pool CleanupGranules with –file Option, 

DP_SY_03 criterion 140]</i> 
 #comment 

2 Run the EcDlCleanupGranules.pl utility with the –file option, specifying an 
input file that identifies at least 200 non ecs granules for cleanup, all of which 
reside in the Data Pool. 

  

3 Kill the CleanupGranule utility while it is in progress, and has cleaned 
between 75% and 90% of the total number of granules expected to be 
removed. 

  

4 Restart the Cleanup utility with the –file option and the same input file.   
5 Verify that the utility completes correctly, and that all granules in the input 

file are removed from the Data Pool database and from the Data Pool 
directories. 

  

 
 
TEST DATA: 
Any currentNon ECS data type 
 
EXPECTED RESULTS: 
 

464 FAULT RECOVERY – DATA POOL CLEANUPGRANULE WITH PROPAGATION OF GRANULE 
DELETION, DP_SY_03, CRITERION 140 (ECS-ECSTC-2875) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Fault Recovery – Data Pool CleanupGranule with propagation of granule 

deletion, DP_SY_03, Criterion 140]</i> 
 #comment 

2 Run the Granule Deletion utility to delete at least 200 granules from the ECS 
archive and inventory that are also in the data pool. 
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# Action Expected Result Notes 
3 Then run the CleanupGranules utility with the -ecsgrandel option, being 

careful not to clean up any granules, which must be retained in the mode 
(check with the lab lead). 

  

4 Kill the Cleanup utility while it is in progress, and has cleaned between 75% 
and 90% of the total number of granules expected to be removed. 

  

5 Restart the Cleanup utility, again with -ecsgrandel.   
6 Verify that the utility completes correctly, and that all granules deleted by the 

Granule Deletion utility are removed from the Data Pool database and from 
the Data Pool directories. 

  

 
 
TEST DATA: 
Any current data type 
 
EXPECTED RESULTS: 
 

465 LINK CHECKING RESTART AFTER FAULT, DP_7F_01, CRITERION 1022 (ECS-ECSTC-2876) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Link Checking Restart After Fault, DP_7F_01, Criterion 1022]</i>  #comment 
2 Check the links in a Data Pool path containing at least 360,000 links and of 

which at least ten (10) are invalid links. 
  

3 Perform the link check specified above, but cause it to terminate due to a fault 
after 20-25% of its run time and then restart it. 

  

4 The test can be executed in the absence of concurrent workload if this is 
necessary to achieve the required throughput. 

  

5 Verify that the discrepancies are logged and reported correctly and only once.   
6 Verify that the check completes in less than X hours, where X is the number 

of symbolic links in the hidden Data Pool path selected for the test divided by 
180,000, plus a 10% allowance for the recovery (i.e., the sum of the run times 
of the interrupted and the restarted run is less than X). 
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TEST DATA: 
 
EXPECTED RESULTS: 
 

466 FAULT RECOVERY – COLLECTION TO GROUP REMAPPING UTILITY (ECS-ECSTC-2877) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Fault Recovery – Collection to Group Remapping utility]</i>  #comment 
2 Turn off the InsertEnabledAllowPublishFlagflag for the collections to be used 

in this test. 
  

3 Run the Collection to Group Remapping utility (EcDlRemap.pl), remapping a 
collection with enough granules to allow the utility to be killed while in 
progress. 

  

4 Then run the utility again, mapping a different collection to a new group.   
5 Verify that when the utility is run the second time, the log indicates that a 

recovery of the first run took place. 
  

6 Verify that both collections are correctly remapped to the specified new 
groups (check the DlCollection table, the DlFile table, and the Data Pool 
directories). 

  

 
 
TEST DATA: 
Any current data type 
 
EXPECTED RESULTS: 
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467 FAULT RECOVERY – MOST RECENT INSERTS UTILITY (ECS-ECSTC-2878) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Fault Recovery – Most Recent Inserts Utility]</i>  #comment 
2 Run the Most Recent Inserts utility, and kill the utility process while it is 

running. 
  

3 Rerun the utility for the same reporting date, and let it run to completion.   
4 Verify that only one set of files is created at the top level and at each 

collection level for the date which the utility was reporting, and that the 
contents of these files are correct. 

  

 
 
TEST DATA: 
n/a 
 
EXPECTED RESULTS: 
 

468 FAULT RECOVERY – HIDDEN SCRAMBLER UTILITY (ECS-ECSTC-2879) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Fault Recovery – Hidden Scrambler Utility]</i>  #comment 
2 Run the Hidden Scrambler utility with the –collgroup option (check with the 

lab lead before choosing a collection group).<br />There should be 
outstanding orders for granules from collections in this collection group. 

  

3 Kill the Hidden Scrambler utility AFTER the “Updating DlCollections with 
new orderOnly SNDir Names” message appears in the log, but before the run 
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# Action Expected Result Notes 
completes. 

4 Restart the utility with the same –collgroup option.   
5 Verify that the utility log indicates a recovery is in process.   
6 At the end of the second run of the utility, verify that new hidden directories 

have been generated for all collections in the group, that all hidden files for 
the collection group have been copied to the new hidden directories, that all 
FTPPull links for granules in these collections now point to the new hidden 
directories, and that all old hidden directories for collections in the group 
have been removed. 

  

 
 
TEST DATA: 
any current collection group 
 
EXPECTED RESULTS: 
 

469 FAULT RECOVERY - DATA POOL UN-PUBLISHING – RESTART AFTER FAULT, DP_7F_01, 
CRITERION 1032 (ECS-ECSTC-2880) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Fault Recovery - Data Pool Un-publishing – Restart after Fault, 

DP_7F_01, Criterion 1032]</i> 
 #comment 

2 Process the logical deletion of at least 50,000 science granules from the AIM 
inventory, as communicate by the AIM CI via the corresponding AIM-DPL 
interface. 

  

3 Each of these granules shall be related with a Browse granule that is not 
referenced by any other science granules. 

  

4 The collection shall be public and all of the science granule shall be public.   
5 Use Unpublish Utility to unpublish the above granules and cause the utility to 

terminate due to a fault after 20-25% of its run time and then restart it. 
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# Action Expected Result Notes 
6 The test can be executed in the absence of concurrent workload if this is 

necessary to achieve the required throughput, but do not run this test 
immediately after that for criterion 1030 (Data Pool Un-publishing 
Performance) to limit database cache effects. 

  

7 Verify that the science granules are un-published.   
8 Verify that the Browse granules are removed from the public Data Pool.   
9 Verify that the utility completes in X hours or less, where X is the number of 

science granules included in the test divided by 50,000. 
  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

470 FAULT RECOVERY - BULK ON-LINE ARCHIVE REPAIR – RESTART AFTER FAULT, DP_7F_01 
CRITERION 1052 (ECS-ECSTC-2881) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Fault Recovery - Bulk On-Line Archive Repair – Restart after Fault, 

DP_7F_01 Criterion 1052]</i> 
 #comment 

2 Perform a bulk repair that requires restoring at least 150 GB and at least 
7,000 granules that reside on at least 2 and no more than 5 different LTO 
tapes. 

  

3 The granules shall not reside in the archive cache.   
4 Preferably, the tapes used for the test will not already reside in drives at the 

start of the test; for any tapes that are already loaded, no tape mount 
allowance shall be applied (see V-3.) 

  

5 The Data Pool inventory entries for these granules shall be intact.   
6 Between 90 and 95% of the granules shall be public, the remainder shall not 

be public. Identify the hosts to be used for checksumming operations. 
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# Action Expected Result Notes 
7 Specify limits for the number of concurrent checksumming operations, tape 

volumes accessed concurrently, and concurrent tape read operations for the 
same tape; all these limits shall be greater than one. 

  

8 The test can be executed in the absence of concurrent workload if this is 
necessary to achieve the required throughput. 

  

9 Perform a bulk repair as specified above. Cause it to terminate due to a fault 
after 20-25% of its run time and then restart it. 

  

10 The test can be executed in the absence of concurrent workload if this is 
necessary to achieve the required throughput. 

  

11 Verify that all granules were repaired.   
12 Verify that the repair completes in X seconds or less, where X is the total 

volume that was restored divided by 150MB, plus a 10% allowance for 
recovery (i.e., the sum of the run times of the interrupted and the restarted run 
is less than X), plus the allowances for tape loading and media information 
look-up as specified in criterion 1050 step V-3: Verify that the repair 
completes in X seconds or less, where X is the total volume that was restored 
divided by 150 MB, plus one minute for each tape that did not reside in a tape 
drive at the start of the test (allowance for tape loading) and half a minute for 
every 1,000 granules (allowance for media information look-up). 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

471 FAULT RECOVERY - DATA POOL MOVE COLLECTION UTILITY WHEN THE MOVE OF THE 
COLLECTION IS INTERRUPTED AND THEN RESTARTED (ECS-ECSTC-2882) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Fault Recovery - Data Pool Move Collection Utility when the Move of 

the Collection is Interrupted and then Restarted]</i> 
 #comment 



 

1641 
 

# Action Expected Result Notes 
2 After running the Move Collection about &frac12; the elapsed time of test 

case 26, type a control-c at the command line to interrupt the Move 
Collection. A Linux prompt is returned. 

  

3 Restart the MoveCollection utility again using the same arguments.   
4 View the Move Collection log and find out if the interrupt was done before or 

after the fileSystemLabel update in DlCollection.<br />If it is found, the 
interrupt is after otherwise the interrupt was before.<br />In either case a 
BEFORE or AFTER recovery menu is displayed.<br />    a. Test deferring a 
move 

  

5 Verify the move collection script exits.<br />    b.Test completing a move in 
recovery 

  

6 Verify the Web Access Gui will not allow the user to drill down any further 
than the data set (collection level) page.<br />Note the move collection 
message under the data set description on the data set page. Verify that the 
data set name is text and not a hyperlink. 

  

7 Verify the recovery run is completed. Verify that new hidden directories have 
been generated for all collections in the group, that all hidden files for the 
collection group have been copied to the new hidden directories, that all 
FTPPull links for granules in these collections now point to the new hidden 
directories, and that all old hidden directories for collections in the group 
have been removed. 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

472 DPL XML CHECK UTILITY (ECS-ECSTC-2883) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[DPL XML Check Utility]</i>  #comment 
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# Action Expected Result Notes 
2 Note: Refer to the DPL XML Check Utility 609 document for detailed 

instructions. 
  

3 Usage of EcDlXcu.pl:   
4 EcDlXcu.pl &lt;MODE&gt; [-days &lt;NUMBER OF DAYS&gt;]<br />    [-

percent &lt;PERCENT 1-100&gt;]<br />    (-ESDT &lt;ESDTS ex. 
MOD29.005&gt;<br />    [-startdate &lt;STARTDATE ex: Jan 1 
2008&gt;<br />    [-enddate &lt;ENDDATE ex: Dec 25 2008&gt;]] |<br />    
-granuleid &lt;GRANULEIDS&gt; |<br />    -file &lt;FILENAME&gt;)<br 
/>    [-outputDir &lt;DIRECTORY&gt;] 

  

5 Run XCU to check the well-formedness of all the xml files or only the 
specified xml files (by using the optional parameters) in the Data Pool Online 
Archive of the mode. 

  

6 Verify that the utility reports the validation results and list the xml files which 
are not well-formed. 

  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

473 EMS EXTRACT UTILITY: THE EMS DATASET EXTRACTION UTILITY SHALL PROVIDE THE 
OPERATOR THE CAPABILITY TO SPECIFY AN OUTPUT DIRECTORY FOR THE FLAT FILES. 
(ECS-ECSTC-2884) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[EMS Extract Utility: The EMS Dataset Extraction Utility shall provide 

the operator the capability to specify an output directory for the flat files.]</i> 
 #comment 

2 L4 Requirement 80   
3 Verify that the directory listed for the EMSEXTRACTDIR tag in the   
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# Action Expected Result Notes 
EcDbEMSdataExtractor.CFG file is the directory where the EMS extract 
utility has extracted the dataset files to. The EcDbEMSdataExtractor.CFG file 
is located in the /usr/ecs/&lt;MODE&gt;/CUSTOM/cfg directory. 

4 DataSets: All<br />[EMS Extract Utility:The EMS Dataset Extraction Utility 
shall apply filenames that uniquely distinguish each flat file based on the 
following:<br />a)Beginning date for the reporting period<br />b)DAAC 
name<br />c)EMS flat file type] 

  

5 L4 Requirement 90   
6 Verify that the Name given to a file is the same name listed in the 

EcEMSextractRecord table for that extract run and that the name contains the 
Beginning date for the reporting period, the DAAC name, and the EMS flat 
file type. 

  

7 DataSets: All<br />[EMS Extract Utility: A record of the Extract utility run 
shall be kept in a log file and in the EcEMSextractRecord table] 

  

8 L4 Requirement 100   
9 Run the EMS extract utility using a command similar to the following:   
10 EcDbEMSdataExtractor.pl -m &lt;MODE&gt; -s &quot;start date&quot; -e 

“end date” -v -x DistFTP –o 
  

11 Verify that a record of the run can be found in the log that is created and that 
a record for the run can be found in the EcEMSextractRecord table. 

  

12 DataSets: All<br />[EMS Extract Utility: Verify that in extracted dataset 
files, there is one record per line and each record is divided into fields using 
‘|&amp;|’ as a delimiter.] 

  

13 Visually inspect the files that have been created by the extract script.   
14 DataSets: All   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
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474 EMS EXTRACT UTILITY: THE EMS DATASET EXTRACTION UTILITY SHALL PROVIDE THE 
OPERATOR THE CAPABILITY TO OVERRIDE THE DEFAULT 24-HOUR PERIOD EXECUTION 
WITH AN ALTERNATIVE STARTING AND ENDING DATE. (ECS-ECSTC-2885) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[EMS Extract Utility: The EMS Dataset Extraction Utility shall provide 

the operator the capability to override the default 24-hour period execution 
with an alternative starting and ending date.]</i> 

 #comment 

2 <i>L4 Requirement 50</i>  #comment 
3 Run the following EMS extract utility command with or without the –v flag 

(verbose) with dates entered &gt; than 24-hour period, i.e., one week 
apart:<br /><br />EcDbEMSdataExtractor.pl -m &lt;MODE&gt; -s 
&quot;&lt;start date&gt;&quot; -e &quot;&lt;end date&gt;&quot; -v -x 
&lt;Dataset&gt; -o 

  

4 This command can be run using any of the dataset ExtractType tags: Meta, 
searchExp, Ing, DistFTP, DistMedia, or Arch. 

  

5 Verify that 1 output dataset file is created for dataset and date range and that 
the file is scp’d to the configured destination. 

  

6 Verify that a record for this dataset run has been entered in the 
EcEMSextractRecord table and that the starting and ending reporting period 
matches the start date and end date entered in the command. 

  

7 Verify that the ExecutionMode for the record is recorded as override in the 
table. 

  

8 <i>[(see Note) EMS Extract Utility: The EMS Dataset Extraction Utility shall 
provide the operator the capability to specify a single flat file type for 
generation and export.]</i> 

 #comment 

9 <i>L4 Requirement 70</i>  #comment 
10 Run the following EMS extract utility command with or without the –v flag 

(verbose) with dates entered for 24-hour period, or larger date range: Data for 
the specified dataset will be extracted in files for each 24-hour period.<br 
/><br />EcDbEMSdataExtractor.pl -m &lt;MODE&gt; -s &quot;&lt;start 
date&gt;&quot; -e &quot;&lt;end date&gt;&quot; -v -x &lt;Dataset&gt; 
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# Action Expected Result Notes 
11 This command can be run using any of the dataset ExtractType tags: Meta, 

searchExp, Ing, DistFTP, DistHTTP DistMedia, or Arch. 
  

12 Note: This capability allows the user to recover missing data for a specific 
dataset between a specified start date and end date.<br />This test can be 
verified with test 2. 

  

13 Verify that the command run above has specified a single flat file type for 
generation and export for each 24-hour period between the start date and end 
date. 

  

14 Verify that a single record for this dataset run has been entered in the 
EcEMSextractRecord table. 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

475 EMS EXTRACT UTILITY: THE EMS DATASET EXTRACTION UTILITY SHALL RENAME A 
FLAT FILE IF IT HAS BEEN RESENT TO THE EMS. (ECS-ECSTC-2886) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[EMS Extract Utility: The EMS Dataset Extraction Utility shall rename a 

flat file if it has been resent to the EMS.]</i> 
 #comment 

2 L4 Requirement 100   
3 Run the EMS extract utility using a command similar to the following:   
4 EcDbEMSdataExtractor.pl -m &lt;MODE&gt; -s &quot;start date&quot; -e 

“end date” -v -x DistFTP –o 
  

5 Run the command again and verify that the file name created is the same 
except for “.rev1” appended to the end of the name. 

  

6 Verify that for each subsequent run of the command, the rev number is 
incremented 1. 
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# Action Expected Result Notes 
7 Note: this capability ensures that if a flat file for a dataset has already been 

sent to EMS, that subsequent runs of the data extract script will not overwrite 
the previously sent file. 

  

8 DataSets: All   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

476 EMS EXTRACT UTILITY: (SEE NOTE) VERIFY THAT THE EMS EXTRACT UTILITY CAN BE 
RUN AS A CRON (ECS-ECSTC-2887) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[EMS Extract Utility: (see Note) Verify that the EMS extract utility can 

be run as a cron]</i> 
 #comment 

2 L4 Requirement 100   
3 Log into LINUX as the user that the cron will be run as. Set-up the cron by 

running the crontab –e command on the server that the cron will be run. 
  

4 The command will be something like: 51 16 * * 2 (export 
LD_LIBRARY_PATH=/tools/sybOCv12.5.1/lib:/home/cmops/lib;/bin/csh -c 
&quot;cd /usr/ecs/TS1/CUSTOM/utilities; EcDbEMSdataExtractor.pl -m 
TS1&quot;) 

  

5 Note: command may be different based on the configuration for the server. 
This command should only be run after setting the defaults for execution of 
the script in default mode. If test 1 is set-up to run as a cron, this test is 
verified. 

  

6 DataSets: All   
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TEST DATA: 
 
EXPECTED RESULTS: 
 

477 RECOVERY (SEE NOTE) EMS EXTRACT UTILITY: VERIFY FOR THE DEFAULT 
CONFIGURATION RUN OF THE EMS EXTRACT UTILITY, THATIF THE SCRIPT DOES NOT 
RUN FOR A FEW DAYS, THE SCRIPT CAN DETERMINE WHEN IT LAST RAN SUCCESSFULLY 
BY RETRIEVING THE LAST SUCCESSFUL RUN INFOR (ECS-ECSTC-2888) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[RECOVERY (see Note) EMS Extract Utility: Verify for the default 

configuration run of the EMS extract utility, thatif the script does not run for 
a few days, the script can determine when it last ran successfully by 
retrieving the last successful run information from the EcEMSextractRecord 
table and automatically create files for missing days for each 24-hour period 
since the last successful run.]</i> 

 #comment 

2 This can be verified and simulated by setting the defaults for execution of the 
script in default mode about a week earlier than the current date. Then the 
Execution script can be run using the following parameters: 

  

3 EcDbEMSdataExtractor.pl -m TS1   
4 Verify that after execution files have been created for each dataset, upto the 

current date. Verify that the file is located in the extract directory and a record 
has been created in the EcEMSextractRecord table. 

  

5 Note: this capability of the EMS extract utility ensures that if the utility has 
not been run for a period of time, that the script can start running from the 
time it was previously run. 

  

6 DataSets: All   

 
 
TEST DATA: 
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EXPECTED RESULTS: 
 

478 RECOVERY (SEE NOTE) EMS EXTRACT UTILITY: VERIFY THAT IF A DATASET FILE HAS 
BEEN EXTRACTED TO THE EXTRACT DIRECTORY, BUT NOT SFTP’D, A SUBSEQUENT RUN 
OF THE UTILITY WILL SFTP THIS FILE AND MARK THE FILE AS SFTP’D (ECS-ECSTC-2889) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[RECOVERY (see Note) EMS Extract Utility: Verify that if a dataset file 

has been extracted to the extract directory, but not sftp’d, a subsequent run of 
the utility will sftp this file and mark the file as sftp’d]</i> 

 #comment 

2 From the files that have been recently created during testing, find a record for 
the file in the EcEMSextractRecord table. In this table for that record set the 
FTPcompletionTime to NULL. 

  

3 Run the EMS Extract utility using the following command.   
4 EcDbEMSdataExtractor.pl -m TS1 -s &quot;start date&quot; -e &quot;end 

date&quot; 
  

5 Verify that the files that have had the FTPcompletionTime set to NULL have 
been scp’d to the sftp site and that the FTPcompletionTime has been updated. 

  

6 Note: This simulates files that have not previously been sftp’d, picked up 
automatically by the Extract script. This capability of the EMS extract script 
allows files to be sent that may not have been sent previously because of a 
down link between the DAAC and EMS. 

  

7 DataSets: All   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
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479 RECOVERY (SEE NOTE) EMS EXTRACT UTILITY: VERIFY THAT IF A DATASET FILE HAS 
BEEN REMOVED FROM THE EXTRACT DIRECTORY, BUT NOT SFTP’D, A SUBSEQUENT RUN 
OF THE UTILITY WILL NOT CRASH WHEN AN ATTEMPT TO SFTP THIS FILE IS MADE. 
INSTEAD, THE FILE WILL BE MARKED (ECS-ECSTC-2890) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[RECOVERY (see Note) EMS Extract Utility: Verify that if a dataset file 

has been removed from the extract directory, but not sftp’d, a subsequent run 
of the utility will not crash when an attempt to sftp this file is made. Instead, 
the file will be marked sftp’d and a note documenting this will be written to 
the log.]</i> 

 #comment 

2 From the files that have been recently created during testing, find a record for 
the file in the EcEMSextractRecord table. In this table for that record set the 
FTPcompletionTime to NULL. 

  

3 Locate this file in the bcp extract directory and remove it.   
4 Run the EMS Extract utility using the following command.   
5 EcDbEMSdataExtractor.pl -m TS1 -s &quot;start date&quot; -e &quot;end 

date&quot; -v 
  

6 Verify that the files that have had the FTPcompletionTime set to NULL and 
removed from the directory have had their FTPcompletionTime updated. 
Verify that a corresponding note for this file has been place in the log. Verify 
that the script finishes. 

  

7 Note: This simulates files that have not previously been sftp’d and have been 
removed or moved from the location that has been documented in the 
EcEMSextractRecord table. This capability ensures that the EMS extract 
script will continue to run, even if it is unable to locate the file that is to be 
sent to EMS. 

  

8 DataSets: All   

 
 
TEST DATA: 
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EXPECTED RESULTS: 
 

480 (SEE NOTE) EMS EXTRACT UTILITY: THE EMS DATASET EXTRACTION UTILITY SHALL 
PROVIDE THE OPERATOR THE CAPABILITY TO OVERRIDE THE DEFAULT 24-HOUR 
PERIOD EXECUTION WITH AN ALTERNATIVE STARTING AND ENDING DATE. THE DATA 
WILL BE OUTPUT TO EXTRACT FILES IN 24-HOUR (ECS-ECSTC-2891) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[(see Note) EMS Extract Utility: The EMS Dataset Extraction Utility shall 

provide the operator the capability to override the default 24-hour period 
execution with an alternative starting and ending date. The data will be output 
to extract files in 24-hour periods between the date range specified ]</i> 

 #comment 

2 Run the following EMS extract utility command with or without the –v flag 
(verbose) with dates entered &gt; than 24-hour period, ie, one week apart: 

  

3 EcDbEMSdataExtractor.pl -m &lt;MODE&gt; -s &quot;&lt;start 
date&gt;&quot; -e &quot;&lt;end date&gt;&quot; -v 

  

4 To verify this, specify a date range of about one week.   
5 Verify that output dataset files are created for each dataset and the date range 

specified and that the file is scp’d to the configured destination. Verify that a 
dataset file is created for each 24-hour period. Verify that a record for this 
dataset run has been entered in the EcEMSextractRecord table and that the 
starting and ending reporting period matches the start date of each dataset 
file. Verify that the ExecutionMode for the record is recorded as override in 
the table. 

  

6 Note: This EMS extract script capability allows files for datasets to be 
generated for a user specified period of time. 

  

7 DataSets: All   

 
 
TEST DATA: 
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EXPECTED RESULTS: 
 

481 EMS EXTRACT UTILITY: THE EMS DATASET EXTRACTION UTILITY WILL NOT OUTPUT 
DATA IN LESS THAN A 24-HOUR PERIOD (ECS-ECSTC-2892) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[EMS Extract Utility: The EMS Dataset Extraction Utility will not output 

data in less than a 24-hour period]</i> 
 #comment 

2 Run the following EMS extract utility command with or without the –v flag 
(verbose) with dates entered less than than 24-hour period: 

  

3 EcDbEMSdataExtractor.pl -m &lt;MODE&gt; -s &quot;&lt;start 
date&gt;&quot; -e &quot;&lt; end date &gt;&quot; -v 

  

4 To verify this, specify a date range less than 24-hours. Verify that no output 
datasets are created and there is no entry in the EcEMSextractRecord table 
for this specified date range. 

  

5 DataSets: All   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

482 EMS EXTRACT UTILITY: IF ONLY THE <END DATE> OR THE <BEGIN DATE> IS SPECIFIED 
FOR THE EMS DATASET EXTRACTION UTILITY THE SCRIPT WILL OUTPUT DATASET 
FILES FROM THAT SPECIFIC DAY FORWARD TO THE CURRENT DATE MINUS 2 DAYS (ECS-
ECSTC-2893) 

DESCRIPTION: 
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PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[EMS Extract Utility: If only the &lt;end date&gt; or the &lt;begin 

date&gt; is specified for the EMS Dataset Extraction Utility the script will 
output dataset files from that specific day forward to the current date minus 2 
days]</i> 

 #comment 

2 Run the following EMS extract utility command with or without the –v flag 
(verbose) with dates entered as indicated: 

  

3 EcDbEMSdataExtractor.pl -m &lt;MODE&gt; -e &quot;&lt; end date 
&gt;&quot; -v 

  

4 EcDbEMSdataExtractor.pl -m &lt;MODE&gt; -s &quot;&lt; begin date 
&gt;&quot; -v 

  

5 Verify that dataset files are created for that date forward and that there is a 
record of the run process in the EcEMSextractRecord table. Verify that the 
execution mode is specified as “override” 

  

6 DataSets: All   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

483 EMS EXTRACT UTILITY:ANY EMD CODE CHANGES WILL NEED TO BE VERIFIED AGAINST 
THE EMS ICD AND ESTABLISHED PROCESSES (ECS-ECSTC-2894) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[EMS Extract Utility:Any EMD code changes will need to be Verified 

against the EMS ICD and established Processes]</i> 
 #comment 

2 Note: This testing will be conducted in PVC between EMD and EMS and at   
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# Action Expected Result Notes 
the DAACs between DAAC and EMS. Testing between PVC and EMS must 
be coordinated with EMS. 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

484 (SEE NOTE) EMS EXTRACT UTILITY: THE EMS DATASET EXTRACTION UTILITY SHALL 
PROVIDE THE OPERATOR THE CAPABILITY TO EXTRACT QA | PH DATA FOR DISTFTP | 
DISTHTTP (ECS-ECSTC-2895) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[(see Note) EMS Extract Utility: The EMS Dataset Extraction Utility shall 

provide the operator the capability to extract QA | PH data for DistFTP | 
DistHTTP]</i> 

 #comment 

2 Run the following EMS extract utility command with or without the –v flag 
(verbose) with dates entered for 24-hour period, or larger date range: The 
range provided should include DataPool Web accesses to QA and PH data 
and FTP OMS orders of QA | PH granules. Data for the specified dataset will 
be extracted in files for each 24-hour period. 

  

3 EcDbEMSdataExtractor.pl -m &lt;MODE&gt; -s &quot;&lt;start 
date&gt;&quot; -e &quot;&lt;end date&gt;&quot; -v -x &lt;Dataset&gt; 

  

4 This command can be run using the following dataset ExtractType tags: 
DistFTP, DistHTTP. 

  

5 Note: The HTTP scripts may no longer be running<br />at DAACs.   
6 Verify that the command run above has specified a single flat file type for 

generation and export for each 24-hour period between the start date and end 
date. Review the flat file created and ensure that the flat file contains QA | PH 
data. 
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# Action Expected Result Notes 
7 Compare with record from database and ensure that the data in flat file 

matches the record in database. Comparison should be made for OMS and 
DPL QA | PH. 

  

8 DataSets:   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

485 EMS EXTRACT UTILITY: THE EMS DATASET EXTRACTION UTILITYSHALL ALLOW 
OPERATOR TO SET A DEFAULT DATE FOR SUBSEQUENT RUNS OF THE UTILITY EITHER 
FOR ALL DATA SETS OR FOR ONE DATASET (ECS-ECSTC-2896) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[EMS Extract Utility: The EMS Dataset Extraction Utilityshall allow 

operator to set a default date for subsequent runs of the utility either for all 
data sets or for one dataset]</i> 

 #comment 

2 The following datasets can be used when running this test:<br />a) Product 
attribute metadata: Meta<br />b) Product attribute search: searchExp<br />c) 
Data Ingest: Ing<br />d) Data Archive: Arch<br />e) Physical media<br 
/>distribution orders DistFTP<br />(DataPool, FtpPush, FtpPull, Scp) 

  

3 DistHTTP (DataPool)<br />f) Electronic media<br />distribution orders 
DistMedia<br />(Cdrom, Dlt, Dvd) 

  

4 This test sets the initial date that the default configuration of the utility should 
begin processing. See “Initializing the EMS Extract script prior to default 
execution” at end of document. A possible set of the initial default datasets 
could be one week earlier than the current date. This can be run for one 
dataset or for all datasets; “default” is written to the ExecutionMode field in 
the EcEMSextractRecord table and subsequent runs of the utility in default 
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# Action Expected Result Notes 
configuration (see test 1). 

5 Run one of the following EMS extract utility commands:   
6 EcDbEMSdataExtractor.pl -m TS1 -s &quot;&lt;start date&gt;&quot; -e 

&quot;&lt;end date&gt;&quot; -v –i 
  

7 EcDbEMSdataExtractor.pl -m TS1 -s &quot;&lt;start date&gt;&quot; -e 
&quot;&lt;end date&gt;&quot; -v –I –x &lt;dataset&gt; 

  

8 Verify that for command run above that “default” has been written to the 
EcEMSextractRecord table ExecutionMode column for the dataset. 

  

9 DataSets:   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

486 (SEE NOTE) EMS EXTRACT UTILITY: THE EMS DATASET EXTRACTION UTILITYSHALL 
ALLOW OPERATOR TO SET THE LAG TIME FOR RUNNING OF DEFAULT DATASET(S) (ECS-
ECSTC-2897) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[(see Note) EMS Extract Utility: The EMS Dataset Extraction Utilityshall 

allow operator to set the LAG time for running of default dataset(s)]</i> 
 #comment 

2 The following datasets can be used when running this test:<br />a) Product 
attribute metadata: Meta<br />b) Product attribute search: searchExp<br />c) 
Data Ingest: Ing<br />d) Data Archive: Arch<br />e) Physical media<br 
/>distribution orders DistFTP<br />(DataPool, FtpPush, FtpPull, Scp) 

  

3 DistHTTP (DataPool)<br />f) Electronic media<br />distribution orders 
DistMedia<br />(Cdrom, Dlt, Dvd) 

  

4 This test sets the LAG time for subsequent runs of the EMS Extract script in 
default mode. This allows a variation in how current the data is that is sent to 
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# Action Expected Result Notes 
EMS. The LAG time is set by modifying the value for LAG in the 
EcDbEMSdataExtractor.CFG file. 

5 Note: The default LAG time set in configuration file is -1, meaning if the 
EMS extract script is run today for default configuration, data will be 
provided up to the day before yesterday. Setting the value to 0 will provide 
data up to yesterday. Setting the value to 1 will provide data up to current 
time 

  

6 Run one of the following EMS extract utility commands after setting the 
LAG time and setting the default for the dataset (see test 13) : 

  

7 EcDbEMSdataExtractor.pl -m TS1 -s &quot;&lt;start date&gt;&quot; -e 
&quot;&lt;end date&gt;&quot; -v –i 

  

8 EcDbEMSdataExtractor.pl -m TS1 -s &quot;&lt;start date&gt;&quot; -e 
&quot;&lt;end date&gt;&quot; -v –I –x &lt;dataset&gt; 

  

9 Verify that for command run, datasets have been run up to the time specified 
by the LAG configuration variable. 

  

10 DataSets:   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

487 (SEE NOTE) EMS EXTRACT UTILITY: SHALL ALLOW OPERATOR TO SET THE 
DESTINATIONDIR FOR DATA THAT IS SENT TO EMS (ECS-ECSTC-2898) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[(see Note) EMS Extract Utility: shall allow operator to set the 

DESTINATIONDIR for data that is sent to EMS]</i> 
 #comment 

2 The following datasets can be used when running this test:<br />a) Product 
attribute metadata: Meta<br />b) Product attribute search: searchExp<br />c) 
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# Action Expected Result Notes 
Data Ingest: Ing<br />d) Data Archive: Arch<br />e) Physical media<br 
/>distribution orders DistFTP<br />(DataPool, FtpPush, FtpPull, Scp) 

3 DistHTTP (DataPool)<br />f) Electronic media<br />distribution orders 
DistMedia<br />(Cdrom, Dlt, Dvd) 

  

4 This test sets the DESTINATIONDIR for data that is sent to EMS.   
5 Note: The default DESTINATIONDIR for data sent to EMS is the home 

directory of the account. This allows for sending data to a subdirectory. The 
full path for the subdirectory should be specified. 

  

6 Run one of the following EMS extract utility commands after setting the 
DESTINATIONDIR in the configuration file. 

  

7 EcDbEMSdataExtractor.pl -m TS1 -s &quot;&lt;start date&gt;&quot; -e 
&quot;&lt;end date&gt;&quot; -v 

  

8 EcDbEMSdataExtractor.pl -m TS1 -s &quot;&lt;start date&gt;&quot; -e 
&quot;&lt;end date&gt;&quot; -v –x &lt;dataset&gt; 

  

9 Verify that for command run, the dataset has been sent to the specified 
directory. 

  

10 DataSets:   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

488 (SEE NOTE) EMS EXTRACT UTILITY: SHALL ALLOW INTENDEDUSAGE DATA TO BE SENT 
TO EMS FOR MSS/OMS DATA (ECS-ECSTC-2899) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[(see Note) EMS Extract Utility: shall allow intendedUsage data to be 

sent to EMS for MSS/OMS data]</i> 
 #comment 

2 The following datasets can be used when running this test:<br />a) Physical   
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# Action Expected Result Notes 
media<br />distribution orders DistFTP<br />(DataPool, FtpPush, FtpPull, 
Scp) 

3 DistHTTP (DataPool)<br />b) Electronic media<br />distribution orders 
DistMedia<br />(Cdrom, Dlt, Dvd) 

  

4 This test provides data that has intendedUsage set for MSS/OMS data.   
5 Note: The intendedUsage is set in the OmRequestGranule table.   
6 Run the following EMS extract utility commands for data range that contains 

data populating intendedUsage . 
  

7 EcDbEMSdataExtractor.pl -m TS1 -s &quot;&lt;start date&gt;&quot; -e 
&quot;&lt;end date&gt;&quot; -v –x &lt;dataset&gt; 

  

8 Verify that for command run, the dataset contains intendedUsage data.   
9 DataSets:   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

489 RESAMPLE, SWTIF AND GDTIF CONVERSION (ECS-ECSTC-2900) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Resample, swtif and gdtif conversion]</i>  #comment 
2 <i>Use the HEG Automated Testing Script (HATS) to perform these 

tests.</i> 
 #comment 

3 <i>Refer to the HEG_Regression_Test_Spreadsheet for a list of tests.</i>  #comment 
4 Generate an XML file for each row in the spreadsheet.   
5 Once all XML files (each XML file represents a request) have been generated 

and a flat file with a list of these XML files has been created, invoke the 
EcDlHATSClientStart script by passing in the &lt;MODE&gt; and location 
of the flat file.<br />The HATS GUI will load up and begin processing each 
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# Action Expected Result Notes 
request. 

6 Once all requests finish, perform verification.   
7 Examine each request as follows:<br />(1) verify that the HATS GUI 

displays a blue status for the request,<br />(2) verify that the number of met 
files is equal to the number of hdf or tif files, and<br />(3) view each hdf and 
tif file using either HDFView (for hdf files) or xv (for tif files) to make sure 
the file displays an appropriate image. 

  

 
 
TEST DATA: 
ASTER_DEM, AST_L1B, AE_Ocean, AE_DyOcn, AE_DySno, AE_SI12, MOD10C1, MOD11_L2, MOD09A1, MOD43B1, and MOD15A2, MI1B2E. (see 
spreadsheet) 
 
EXPECTED RESULTS: 
 

490 FTPPULL REQUEST (ECS-ECSTC-2901) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>FtpPull Request</i>  #comment 
2 Submit an FtpPull request for multiple granules, using the Spatial 

Subscription GUI, EWOC client, or the EcOmSrCliDriverStart utility. 
  

3 Verify the request shows up on the OMS GUI Distribution Requests Page.   
4 Verify the “Request Status” column proceeds from Queued to Shipped.   
5 Verify the IsOrderOnly flag is appropriately changed from NULL to B then 

back to NULL for public granules in the order or from H to Y then back to H 
for hidden granules in the order. 

  

6 Verify the appropriate granule files are available for download from the ftp 
server and that other request directories are not visible. 

  

7 Verify DN emails are sent to the user specified in the request.   
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TEST DATA: 
Any current data type 
 
EXPECTED RESULTS: 
 

491 FTPPUSH REQUEST FOR A CONFIGURED DESTINATION (ECS-ECSTC-2902) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>FtpPush Request for a Configured Destination</i>  #comment 
2 Submit an FtpPush request for multiple granules, using the Spatial 

Subscription GUI, EWOC client, or the EcOmSrCliDriverStart utility. 
  

3 Ensure the ftp destination is configured in the OMS GUI.   
4 Verify the request shows up on the OMS GUI Distribution Requests Page.   
5 Verify the “Request Status” column proceeds from Queued to Shipped.   
6 Verify the IsOrderOnly flag is appropriately changed from NULL to B then 

back to NULL for public granules in the order or from H to Y then back to H 
for hidden granules in the order. 

  

7 Verify the appropriate granule files are transferred to the destination.   
8 Verify DN emails are sent to the user specified in the request.   

 
 
TEST DATA: 
Any current data type 
 
EXPECTED RESULTS: 
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492 FTPPUSH REQUEST FOR AN UN-CONFIGURED DESTINATION (ECS-ECSTC-2903) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>FtpPush Request for an Un-Configured Destination</i>  #comment 
2 Submit an FtpPush request for multiple granules, using the Spatial 

Subscription GUI, EWOC client, or the EcOmSrCliDriverStart utility. 
  

3 Ensure the ftp destination is NOT configured in the OMS GUI.   
4 Verify the request shows up on the OMS GUI Distribution Requests Page.   
5 Verify the “Request Status” column proceeds from Queued to Shipped.   
6 Verify the IsOrderOnly flag is appropriately changed from NULL to B then 

back to NULL for public granules in the order or from H to Y then back to H 
for hidden granules in the order. 

  

7 Verify the appropriate granule files are transferred to the destination.   
8 Verify DN emails are sent to the user specified in the request.   

 
 
TEST DATA: 
Any current data type 
 
EXPECTED RESULTS: 
 

493 SCP REQUEST FOR A CONFIGURED DESTINATION (ECS-ECSTC-2904) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>SCP Request for a Configured Destination</i>  #comment 
2 Submit an SCP request for multiple granules using the Spatial Subscription   
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# Action Expected Result Notes 
GUI, EWOC client, or the EcOmSrCliDriverStart utility. 

3 Ensure the scp destination is configured in the OMS GUI.   
4 Verify the request shows up on the OMS GUI Distribution Requests Page.   
5 Verify the “Request Status” column proceeds from Queued to Shipped.   
6 Verify the IsOrderOnly flag is appropriately changed from NULL to B then 

back to NULL for public granules in the order or from H to Y then back to H 
for hidden granules in the order. 

  

7 Verify the appropriate granule files are transferred to the destination.   
8 Verify the Distribution Notice is left in the destination directory.   

 
 
TEST DATA: 
Any current data type 
 
EXPECTED RESULTS: 
 

494 DPL FILE SYSTEM UNAVAILABLE (ECS-ECSTC-2905) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>DPL file system unavailable</i>  #comment 
2 Submit multiple requests for granules with ESDTs on different file systems.   
3 Use the DPM GUI to make one of the Data Pool file systems unavailable.   
4 Verify the Operator Alerts page in the OMS GUI shows that the file system is 

suspended. 
  

5 Verify that an email is sent to the configured address for operator alerts 
containing details about the suspended file system. 

  

6 Verify that granules that reside on the suspend file system and their 
associated requests are not promoted to staging. 

  

7 Resume the Data Pool file system using the DPM GUI.   
8 Verify that the alert is cleared from the OMS GUI.   
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# Action Expected Result Notes 
9 Verify the granules that reside on the previously suspended file system are 

promoted to staging and all requests get Shipped. 
  

 
 
TEST DATA: 
Any current data type 
 
EXPECTED RESULTS: 
 

495 SUSPEND, RESUME / CANCEL, RETRY (ECS-ECSTC-2906) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Suspend, Resume / Cancel, Retry</i>  #comment 
2 Submit a request for HEG Processing   
3 Submit another request containing Browse data.   
4 Submit another request containing Bulk Browse data.   
5 Submit another request containing Non-ECS data.   
6 <i>For each submitted request, verify that the order can be</i>  #comment 
7 Suspended and Resumed   
8 Cancelled Individually and Resubmitted (Individually)   
9 Bulk Cancelled and Bulk Resubmitted   
10 Suspended while in Queued state, resumed and shipped   
11 Suspended while in Staging state, resumed and shipped (for all except Bulk 

Browse) 
  

12 Cancelled and resubmitted   
13 Resubmitted from an Operator Intervention state and shipped without the OM 

server coring 
  

14 Resubmitted after it’s shipped and ensure that it goes the correct route (i.e. 
S4) 

  

15 When resubmitting orders, ensure the sending of email options works   
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TEST DATA: 
Any current data type 
 
EXPECTED RESULTS: 
 

496 FTP PULL HEG ORDER (ECS-ECSTC-2907) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Ftp Pull HEG Order</i>  #comment 
2 Using the Web Access GUI, select five HEGable granules that allow band 

subsetting and spatial subsetting (AE_DySno.86). 
  

3 On the Web Access GUI “Shopping Cart” page, Select “GeoTiff” conversion 
and “Geographic” projection for some of the granules. 

  

4 For at least one granule select spatial subsetting coordinates that do not match 
the band subsetting choice. 

  

5 On the Web Access GUI “Media Page”, Select “FtpPull”.   
6 Submit Order to OMS.   
7 Verify that an Acceptance email is sent to user.   
8 Verify that the Acceptance email contains processing instructions.   
9 Use the OMS GUI distribution page and the OMS pending Requests page to 

track progress. 
  

10 Once the request state is shipped, use the OMS GUI distribution page to 
verify that a Distribution Notice Email is sent to the user. 

  

11 Verify that the links in the distribution notice page are functional.   
12 Verify that the links can be used to download the files.   
13 Verify that the granule with the spatial/band subsetting discrepancy was 

marked as failed in the OMS GUI and was not distributed to the user. 
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TEST DATA: 
Any current data type 
 
EXPECTED RESULTS: 
 

497 FTP PUSH HEG ORDER (ECS-ECSTC-2908) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Ftp Push HEG Order</i>  #comment 
2 Using the Web Access GUI, select a HEGable granule.   
3 On the Web Access GUI “Shopping Cart” page, Select “GeoTiff” conversion 

and “Geographic” projection. 
  

4 On the Web Access GUI “Media Page” Select “FtpPush”.   
5 Submit Order to OMS.   
6 Verify that an Acceptance email was sent to the user.   
7 Verify that the Acceptance email contains processing instructions.   
8 Use the OMS GUI distribution page and the OMS pending Requests page to 

track progress. 
  

9 Once the request state is shipped, use the OMS GUI distribution page to 
verify that a Distribution Notice Email is sent to the user. 

  

10 Verify that the destination directory contains files.   

 
 
TEST DATA: 
Any current data type 
 
EXPECTED RESULTS: 
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498 FTP PUSH/SCP DESTINATION MANUAL RETRY SUSPENSION (ECS-ECSTC-2909) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Ftp Push/SCP Destination Manual Retry Suspension</i>  #comment 
2 Use the OMS GUI to set the Max. Operations to 2 for a Push Destination.   
3 Submit multiple Push requests with an invalid password to this Destination.   
4 Verify that at least 2 requests enter Operator Intervention.   
5 Verify that the destination is suspended, and an operator alert is queued.   
6 Verify that the email is sent to the configured address for operator alerts, 

identifying the nature of the alert and the ftp destination. 
  

7 Use the OMS GUI Destination monitor to resume the destination.   
8 Close one of the interventions, and modify the ftp push parameters, so the 

correct password is used. 
  

9 Verify the request is successfully shipped.   
10 Repeat this test, using a destination that is not configured in the OMS GUI.   
11 Repeat this test using SCP media type.   

 
 
TEST DATA: 
Any current data type 
 
EXPECTED RESULTS: 
 

499 FTP PUSH/SCP DESTINATION AUTOMATIC RETRY (ECS-ECSTC-2910) 

DESCRIPTION: 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 <i>Ftp Push/SCP Destination Automatic Retry</i>  #comment 
2 Create 3 requests so that they contain an error that causes the FtpPush 

operations to fail. 
  

3 Submit the 3 FtpPush orders for granules to be sent to a single FtpPush 
destination configured for automatic retry. 

  

4 After the destination has been suspended and the alert has been generated, 
update the distribution requests such that they will now succeed, using the 
update feature specified in S-OMS-06270 from ticket OD_S4_01. 

  

5 Verify the automatic retry executes.   
6 Verify the alert is removed from the list of pending alerts after the next screen 

refresh. 
  

7 Verify the FtpPush operations complete successfully.   
8 Repeat this test for SCP media type.   

 
 
TEST DATA: 
Any current data type 
 
EXPECTED RESULTS: 
 

500 FTP PUSH/SCP MANUAL DESTINATION RETRY (ECS-ECSTC-2911) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Ftp Push/SCP Manual Destination Retry</i>  #comment 
2 Create 3 requests so that they contain an error that causes the FtpPush 

operations to fail. 
  

3 Submit the 3 FTP Push orders for granules to be sent to a single FtpPush 
destination configured for automatic retry. 

  

4 After the destination has been suspended and the alert has been generated, use   
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# Action Expected Result Notes 
the OM GUI to switch the destination to manual suspension. 

5 Update the distribution requests such that they will now succeed, using the 
update feature specified in S-OMS-06270 from ticket OD_S4_01. 

  

6 Verify the automatic retry does not execute.   
7 Resume the destination manually.   
8 Verify the alert is removed from the list of pending alerts after the next screen 

refresh. 
  

9 Verify the FtpPush operations complete successfully.   
10 Repeat this test for SCP media type.   

 
 
TEST DATA: 
Any current data type 
 
EXPECTED RESULTS: 
 

501 FTP PUSH/SCP: GRANULE ERROR OPERATOR INTERVENTION (ECS-ECSTC-2912) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>FTP Push/SCP: Granule Error Operator Intervention</i>  #comment 
2 Submit an FtpPush distribution request that has several granules.   
3 Cause one (and only one) of the granules to run into an FtpPush error that 

does not cause the destination to be suspended (e.g., delete or rename one of 
its files after it was staged but before it is pushed). 

  

4 Verify the destination does not suspend.   
5 Verify an intervention is queued.   
6 Verify the status of the destination is displayed correctly.   
7 Verify it is possible to fail the granule.   
8 Verify after failing the problem granule and closing the Operator 

intervention, any remaining granules are pushed, but not the failed 
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# Action Expected Result Notes 
granule.<br /><br />Note that failing the granule would not affect any 
concurrent FtpPush operation for other files belonging to that granule, i.e., 
there is no requirement that they be cancelled. 

9 Verify after all the remaining files have been pushed, a correct DN email is 
sent for FtpPush (see S-OMS-06673 from ticket OD_S4_01 for FtpPush) or 
the email is left on the destination for SCP distribution. 

  

10 Verify a DN email is sent, describing the failed granule.   
11 Verify the DN explains that this granule is the only one that has not yet 

completed pushing. 
  

12 Verify the DN identifies the failure.   
13 Repeat this test for SCP media type.   
14 Verify that the SCP directory contains a notification file, describing the failed 

granule (SCP does not send email DNs). 
  

 
 
TEST DATA: 
Any current data type 
 
EXPECTED RESULTS: 
 

502 ODL TO XML (ECS-ECSTC-2913) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>ODL to XML</i>  #comment 
2 Submit an FtpPull request via SSS or EWOC, using an email address 

configured for ODL to XML metadata conversion. 
  

3 Verify the requests Stage and Ship.   
4 Verify DN emails are sent.   
5 Verify the request directory is created in the DPL FtpPull area.   
6 Verify data file links are created in the DPL FtpPull area.   
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# Action Expected Result Notes 
7 Login to the ftp server (via anonymous login).   
8 Verify the directory permissions of the created directory.   
9 Verify the symlinks are not visible.   
10 Verify that other request directories are not visible.   
11 Download the files from the ftp server (via anonymous login).   
12 Verify that all files listed are retrieved successfully.   

 
 
TEST DATA: 
Any current data type 
 
EXPECTED RESULTS: 
 

503 EXTERNAL SUBSETTING ORDER (ECS-ECSTC-2914) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>External Subsetting Order</i>  #comment 
2 As ECSGuest, submit an order via EWOC for External Processing (via s4pm 

or HSA) with FtpPush as the media type. 
  

3 Repeat the order as another registered user.   
4 Verify the requests Stage and Ship.   
5 Verify DN emails are sent.   
6 Verify data gets pushed to the ftp push destination.   
7 Verify the UserId for the configured user is shown on the OMS GUI 

Distribution Request List Page. 
  

 
 
TEST DATA: 
Any current data type 
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EXPECTED RESULTS: 
 

504 CHECKSUM DURING DATA DISTRIBUTION : CK_7F_01, CRITERION 30 (ECS-ECSTC-2915) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Checksum during Data Distribution : CK_7F_01, Criterion 30</i>  #comment 
2 Configure all media types to checksum files that have not been checksummed 

in the last 1 day. 
  

3 Configure at least one ftp-push and at least one scp destination to disable 
checksum verification. 

  

4 Modify the checksum value of a QA, PH, and DAP granule in the AIM 
Inventory Database. 

  

5 Order granules that do not reside in the Data Pool for each media type.   
6 For ftp-push and scp order at least two granules that reside in the Data Pool 

with last checksum times in the past for destinations that are disabled and for 
destinations that are enabled. 

  

7 In addition order three granules from the Archive for each ancillary type (QA, 
PH, DAP), one that has a checksum value, and one that does not, and one that 
has a modified value. 

  

8 Verify that the last checksum time is close to the current time for all granules 
that did not use the disabled push/scp destinations whose values had not been 
modified. 

  

9 Verify that an operator intervention was generated for all files whose 
checksum value was modified. 

  

10 Verify that the checksum origin in the DataPool of files coming from the 
Archive match the checksum origin in AIM 

  

11 Verify that the checksum values in the DataPool of the files coming from the 
Archive match the checksum value in AIM. 

  

12 Repeat test with a different minimum checksum time and verify that the last 
checksum time is adhered to. 
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TEST DATA: 
Any current data type 
 
EXPECTED RESULTS: 
 

505 FAULT RECOVERY – BOUNCING THE ORDER MANAGER SERVER (ECS-ECSTC-2916) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Fault Recovery – Bouncing the Order Manager Server</i>  #comment 
2 Stop and start the Order Manager server three times under load.   
3 Verify that the requests do not go into operator intervention.   

 
 
TEST DATA: 
Any current data type 
 
EXPECTED RESULTS: 
 

506 OMS GUI: NON PRIVILEGED USER TEST (ECS-ECSTC-2917) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>OMS GUI: Non Privileged User Test</i>  #comment 
2 Verify that the OM GUI on startup asks for a login from the operator.   
3 Verify the OM GUI sets appropriate access privileges.<br />I.e. It won’t 

allow “full access” features to be used until a valid password is used. 
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TEST DATA: 
Any current data type 
 
EXPECTED RESULTS: 
 

507 OMS STAGING LIMITS (ECS-ECSTC-2918) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>OMS Staging Limits</i>  #comment 
2 Use the OMS GUI to set the following Staging configuration parameters:<br 

/><br />Max No Cost Requests = 2<br />Max No Cost Granules = 2 
  

3 Use the OMS GUI to set the following FtpPull configuration parameters:<br 
/><br />Request High Water Mark = 1<br />Data High Water Mark = one 
more than size of largest Pull granule. 

  

4 Submit numerous requests and granules for FtpPull and FtpPush.<br /><br 
/>Including granules that are not in the DataPool. 

  

5 Verify that the requests and granules that are not in the DataPool are not 
limited by the configuration. 

  

6 Verify that the requests and granules that are in the DataPool are limited to 2 
staging at a time. 

  

7 Verify that FtpPull requests are limited by only 1 staging at a time.   
8 Verify that staging to the Pull area stops as soon as the amount of data staged 

to the FtpPull area exceeds the Data High Water Mark. 
  

 
 
TEST DATA: 
Any current data type 
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EXPECTED RESULTS: 
 

508 DPAD ERRORS REPORTED IN OMS GUI (ECS-ECSTC-2919) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>DPAD errors reported in OMS GUI</i>  #comment 
2 Create a request for granules that are not in the DataPool.   
3 Move the files in the Stornext archive associated with the granule to a 

temporary location. 
  

4 Submit the requests to OMS.   
5 Verify that an Operator Intervention is generated for the requests.   
6 Verify in the OMS GUI Operator Intervention page that the explanation for 

the failed granule reflects the appropriate error. 
  

7 Move the files back to their correct location.   
8 Resubmit the requests.   
9 Verify the requests ship successfully.   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

509 GLOBAL NON-CONFIGURED FTPPUSH CONFIGURATION (ECS-ECSTC-2920) 

DESCRIPTION: 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 <i>Global Non-Configured FtpPush Configuration</i>  #comment 
2 <i>Note: Make sure that the Min Throughput is set to a reasonable (or very 

high) value and will not affect this test.<br />A value of 100+ should be 
good.</i> 

 #comment 

3 <i>Time Out:</i>  #comment 
4 Replace the EcOmFtpPush with an executable that only sleeps for 20 seconds 

and returns 0. 
  

5 Set the Timeout to a number below 20 seconds (5-10 seconds is preferred).   
6 Submit an FtpPush request to a non-configured destination.   
7 Verify that the FtpPush actions resulted in a timeout via the Request Detail 

screen in OMGUI. 
  

8 Set the Timeout above 20 seconds (preferably 30 seconds).   
9 Resubmit the request.   
10 Verify that all the granules are marked as shipped.   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

510 VALGRIND MEMORY TEST (OPTIONAL) (ECS-ECSTC-2921) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Valgrind Memory Test (Optional)</i>  #comment 
2 Repeat the set-up steps for test numbers 1 through 14 while running OMS 

through valgrind with --leak-check=full option and –log-
file=&lt;filename&gt;.<br /><br />Verification steps for the repeated tests 
can be ignored. 

  

3 Verify there are no significant memory leaks:<br /><br />Check the valgrind   
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# Action Expected Result Notes 
logs for memory that has been definitely lost.<br /><br />If this number 
exceeds 25kBs, then it constitutes a significant memory leak. 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

511 DELETEFROMARCHIVE = H GRANULES (ECS-ECSTC-2922) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>DeleteFromArchive = H Granules</i>  #comment 
2 Mark a granule DeleteFromArchive = 'H' in AmGranule.   
3 Submit an FtpPull, FtpPush, or SCP request for this granule using the Spatial 

Subscription GUI, EWOC client, or the EcOmSrCliDriverStart utility. 
  

4 Verify that the request goes into Operator Intervention with appropriate 
message. 

  

 
 
TEST DATA: 
Any current data type 
 
EXPECTED RESULTS: 
 

512 ENTER SUBSCRIPTIONS VIA SSS GUI (ECS-ECSTC-2923) 

DESCRIPTION: 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 <i>[Enter Subscriptions via SSS GUI]</i>  #comment 
2 Use the Spatial Subscription Server GUI to enter unqualified subscriptions 

for the following data types:<br /><br />Email Only: MOD03 (latest public 
version)<br /><br />Email/FtpPush: MI1B2E, MOD02HKM (latest public 
version)<br /><br />Email/FtpPull: MIL2ASAE, AST08 (latest public 
version) 

  

3 Enter qualified subscriptions for Data Pool Insert:<br /><br />Email/Data 
Pool Insert: NISE, AST_L1B (latest public version) 

  

4 For at least one of the above subscriptions, specify that the email notification 
text should include only the qualifying metadata. 

  

5 For at least one other of the above subscriptions, specify that the email 
notification text should include all metadata. 

  

 
 
TEST DATA: 
see above 
 
EXPECTED RESULTS: 
 

513 UNQUALIFIED SUBSCRIPTION WITH EMAIL (ECS-ECSTC-2924) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Unqualified Subscription with Email]</i>  #comment 
2 Ingest a MOD03 granule.   
3 Verify that the subscription notification email is sent to the correct address 

for MOD03. 
  

 
 



 

1678 
 

TEST DATA: 
current version of MOD03 
 
EXPECTED RESULTS: 
 

514 UNQUALIFIED SUBSCRIPTION WITH EMAIL/FTPPUSH (ECS-ECSTC-2925) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Unqualified Subscription with Email/FtpPush]</i>  #comment 
2 Ingest an MI1B2E granule and a MOD02HKM granule.   
3 Verify that the subscription notification email was sent to the correct address 

for each granule. 
  

4 Using the Order Manager GUI and a listing of the push directory, verify that 
the granules were correctly distributed using FtpPush. 

  

 
 
TEST DATA: 
current versions of MI1B2E and MOD02HKM 
 
EXPECTED RESULTS: 
 

515 UNQUALIFIED SUBSCRIPTION WITH EMAIL/FTPPULL (ECS-ECSTC-2926) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Unqualified Subscription with Email/FtpPull]</i>  #comment 
2 Ingest a MIL2ASAE granule and a AST08 granule.   
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# Action Expected Result Notes 
3 Verify that the subscription notification was sent to the correct address for 

each granule. 
  

4 Using the Order Manager GUI and the Pulldir listing, verify that the granules 
were correctly distributed using FtpPull. 

  

 
 
TEST DATA: 
current versions of MIL2ASAE and AST08 
 
EXPECTED RESULTS: 
 

516 QUALIFIED SUBSCRIPTION FOR DATA POOL INSERT (ECS-ECSTC-2927) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Qualified Subscription for Data Pool Insert ]</i>  #comment 
2 Ingest a NISE granule and an AST_L1B granule that match the qualifications 

on the respective subscriptions placed in Test Case 1. 
  

3 Verify that the subscription notification was sent to the correct address for 
each granule. 

  

4 Verify that the granules were correctly inserted into the public Data Pool.   

 
 
TEST DATA: 
current versions of NISE and AST_L1B 
 
EXPECTED RESULTS: 
 



 

1680 
 

517 QUALIFYING METADATA IN EMAIL NOTIFICATION (ECS-ECSTC-2928) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Qualifying Metadata in Email Notification ]</i>  #comment 
2 For the subscription(s) where only qualifying metadata were requested in the 

email notification, verify that all qualifying metadata were present in the 
email text, and that only qualifying metadata were present. 

  

3 Verify format with SSS email format in ICD.   

 
 
TEST DATA: 
see Test Case 1 
 
EXPECTED RESULTS: 
 

518 ALL METADATA IN EMAIL NOTIFICATION (ECS-ECSTC-2929) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[All Metadata in Email Notification]</i>  #comment 
2 For the subscription(s) where all metadata were requested in the email 

notification, verify that all metadata were present in the email text. 
  

3 Verify format with SSS email format in ICD.   

 
 
TEST DATA: 
see Test Case 1 
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EXPECTED RESULTS: 
 

519 SPATIALLY QUALIFIED SUBSCRIPTIONS WITH SPATIAL SEARCH TYPE = GPOLYGON : 
NS_SY_01, CRITERION 20 (ECS-ECSTC-2930) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Spatially Qualified Subscriptions with Spatial Search Type = GPolygon : 

NS_SY_01, Criterion 20]</i> 
 #comment 

2 Using the NSBRV GUI with existing event and action driver log files, place a 
subscription on a valid ECS event for an ESDT whose SpatialSearchType is 
GPolygon. 

  

3 Qualify the subscription spatially.   
4 Specify an email notification action, using the default 'to' address.   
5 Specify that only the qualifying metadata attributes should be included in the 

email text. 
  

6 Insert into ECS three granules that match the event of the subscription just 
placed.<br /><br />The first granule should fall completely within the spatial 
qualification area.<br /><br />The second granule should intersect the spatial 
qualification area, but not fall completely within it.<br /><br />The third 
granule should not intersect the spatial qualification area. 

  

7 Verify the email notification is sent to the ‘to’ address for the first and second 
granules. 

  

8 Verify no email notification is sent to the 'to' address for the third granule.   
9 Verify the email notification text only includes names and values for 

metadata attributes associated with subscription qualifiers. 
  

10 Verify log entries are appended to the existing event and action log files.   
11 Verify all required information is included in the log files.<br /><br />(See 

L4 Requirements S-SSS-00840, S-SSS-00850.) 
  

12 <i>S-SSS-00840<br /><br />The NSBRV CI shall log the following 
information:<br /><br />a. Receipt of event notification from SDSRV<br 
/><br />b. Start of event processing<br /><br />c. Completion of event 

 #comment 
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# Action Expected Result Notes 
processing<br /><br />d. Start of action processing<br /><br />e. Completion 
of action processing<br /><br />f. Completion of metadata extraction</i> 

13 <i>S-SSS-00850<br />The NSBRV CI shall include the following 
information in each log entry, as applicable:<br /><br />a. type of entry<br 
/><br />b. date and time when logged (at least to the millisecond)<br /><br 
/>c. subscription id<br /><br />d. action Id<br /><br />e. Event Id<br /><br 
/>f. Userid associated with the subscription<br /><br />g. Type of error and 
error details (for logged errors)</i> 

 #comment 

 
 
TEST DATA: 
Any current ASDC data type whose Spatial Search Type is GPolygon (e.g., MOD02HKM, MOD03) 
 
EXPECTED RESULTS: 
 

520 SPATIALLY QUALIFIED SUBSCRIPTIONS WITH SPATIAL SEARCH TYPE = BOUNDING 
RECTANGLE : NS_SY_01 CRITERION 30 (ECS-ECSTC-2931) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Spatially Qualified Subscriptions with Spatial Search Type = Bounding 

Rectangle : NS_SY_01 criterion 30]</i> 
 #comment 

2 Using the NSBRV GUI with existing event and action driver log files, place a 
subscription on a valid ECS event for an ESDT whose SpatialSearchType is 
BoundingRectangle. 

  

3 Qualify the subscription spatially.   
4 Specify an email notification action, using the default 'to' address.   
5 Insert three granules into ECS which match the event of the subscription just 

placed.<br /><br />The first granule should fall completely within the spatial 
qualification area.<br /><br />The second granule should intersect the spatial 
qualification area, but not fall completely within it.<br /><br />The third 
granule should not intersect the spatial qualification area 
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# Action Expected Result Notes 
6 Verify the email notification is sent to the ‘to’ address for the first and second 

granules. 
  

7 Verify no email notification is sent to the 'to' address for the third granule.   
8 Verify log entries are appended to the existing event and action log files.   
9 Verify all required information is included in the log files.<br /><br />(See 

L4 Requirements S-SSS-00840, S-SSS-00850.) 
  

10 <i>S-SSS-00840<br /><br />The NSBRV CI shall log the following 
information:<br /><br />a. Receipt of event notification from SDSRV<br 
/><br />b. Start of event processing<br /><br />c. Completion of event 
processing<br /><br />d. Start of action processing<br /><br />e. Completion 
of action processing<br /><br />f. Completion of metadata extraction</i> 

 #comment 

11 <i>S-SSS-00850<br />The NSBRV CI shall include the following 
information in each log entry, as applicable:<br /><br />a. type of entry<br 
/><br />b. date and time when logged (at least to the millisecond)<br /><br 
/>c. subscription id<br /><br />d. action Id<br /><br />e. Event Id<br /><br 
/>f. Userid associated with the subscription<br /><br />g. Type of error and 
error details (for logged errors)</i> 

 #comment 

 
 
TEST DATA: 
Any current ASDC data type whose Spatial Search Type is Bounding Rectangle (e.g., MIL3SAE, MIL3SAL) 
 
EXPECTED RESULTS: 
 

521 SPATIALLY QUALIFIED SUBSCRIPTIONS WITH SPATIAL SEARCH TYPE = ORBIT : 
NS_SY_01, CRITERION 40 (ECS-ECSTC-2932) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Spatially Qualified Subscriptions with Spatial Search Type = Orbit : 

NS_SY_01, criterion 40]</i> 
 #comment 
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# Action Expected Result Notes 
2 Using the NSBRV GUI with existing event and action driver log files, place a 

subscription on a valid ECS event for a MISR ESDT whose 
SpatialSearchType is Orbit. 

  

3 Qualify the subscription spatially.   
4 Specify an email notification action, using the default 'to' address.   
5 Insert three granules into ECS which match the event of the subscription just 

placed.<br /><br />The first granule should fall completely within the spatial 
qualification area.<br /><br />The second granule should intersect the spatial 
qualification area, but not fall completely within it.<br /><br />The third 
granule should not intersect the spatial qualification area. 

  

6 Verify the email notification is sent to the ‘to’ address for the first and second 
granules. 

  

7 Verify no email notification is sent to the 'to' address for the third granule.   
8 Verify metadata values for Path, StartBlock and EndBlock are listed in the 

email notification text. 
  

9 Verify log entries are appended to the existing event and action log files.   
10 Verify all required information is included in the log files.<br /><br />(See 

L4 Requirements S-SSS-00840, S-SSS-00850.) 
  

11 <i>S-SSS-00840<br /><br />The NSBRV CI shall log the following 
information:<br /><br />a. Receipt of event notification from SDSRV<br 
/><br />b. Start of event processing<br /><br />c. Completion of event 
processing<br /><br />d. Start of action processing<br /><br />e. Completion 
of action processing<br /><br />f. Completion of metadata extraction</i> 

 #comment 

12 <i>S-SSS-00850<br />The NSBRV CI shall include the following 
information in each log entry, as applicable:<br /><br />a. type of entry<br 
/><br />b. date and time when logged (at least to the millisecond)<br /><br 
/>c. subscription id<br /><br />d. action Id<br /><br />e. Event Id<br /><br 
/>f. Userid associated with the subscription<br /><br />g. Type of error and 
error details (for logged errors)</i> 

 #comment 

 
 
TEST DATA: 
Any current ASDC data type whose Spatial Search Type is Orbit (e.g., MIL2ASAE or MIL2ASAF data types). 
 
EXPECTED RESULTS: 
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522 COMBINATIONS OF QUALIFIERS : NS_SY_01, CRITERION 90 (ECS-ECSTC-2933) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Combinations of Qualifiers : NS_SY_01, criterion 90]</i>  #comment 
2 Using the NSBRV GUI, place a subscription on a valid ECS event.   
3 Qualify the subscription with 5 string and 5 range qualifiers.<br /><br />Of 

the 10 qualifiers,<br />    at least one should be a core metadata attribute,<br 
/>    at least one should be a PSA,<br />    and at least one should be a 
measured parameter.<br /><br />Of the 5 range qualifiers,<br />    at least 
one should be of type integer,<br />    at least one of type float,<br />    and at 
least one of type datetime. 

  

4 Associate an email action and an ftppush distribution action with the 
subscription. 

  

5 Verify the operator is not permitted to qualify the subscription using PSAs 
not supported by the ESDT that is the target of the subscription. 

  

6 Verify the operator is not permitted to qualify the subscription using 
measured parameters not supported by the ESDT that is the target of the 
subscription. 

  

7 Insert a granule into ECS which matches all of the qualifications for the 
subscription just placed. 

  

8 Insert a second granule into ECS which matches some but not all of the 
qualifications. 

  

9 Verify the email notification is sent to the 'to' address for the first granule.   
10 Verify the ftppush action is processed to completion for the first granule.   
11 Verify no actions are processed for the second granule.   
12 Verify all required information is included in the log files.   

 
 
TEST DATA: 
Any current data type which supports the number of qualifiers required in the test 
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EXPECTED RESULTS: 
 

523 PLACING BUNDLING ORDER SUBSCRIPTION : OD_S3_03, CRITERION 10 (ECS-ECSTC-2934) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Placing Bundling Order Subscription : OD_S3_03, criterion 10]</i>  #comment 
2 Use the NSBRV GUI to create a bundling order for each type of media.   
3 Verify all optional information can be entered or omitted.   
4 Verify if optional information is omitted, the correct defaults are provided 

where requirements specify such defaults. 
  

5 Verify all required information must be entered.   
6 Verify the bundling orders are stored in the database.   
7 Verify each bundling order receives a unique identification that is displayed 

to the operator 
  

8 Verify MSS order tracking information is created for the bundling order and 
the order source and status are set correctly 

  

9 Verify it is possible to enter subscriptions and pick a bundling order as their 
distribution action. 

  

 
 
TEST DATA: 
Any current data type 
 
EXPECTED RESULTS: 
 

524 EXECUTING BUNDLING ORDER SUBSCRIPTION : OD_S3_03, CRITERION 110, STEPS A, B, C, 
I, AND M (ECS-ECSTC-2935) 

DESCRIPTION: 
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PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Executing Bundling Order Subscription : OD_S3_03, criterion 110, steps 

a, b, c, i, and m]</i> 
 #comment 

2 Ensure that the database contains a bundling order for each type of media, as 
well as several (at least two) subscriptions for each. 

  

3 Trigger events for which the subscriptions qualify, such that for each 
subscription, at least two distribution actions are submitted to the Order 
Management Service, and such that for each bundling order, at least two 
bundles are completed and one more is started. 

  

4 Ensure that at least two of the subscriptions for some bundling order overlap, 
i.e., both subscriptions qualify for some of the triggered events. 

  

5 Define the bundling orders such that some bundles complete because of the 
imposed granule limit and others complete because of the size limit. 

  

6 Ensure that several of the triggered events correspond to the subscriptions 
that do not reference a bundling order. 

  

7 Verify the correct distribution actions are submitted to Order Management.   
8 Verify as they are processed by Order Management, the granules are added to 

a bundle for the associated bundling order. 
  

9 Verify even if multiple subscriptions for a single bundling order qualify for 
some granule, the granule is added to the bundle corresponding to that order 
only once. 

  

10 Verify the expected number of data distribution requests is generated as 
bundles complete. 

  

11 Verify actions triggered for subscriptions that are not bundled lead to 
unbundled data distribution requests and are accompanied by the correct MSS 
order tracking information (including correct order source). 

  

 
 
TEST DATA: 
Any current data type 
 
EXPECTED RESULTS: 
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525 SUBSCRIPTION EXPIRATION : NS_SY_01 CRITERION 210 (ECS-ECSTC-2936) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Subscription Expiration : NS_SY_01 criterion 210]</i>  #comment 
2 Use the NSBRV GUI to place an unqualified subscription with an expiration 

date of tomorrow and an email notification action. 
  

3 Insert a granule into ECS that qualifies for the subscription just placed.   
4 Verify the email notification is sent to the 'to' address.   
5 Verify all required information is included in the log files.   
6 Allow 1 day to elapse.   
7 Insert into ECS a granule that qualifies for the subscription placed the 

previous day (in step 1). 
  

8 Verify the email notification action is not executed.   

 
 
TEST DATA: 
Any current data type 
 
EXPECTED RESULTS: 
 

526 XDAAC (ECS-ECSTC-2937) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[XDAAC] is a process of ingesting into one test mode and distributing to 

another mode.<br />An email is sent and parsed into a PDR.<br />The data is 
pushed via FTP to a directory on a particular host.</i> 

 #comment 
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# Action Expected Result Notes 
2 <i>Note: The host names below are examples.  Use appropriate names during 

the test.</i> 
 #comment 

3 <i>Note: Ensure directories are configured according to these examples:<br 
/><br />IngestPollingDirectory = 
/usr/ecs/Mode/CUSTOM/data/INS/local/IngestPollingDirectory/<br 
/>EmailDirectory = 
/usr/ecs/Mode/CUSTOM/data/INS/local/InEmailGWServerPollingDirectory/
<br />FailedDirectory 
=/usr/ecs/Mode/CUSTOM/data/INS/local/InEmailGWServerFailedDirectory/
<br /><br />EcInEmailGWServer.CFG.rgy</i> 

 #comment 

4 Use the SSS GUI to add a DAAC_2_DAAC subscription:<br /><br 
/>User=PVC_Mode?<br />Status=Inactive<br />Start Date=Apr 19 2004 
12:00PM (Example)<br />Expiration Date=Apr 19 2005 12:00PM 
(Example)<br />Short Name=GDAS0ZFH<br />Version=001<br />Event 
Type=INSERT<br />    -- Acquire Data associated with Subscription --<br 
/>User Profile=PVC_Mode?<br />User String=DAAC_To_DAAC Ingest 
Checkout for Mode?<br />Priority=NORMAL Notify<br />Type=MAIL<br 
/>Email Address=EcInEmailGWServer_Mode?@Host?.EDF.ecs.nasa.gov<br 
/>Media Format=FILEFORMAT<br />Media Type=FtpPush<br />FTP 
Information User=cmshared<br />Password=*******<br />Host= 
p0icg01.pvc.ecs.nasa.gov (example)<br 
/>Directory=/usr/ecs/TS2/CUSTOM/icl/p0icg01/data/ins_push 

  

5 Configure DDIST polling<br /><br />PollingDirectory = 
/usr/ecs/TS2/CUSTOM/data/INS/local/IngestPollingDirectory<br 
/>HostName = p2ins02 (example) 

  

6 Ingest GDAS data<br /><br />Copy<br />    
Host1:/usr/ecs/Mode/CUSTOM/icl/p0icg01/data/reg_data/edc/noaa/gdas.PD
R<br />to<br />    p0acg05:/usr/ecs/$md/CUSTOM/data/INS/pollGSFC-V0 

  

7 Check ftp push data<br 
/>p0icg01:/usr/ecs/TS2/CUSTOM/icl/p0icg01/data/ins_push 

  

8 Ensure a new PDR is created in<br 
/>p2ins02:/usr/ecs/Mode/CUSTOM/data/INS/local/IngestPollingDirectory 

  

 
 
TEST DATA: 
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EXPECTED RESULTS: 
 

527 NOMINAL AUTOMATIC EXPORT (ECS-ECSTC-2938) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1  BE_82_01 BMGT 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

528 AUTOMATIC EXPORT EVENT CONSOLIDATION (ECS-ECSTC-2939) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1  BE_82_01 BMGT 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
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529 ORDER STATUS GUI: DISPLAY ORDER STATUS, OD_S6_05. CRITERION 130 (ECS-ECSTC-
2940) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Order Status GUI: Display Order Status, OD_S6_05. Criterion 130]</i>  #comment 
2 Request the status of a single, completed order that was handled by the OMS 

and that contains at least two requests by specifying a valid Order Id and user 
contact email address.&nbsp; Each request in the order should contain at least 
100 granules that have NOT been processed by HEG or the external 
subsetter. Verify the following:<br />    a. Order Id is correctly displayed.<br 
/>    b. Submission date/time is correctly displayed.<br />    c. Order state is 
correctly displayed.<br />    d. Order completion date/time is correctly 
displayed.<br />    e. Request information (Request Id, request state, media 
type, number of granules, request completion date/time) is correctly 
displayed<br />    f. Order state and request states are presented in terms that 
an end user can understand.<br />    g. Order and request information are 
properly segmented<br />&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; across html 
pages in accordance with the user-<br />&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; 
configurable number of items per page.<br />    h. There is an indication that 
additional request details are available..<br />&nbsp;&nbsp; Set-up Time:<br 
/>&nbsp;&nbsp; Run Time:<br />&nbsp;&nbsp;Verification Time: 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

530 ORDER STATUS GUI: DISPLAY ORDER STATUS BASED ON HISTORY RANGE, 0D_S6_05, 
CRITERION 180 (ECS-ECSTC-2941) 

DESCRIPTION: 
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PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Order Status GUI: Display Order Status based on History Range, 

0D_S6_05, Criterion 180]</i> 
 #comment 

2 Request order history by specifying a starting and ending date, user contact 
email address, and one valid Order Id for the user .&nbsp; Ensure that at least 
100 orders are displayed that represent a mix of orders for which request 
details are available for some orders and &nbsp;not available for 
others.&nbsp; Ensure that the date range requires the Order Status Interface 
to retrieve information from both the Order Manager operational tables and 
archive tables.&nbsp; Ensure that at least one of the orders contains granules 
that were processed by the external subsetter and one of the orders contains 
granules that were processed by HEG.&nbsp; 

  

3 Verify that the correct orders are returned and sorted by submission 
date/time.&nbsp; For each order verify the following:<br />    a. Order Id is 
correctly displayed.<br />    b. Submission date/time is correctly 
displayed.<br />    c. Order state is correctly displayed.<br />    d. Order 
completion date/time is correctly displayed.<br />    e. Request information 
(Request Id, request state, media type, number of granules, request 
completion date/time) is correctly displayed, including the processing 
description for the granule to be processed by the external subsetter, in a 
manner which should be generally understandable by the user.<br />    f. 
Order state and request states are presented in terms that an end user can 
understand.<br />    g. Order and request information are properly segmented 
across html pages in accordance with the user-configurable number of items 
per page.<br />    h. An indication is provided when request details are not 
available for an order.<br />&nbsp;&nbsp; Set-up Time:<br />&nbsp;&nbsp; 
Run Time:<br />&nbsp;&nbsp; Verification Time: 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 



 

1693 
 

531 VALIDATING HDG FILES (ECS-ECSTC-2942) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Validating HDG files]</i>  #comment 
2 Get two HDF files with known differences. Use the HDIFF tool to compare 

them. Verify that the differences are detected.<br />&nbsp; Set-up Time : 10-
15 minutes<br />&nbsp;&nbsp; Run Time: 10-15 minutes<br 
/>&nbsp;&nbsp; Verification Time: 10-15 minutes 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

532 SINGLE GRANULE ORDER (ECS-ECSTC-2943) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Single Granule Order]</i>  #comment 
2 Submit a single granule order through EWOC with the following media 

types: FtpPull, FtpPush, CDROM, DVD and DLT.&nbsp; Verify that the 
order is successfully registered in the OMS. 

  

3 Data Requirement:&nbsp;&nbsp;&nbsp; None   

 
 
TEST DATA: 
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EXPECTED RESULTS: 
 

533 CANCELLED AND FAILED GRANULES (ECS-ECSTC-2944) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Cancelled and Failed Granules]</i>  #comment 
2 Submit an order through EWOC and then cancel the order in the OMS 

GUI.&nbsp; After the order has been canceled, verify that the EWOC sends 
an order update status message to ECHO indicating that the order has been 
canceled within 5 minutes of order status update in ECS. 

  

3 Repeat above test but this time fail the order in the OMS GUI.   
4 Data Requirement:&nbsp;&nbsp;&nbsp; None   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

534 SINGLE GRANULE EXTERNAL PROCESSING ORDER (ECS-ECSTC-2945) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Single Granule External Processing Order]</i>  #comment 
2 Submit an order through EWOC with a granule that requires spatial 

subsetting. 
  

3 Verify the following occurred:<br />a) A Submit message was received by 
the spatial subsetting external processor.<br />b) The Submit message 
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# Action Expected Result Notes 
contained the order id this order and the request id belonging to subsetting 
request.<br />c) The MSS request state has been updated to ‘pending’<br 
/>d) A secondary Submit message was received by EWOC from an Extenral 
Processor.<br />e) An order and request was registered with MSS 
corresponding to the order submitted.<br />f) The MSS order is not marked 
as an ECHO order.<br />g) The MSS request is not marked as an External 
Processing request.<br />h) A request was placed with OMS corresponding 
to the order submitted.<br />i) The OMS request is not marked as an External 
Processing request.<br />j) A Submit response is received at the client that 
contains the order id recorded in the MSS database for this request and a 
successful status.<br />k) Close Provider Order was not invoked in ECHO for 
the secondary Submit sent by an External Processor.<br />l) The subsetted 
granule is shipped to the customer via FTP PULL and that the granule is 
subsetted correctly. 

4 Data Requirement:&nbsp;&nbsp;&nbsp; None   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

535 SINGLE GRANULE ORDER WITH INVALID ESDT OR GRANULE ID (ECS-ECSTC-2946) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Single Granule Order with invalid ESDT or Granule ID] Submit a single 

granule order through EWOC for a granule that is not available in 
ECS.&nbsp; Verify that EWOC rejects the submission of the order specifying 
which granules failed validation.</i> 

 #comment 

2 Data Requirement:&nbsp;&nbsp;&nbsp; None   
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TEST DATA: 
 
EXPECTED RESULTS: 
 

536 DOUBLE GRANULE ORDER CONTAINING SIMPLE ITEMS WITH DIFFERENT MEDIA 
REQUIREMENTS (ECS-ECSTC-2947) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Double granule order containing simple items with different media 

requirements]</i> 
 #comment 

2 Submit an order through EWOC for two products as follows,<br />a) Product 
1 should be a simple granule of media type FTP PULL. This is referred to as 
granule 1<br />b) Product 2 should be a simple granule of media type FTP 
PUSH. This is referred to as granule 2 

  

3 Verify that the following occurred,<br />a) An order was registered with 
MSS corresponding to the order submitted.<br />b) Two requests were 
registered with MSS corresponding to the order submitted. One request for 
granule 1 and one request for 2<br />c) Two requests were registered with 
OMS corresponding to the order submitted. One request for granule 1 and 
one request for 2 

  

4 Data Requirement:&nbsp;&nbsp;&nbsp; None   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
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537 MULTIPLE GRANULES ORDER – SOME REGULAR AND SOME EXTERNAL PROCESSING 
(ECS-ECSTC-2948) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Multiple Granules Order – Some Regular and some External 

Processing]</i> 
 #comment 

2 Submit order through EWOC for eight products as follows,<br />a) Product 1 
should be a simple granule of media type FTP PUSH. This is referred to as 
granule 1<br />b) Product 2 should be a simple granule of media type FTP 
PUSH with a different set of push parameters (excluding user string) to 
product 1. This is referred to as granule 2<br />c) Product 3 should be a 
simple granule of media type CD-ROM. This is referred to as granule 3<br 
/>d) Product 4 should be a simple granule of media type CD-ROM. This is 
referred to as granule 4<br />e) Product 5 should be a spatially-subsetted 
granule of media type FTP PULL. This is referred to as granule 5<br />f) 
Product 6 should be a spatially-subsetted (different spatial extent to product 
5) granule of media type FTP PULL. This is referred to as granule 6<br />g) 
Product 7 should be a simple granule of media type FTP PUSH with the same 
set of push parameters as granule 1 except user string. This is referred to as 
granule 7<br />h) Product 8 should be a spatially-subsetted (same spatial 
extent&nbsp; and external processor as product 5) granule of media type FTP 
PULL. This is referred to as granule 8 

  

3 Verify that the following occurred,<br />a) An order was registered with 
MSS corresponding to the order submitted.<br />b) Five requests were 
registered with MSS corresponding to the order submitted.<br />c) Five 
requests were registered in OMS corresponding to those requests in MSS.<br 
/>d) One request in OMS contains 2 granules with the correct processing 
options for granule 1 and 7<br />e) One request in OMS contains 1 granule 
with the correct processing options for granule 2<br />f) One request in OMS 
contains 2 granules with the correct processing options for granule 3 and 4<br 
/>g) One request in OMS contains 2 granules with the correct processing 
options for granules 5 and 8<br />h) One request in OMS contains 1 granule 
with the correct processing options for granule 6 
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# Action Expected Result Notes 
4 Verify that the following occurred,   
5 All granules are shipped to the customer via the correct distribution method 

and have been processed (if applicable) correctly. 
  

6 Data Requirement:&nbsp;&nbsp;&nbsp; None   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

538 DUPLICATE REQUESTS (ECS-ECSTC-2949) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Duplicate Requests]</i>  #comment 
2 Configure EWOC to check for duplicate requests by modifying the 

check.duplicate property to YES in the EcDmEwoc.properties. 
  

3 Submit an order through EWOC for a regular single granule&nbsp; with 
distribution media type of FtpPush.&nbsp; Submit the same order again after 
a few seconds. 

  

4 Verify that the OMS shipped only one of the orders.   
5 Repeat the test after changing check.duplicate property to NO.&nbsp; Verify 

that the OMS shipped both orders. 
  

6 Data Requirement:&nbsp;&nbsp;&nbsp;   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
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539 SINGLE GRANULE ORDER USING THE ASTER GDEM FORM (ECS-ECSTC-2950) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Single Granule Order using the ASTER GDEM Form]</i>  #comment 
2 Submit a single granule order using the ASTER_GDEM form through 

WIST.&nbsp; 
  

3 Login to PUMP where the provider is set up (e.g.&nbsp; https://api-
test.echo.nasa.gov/pump).&nbsp; Go to Provider Context and choose 
appropriate provider context.&nbsp; Click on Data Management and Option 
Definition to add the new ASTER_GDEM form.&nbsp; Click on Option 
Assignments to select the collection and assign the ASTER_GDEM form to 
the collection. 

  

4 Go to WIST and search for the collection that was assigned the new form 
above.&nbsp; Add granules to be ordered to the shopping cart.&nbsp; When 
choosing options for granules, select the ASTER_GDEM form and choose a 
value in the intended usage field.&nbsp; Submit the order.&nbsp; Verify that 
the intended usage field is correctly populated in OmRequestGranule table. 

  

5 Verify the EMS Dataset Extraction Utility provides output of&nbsp; 
IntendedUsage values in flat file that is to be sent on to EMS.] 

  

6 Run the following EMS extract utility command with or without the –v flag 
(verbose) with dates entered greater than 24-hour period, ie, one week 
apart:&nbsp; The time period specified should include the orders that have 
IntendedUsage specified for GDEM scenario. 

  

7 EcDbEMSdataExtractor.pl -m &lt;MODE&gt;&nbsp; -s &quot;&lt;start 
date&gt;&quot; -e &quot;&lt;end date&gt;&quot; -v&nbsp; -x 
DistFTP&nbsp; -o 

  

8 Verify that output dataset file is created for dataset and date range and that 
the file includes the IntendedUsage values for the orders. 

  

9 Data Requirement:&nbsp;&nbsp;&nbsp; ASTER GDEM   

 
 
TEST DATA: 
 



 

1700 
 

EXPECTED RESULTS: 
 

540 SINGLE GRANULE ORDER WITH ASSOCIATED PH,QA BROWSE GRANULES (ECS-ECSTC-
2951) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Single Granule Order with associated PH,QA Browse Granules]</i>  #comment 
2 Submit a single granule order using the form that enables ordering associated 

granules through WIST.&nbsp; 
  

3 Login to PUMP where the provider is set up (e.g.&nbsp; https://api-
test.echo.nasa.gov/pump).&nbsp; Go to Provider Context and choose 
appropriate provider context.&nbsp; Click on Data Management and Option 
Definition to add and associate the PH/QA ordering form.&nbsp; Click on 
Option Assignments to select the collection and assign the form to the 
collection. 

  

4 Go to WIST and search for the collection that was assigned the new form 
above.&nbsp; Add granules to be ordered to the shopping cart.&nbsp; When 
choosing options for granules, select the new form and select order PH, order 
QA and order Browse field.&nbsp; Submit the order.&nbsp; Verify that the 
associated granules are ordered and delivered in OMS. 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

541 DESCRIPTION AND OBJECTIVES: VERIFIES SYSTEM COMPONENTS CAN BE 
SUCCESSFULLY MONITORED (ECS-ECSTC-2952) 

DESCRIPTION: 
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PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Description and Objectives: Verifies System Components can be successfully 

monitored<br />&nbsp;&nbsp; Set-up Time:<br />&nbsp;&nbsp; Run 
Time:<br />&nbsp;<br />[Up or down status of system components – 
monitoring, event detection, notification] Configure the System Monitoring, 
Event Detection, and Response service to monitor the up or down status of 
the following system components:<br />    
a.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; SDPS custom 
application host<br />    
b.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; inetd<br />    
c.&nbsp;&nbsp; &nbsp;&nbsp;&nbsp;&nbsp;&nbsp;DELETED<br />    
d.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; dns<br />    
e.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; http<br />    
f.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; ssh<br />   
g.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; nfs<br />    
h.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; sendmail<br />    
i.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; 
Tomcat/Apache<br />    
j.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; Sun Java 
System Web Server<br />    
k.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; System mount 
point 

  

2 Verify that it is possible to configure the service to monitor all of the 
components for up or down status 

  

3 Verify that the System Monitoring, Event Detection, and Response GUI 
displays the current status of all components which are being monitored, and 
that the status is correctly displayed as up. 

  

4 Bring down each of the monitored components<br />&nbsp;   
5 Verify that the GUI displays the current status of all of the components as 

down within one monitoring interval. 
  

 
 
TEST DATA: 
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EXPECTED RESULTS: 
 

542 DESCRIPTION AND OBJECTIVES: VERIFIES ALERTING CAPABILITIES INCLUDING EMAIL 
AND TEXT MESSAGE (ECS-ECSTC-2953) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Description and Objectives: Verifies alerting capabilities including email and 

text message<br />&nbsp;&nbsp; Set-up Time:<br />&nbsp;&nbsp; Run 
Time: 

  

2 Configure the System Monitoring, Event Detection and Response service to 
send an email two at least two recipients when a custom code server has a 
change in status from up to down. 

  

3 Configure the System Monitoring, Event Detection and Response service to 
escalate the alert if it is not fixed within a configurable period of time.&nbsp; 
Set it up in the following manner:<br />    
a.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; email to at least 
two recipients different than the original two<br />    
b.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; text message to 
at least two recipients 

  

4 Configure the primary alert notification to fire only once when the alert is 
detected. 

  

5 Verify that it is possible to configure the alerts and escalations.   
6 Verify that it is possible to configure the frequency at which the primary alert 

notification will fire. 
  

7 Verify that all email messages are received and that the text of all notification 
messages correctly identifies the alert. 

  

8 Allow the server to remain down for a period longer than the time period 
configured for the escalation. 

  

9 Verify that text messages are received and that the text of all notification 
messages correctly identifies the alert. 
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TEST DATA: 
  
 
EXPECTED RESULTS: 
 

543 DESCRIPTION AND OBJECTIVES: VERIFIES CAPABILITY TO MONITOR RESOURCE USAGE 
METRICS (ECS-ECSTC-2954) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Description and Objectives: Verifies capability to monitor resource usage 

metrics<br />&nbsp;&nbsp; Set-up Time:<br />&nbsp;&nbsp; Run Time:<br 
/>[Resource usage monitoring] 

  

2 Configure the System Monitoring, Event Detection, and Response service to 
monitor the resource usage on one SDPS host. Configure the service to 
capture all of the metrics listed in S-MSS-05120. 

  

3 Verify that all of the metrics are captured and displayed on the GUI according 
to the collection interval defined for the metrics. 

  

 
 
TEST DATA: 
  
 
EXPECTED RESULTS: 
 

544 DESCRIPTION AND OBJECTIVES: VERIFIES DISK USAGE CAN BE MONITORED 
CORRECTLY (ECS-ECSTC-2955) 

DESCRIPTION: 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 Description and Objectives: Verifies disk usage can be monitored 

correctly<br />&nbsp;&nbsp; Set-up Time:<br />&nbsp;&nbsp; Run 
Time:<br />[Space utilization monitoring and event detection]Configure the 
System Monitoring, Event Detection, and Response service to monitor space 
utilization for each of the following ECS components:<br />    
a.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; Data Pool file 
system<br />    b.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; 
Archive file system (e.g. snfs, amfs)<br />    
c.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; Sybase database 
device<br />    d.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; 
Custom log directory 

  

2 Verify that it is possible to configure the service to monitor the space 
utilization of each of the components. 

  

3 Verify that the GUI displays the current space utilization of all of the 
components configured according to the monitoring interval. 

  

 
 
TEST DATA: 
  
 
EXPECTED RESULTS: 
 

545 DESCRIPTION AND OBJECTIVES: VERIFIES ABILITY TO MONITOR THE UP AND DOWN 
STATUS OF CUSTOM CODE SERVERS AS WELL AS RESTART OF A CUSTOM CODE SERVER. 
(ECS-ECSTC-2956) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Description and Objectives: Verifies ability to monitor the up and down 

status of custom code servers as well as restart of a custom code server.<br 
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# Action Expected Result Notes 
/>&nbsp;&nbsp; Set-up Time:<br />&nbsp;&nbsp; Run Time:<br />[Up or 
down status of Custom code and COTS services – monitoring, event 
detection, response] 

2 Configure the System Monitoring, Event Detection, and Response service to 
monitor the up or down status of each of the following services:<br />    
a.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; Quick 
Servers<br />    b.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; 
Ingest servers<br />    
c.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; OMS server<br 
/>    d.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; EPD<br />    
e.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; DPAD<br />    
f.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; SSS<br 
/>    g.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; AIM 
processes (IIU, XVU)<br />    
h.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; BMGT 
servers<br />    
j.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; HEG 
server<br />    k.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; 
EWOC<br />    
l.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; 
WebAccess<br />    m.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; Order 
Status<br />    n.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; 
SQS instance 

  

3 Configure the System Monitoring, Event Detection and Response service to 
restart one of the custom code servers listed in S-40-1 when the server 
becomes unavailable. 

  

4 Ensure that all services being monitored are currently up.   
5 Verify that it is possible to configure the System Monitoring, Event Detection 

and Response service to monitor services for up or down status. 
  

6 Verify that it is possible to configure the restart of the custom code server in 
S-40-2. 

  

7 Verify that the System Monitoring, Event Detection, and Response GUI 
displays the current status of all services which are being monitored, and that 
the status is correctly displayed as up. 

  

8 Bring down all of the services being monitored. Verify that the GUI displays 
the current status of all of the services as down within the configured 
monitoring interval. 

  

9 Verify that the custom code server which was configured to be restarted in S-   



 

1706 
 

# Action Expected Result Notes 
40-2 is restarted. 

10 Verify that at the next collection interval the status of the custom code server 
configured in S-40-2 is displayed as up. 

  

11 Verify that the execution of the restart of the custom code server is logged 
and that the log entry includes the time stamp. 

  

 
 
TEST DATA: 
  
 
EXPECTED RESULTS: 
 

546 DESCRIPTION AND OBJECTIVES:  VERIFY THE ABILITY TO CONFIGURE HYPERIC 
OPERATORS AND ROLES (ECS-ECSTC-2957) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Description and Objectives: &nbsp;Verify the ability to configure Hyperic 

operators and roles<br />&nbsp;&nbsp; Set-up Time:<br />&nbsp;&nbsp; 
Run Time:<br />[GUI user access] 

  

2 Log in to the System Monitoring, Event Detection, and Response GUI with a 
user that has ‘security admin’ privileges. 

  

3 Create the following types of operator logins:<br />    
a.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; View only<br />   
b.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; Two mode 
monitoring administrators (two different modes)<br />    
c.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; Security admin 

  

4 Verify that the ‘security admin’ operator is able to successfully create each of 
the operator logins.<br />[GUI user roles] 

  

5 Login to the System Monitoring, Event Detection, and Response GUI as a 
user with ‘security admin’ privileges. 
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# Action Expected Result Notes 
6 Use existing users or create new users such that there are at least four 

different operators. 
  

7 Using the System Monitoring, Event Detection, and Response GUI create the 
following user roles:<br />    
a.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; System 
Administrator<br />    
b.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; Database 
Management<br />    
c.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; ECS operations 

  

8 Configure the users such that one user belongs to the System Administrator 
role, one user belongs to the Database Management role, one user belongs to 
the ECS operations role, and one user has all three roles. 

  

9 Verify that it is possible to create each of the user roles.   
10 Verify that it is possible to assign a single role to a single user.   

 
 
TEST DATA: 
  
 
EXPECTED RESULTS: 
 

547 DESCRIPTION AND OBJECTIVES: VERIFY THE ABILITY TO CONFIGURE AND MONITOR 
THE DPL INGEST BUSINESS PROCESS. (ECS-ECSTC-2958) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Description and Objectives: Verify the ability to configure and monitor the 

DPL Ingest business process.<br />&nbsp;&nbsp; Set-up Time:<br 
/>&nbsp;&nbsp; Run Time:<br />[Business Process Monitoring – DPL 
Ingest] Ensure that the following resources are setup to be monitored by the 
System Monitoring, Event Detection, and Response service:<br />    
a.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; DPL Ingest 
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# Action Expected Result Notes 
host<br />    b.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; 
ECS service hosts used for checksumming, archiving, and file transfers for 
the given mode<br />    
c.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; Polling 
Service<br />    d.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; 
Processing Service<br />    
e.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; Notification 
Service<br />    
f.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; 
Quickserver on each ECS service host<br />    
g.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; All Data Pool 
file systems<br />    
h.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; All StorNext 
file systems used for Ingest<br />    
i.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; Sybase 
host and database<br />    
j.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; SQS 
instance used by XVU<br />    
k.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; SQS instance 
used by IIU<br />    
l.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; Apache / 
Tomcat web server hosting DPL Ingest GUI<br />    
m.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; StorNext primary metadata 
server 

2 Using the System Monitoring, Event Detection, and Response GUI login as a 
‘monitoring admin’ operator and create the DPL Ingest business process. 

  

3 Configure the DPL Ingest business process to include all of the resources 
listed in S-60-1. 

  

4 Configure the DPL Ingest business process to include the monitoring of an 
individual data provider queue size and throughput metrics. 

  

5 Configure the business process rules to mark the DPL Ingest process as 
‘Down’ if any of the following occur:<br />    
a.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; DPL Ingest host 
is unavailable<br />    
b.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; Sybase is 
unavailable<br />    
c.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; Notification, 
Polling, or Processing Services are down<br />    
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# Action Expected Result Notes 
d.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; All ECS service 
hosts used for checksumming are unavailable<br />    
e.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; All ECS service 
hosts used for archiving are unavailable<br />    
f.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; All ECS 
service hosts used for file transfers are unavailable<br />    
g.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; SQS instances 
used by XVU or IIU are down 

6 Configure the business process rules to mark the DPL Ingest process as 
‘Degraded’ if any of the following occur:<br />    
a.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; At least one but 
not all Quickservers on ECS service hosts used for checksumming are 
unavailable<br />    
b.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; At least one but 
not all Quickservers on ECS service hosts used for archiving are 
unavailable<br />    
c.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; At least one but 
not all Quickservers on ECS service hosts used for file transfer are 
unavailable<br />    
d.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; StorNext 
primary metadata server is down<br />    
e.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; The Ingest 
queue is larger than N number of granules and the granules per minute 
throughput is less than M granules per minute. 

  

7 Note: For e. above the tester may configure values for N and M to be small in 
order to test this criterion in a non-performance mode. 

  

8 Configure the business process rules to mark the DPL Ingest process as 
‘Inactive’ if any of the following occur:<br />    
a.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; Ingest 
throughput over the previous hour is 0. 

  

9 Ensure that at the start of the test all resources are available and that no Ingest 
has occurred during the previous hour. 

  

10 Verify that the current status of the DPL Ingest business process is displayed 
on the GUI as ‘Inactive’. 

  

11 Verify that it is possible to view the status of all of the DPL Ingest resources 
grouped together. 

  

12 Verify that it is possible to configure each of the business rules in S-60-4.   
13 Verify that it is possible to configure each of the business rules in S-60-5.   
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# Action Expected Result Notes 
14 Verify that it is possible to configure each of the business rules in S-60-6.   
15 Verify that the current status of one of the ingest resources is ‘Alert Pending’ 

and there is an explanation which identifies the Ingest throughput as being 0. 
  

16 Verify that all other resources are marked as available.   
17 Begin trickling in granules for Ingest at a rate greater than M (as configured 

in S-60-5 part e.) granules per minute. Once the granules begin to complete 
Ingest successfully: 

  

18 Verify that the DPL Ingest business process status is changed from ‘Inactive’ 
to ‘Active’ within the configured monitoring interval. 

  

19 Verify that all of the DPL Ingest resources are displayed as available.   
20 Bring down one, but not all of the Quickservers used for file transfers. Verify 

that the DPL Ingest business process status is changed from ‘Active’ to 
‘Degraded’ within the configured monitoring interval. 

  

21 Verify that there is a resource with an alert pending which identifies the 
Quickserver that is unavailable. 

  

22 Bring down the remaining Quickservers used for file transfers such that they 
are all unavailable. 

  

23 Verify that the DPL Ingest business process status is changed from 
‘Degraded’ to ‘Down’ within the configured monitoring interval. 

  

24 Verify that on the business process page displaying the DPL Ingest resources, 
the Quickservers are displayed as down. 

  

25 Bring up all of the Quickservers used for file transfers.   
26 Verify that the DPL Ingest business process status is changed from ‘Down’ to 

‘Active’ within the configured monitoring interval. 
  

27 Verify that all of the DPL Ingest resources are displayed as available.   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
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548 DESCRIPTION AND OBJECTIVES: VERIFIES RESOURCE AVAILABILITY AND USAGE 
REPORTING (ECS-ECSTC-2959) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Description and Objectives: Verifies resource availability and usage 

reporting<br />&nbsp;&nbsp; Set-up Time:<br />&nbsp;&nbsp; Run 
Time:<br />[Custom Code Server Availability Report] 

  

2 Log in as the ‘security admin’ operator and configure the System Monitoring, 
Event Detection, and Response GUI to persistently store metrics information 
for a period of no less than 10 days. 

  

3 Generate a report detailing the availability of one of the custom code servers 
over a time period which is less than the value configured in S-70-1. The 
custom code server must have the following characteristics:<br />    
a.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; Availability data 
must be present for the custom code server over the entire time period<br />    
b.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; There must be 
both uptime and downtime for the server during that time range (availability 
must be greater than 0% and less than 100%). 

  

4 Verify that it is possible to configure the number of days to persistently store 
historic metric data. 

  

5 Verify that the GUI displays the total uptime and total downtime over the 
specified time period. 

  

6 Verify that the GUI displays a graph detailing the availability over the 
specified time period. 

  

7 Verify that is possible to save and view the report outside of the GUI.<br 
/>[Resource Usage Report] 

  

8 Generate a report detailing the CPU usage of one of the SDPS code hosts 
over a time period less than the value configured in S-70-1. Availability data 
must be present for the host over the entire time period. 

  

9 Verify that the GUI displays the min, max, and average CPU usage over the 
specified time period. 

  

10 Verify that the GUI displays a graph detailing the CPU usage over the 
specified time period. 
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# Action Expected Result Notes 
11 Verify that is possible to save and view the report outside of the GUI.   

 
 
TEST DATA: 
   
 
EXPECTED RESULTS: 
 

549 DESCRIPTION AND OBJECTIVES: VERIFIES CAPABILITY TO MONITOR THE SIZE OF 
INGEST QUEUES. (ECS-ECSTC-2960) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Description and Objectives: Verifies capability to monitor the size of Ingest 

queues.<br />&nbsp;&nbsp; Set-up Time:<br />&nbsp;&nbsp; Run Time:<br 
/>[Ingest Request Queue Size Monitoring] 

  

2 Configure the System Monitoring, Event Detection, and Response service to 
monitor the size of the Ingest request queue for two individual providers as 
well as the overall system. 

  

3 Ensure that there are requests queued for both of the providers for the 
duration of the test. 

  

4 Verify that the System Monitoring, Event Detection, and Response GUI 
displays the name of the Ingest request queue and the size of the queue by 
provider and overall.<br />[Ingest Granule Queue Size Monitoring] 

  

5 Configure the System Monitoring, Event Detection, and Response service to 
monitor the size of the Ingest granule queue for two individual providers as 
well as the overall system. 

  

6 Ensure that there are granules queued for both of the providers for the 
duration of the test. 

  

7 Verify that the System Monitoring, Event Detection, and Response GUI 
displays the name of the Ingest granule queue and the size of the queue by 
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# Action Expected Result Notes 
provider and overall.<br />&nbsp;[Ingest Notification Queue Size 
Monitoring] 

8 Configure the System Monitoring, Event Detection, and Response service to 
monitor the size of the Ingest notification queue for two providers as well as 
the overall system. 

  

9 Ingest data to ensure the size of the notification queue is greater than zero for 
each provider. 

  

10 Note: It is acceptable to bring the notification service down to prevent the 
actions from being worked off. 

  

11 Verify that the System Monitoring, Event Detection, and Response GUI 
displays the name of the Ingest notification queue and the size of the queue 
by provider and overall.<br />&nbsp;[Ingest Throughput Monitoring] 

  

12 Configure the System Monitoring, Event Detection, and Response service to 
monitor the following Ingest throughput metrics for two individual providers 
as well as the overall system:<br />    
a.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; Average number 
of science granules ingested per minute over the previous five minute sample. 
This will be referred to as metric A throughout the remainder of the test.<br 
/>    b.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; Average 
MB per minute ingested over the previous five minute sample.<br />    
c.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; Estimated time 
to complete ingest for all items currently in the queue based and current 
throughput as calculated in metric A. 

  

13 Configure the collection interval for the metrics in S-200-1 to be less than 
five minutes. 

  

14 Note: If the collection interval is greater than five minutes the metrics will not 
cover the entire time period. 

  

15 Verify for each of the metrics that the System Monitoring, Event Detection, 
and Response GUI displays the name of the metric and its current value by 
provider as well as the overall system. 

  

16 Verify that the current value of each metric is correct.   

 
 
TEST DATA: 
  Any data types 
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EXPECTED RESULTS: 
 

550 DESCRIPTION AND OBJECTIVES: VERIFIES INGEST ALERT AND INTERVENTION 
MONITORING (ECS-ECSTC-2961) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Description and Objectives: Verifies Ingest alert and intervention 

monitoring<br />&nbsp;&nbsp; Set-up Time:<br />&nbsp;&nbsp; Run 
Time:<br />[Ingest Alert and Intervention Counts with Warning 
Notifications] 

  

2 Configure the System Monitoring, Event Detection, and Response service to 
monitor the following for two individual providers as well as the overall 
system:<br />    a.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; 
Number of open Ingest alerts<br />    
b.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; Number of open 
Ingest interventions 

  

3 Cause alerts and interventions such that the values are nonzero.   
4 Verify that it is possible to configure the service to monitor the number of 

open Ingest interventions and the number of open Ingest alerts by provider 
and for the overall system. 

  

5 Verify that the System Monitoring, Event Detection, and Response GUI 
displays the correct counts for the number of open Ingest interventions and 
the number of open Ingest alerts by provider and for the overall system. 

  

 
 
TEST DATA: 
  Any data types 
 
EXPECTED RESULTS: 
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551 DESCRIPTION AND OBJECTIVES: VERIFIES DATABASE MONITORING CAPABILITIES. (ECS-
ECSTC-2962) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Description and Objectives: Verifies database monitoring capabilities.<br 

/>&nbsp;&nbsp; Set-up Time:<br />&nbsp;&nbsp; Run Time: 
  

2 Configure the System Monitoring, Event Detection, and Response service to 
monitor the main Sybase dataserver, the backup server, and an SQS 
instance.&nbsp; Configure it such that the database connection to the Sybase 
dataserver and the SQS instance are monitored. 

  

3 Cause an issue such that you cannot connect to the database server and verify 
that the connection is marked as unavailable.&nbsp; Bring down the database 
server and verify that the process is marked as unavailable. 

  

 
 
TEST DATA: 
  
 
EXPECTED RESULTS: 
 

552 DESCRIPTION AND OBJECTIVES: VERIFIES WU-FTP MONITORING. (ECS-ECSTC-2963) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Description and Objectives: Verifies Wu-FTP monitoring.<br 

/>&nbsp;&nbsp; Set-up Time:<br />&nbsp;&nbsp; Run Time:<br 
/>&nbsp;[File transfer monitoring] 
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# Action Expected Result Notes 
2 Configure the System Monitoring, Event Detection, and Response service to 

monitor transfers via Wu-FTP 
  

3 Transfer several files via Wu-FTP and verify that the GUI displays the 
number of open sessions, number of files transferred, and the average 
throughput of files transferred. 

  

 
 
TEST DATA: 
  
 
EXPECTED RESULTS: 
 

553 DESCRIPTION AND OBJECTIVES: VERIFIES MONITORING OF EXTERNAL SERVICES. (ECS-
ECSTC-2964) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Description and Objectives: Verifies monitoring of external services.<br 

/>&nbsp;&nbsp; Set-up Time:<br />&nbsp;&nbsp; Run Time:<br 
/>[External service monitoring] 

  

2 Configure the System Monitoring, Event Detection, and Response service to 
monitor the up or down status of the following system components:<br />    
a.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; Order Status 
GUI<br />    b.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; 
DPL Web Access 

  

3 Configure the System Monitoring, Event Detection, and Response service to 
monitor the up or down status of the following external components:<br />    
a.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; HSA<br />    
b.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; WIST<br />    
c.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; ECHO API 

  

4 Ensure that all components being monitored are currently up.   
5 Verify that it is possible to configure the service to monitor components for   
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# Action Expected Result Notes 
up or down status. 

6 Bring down each of the monitored components.   
7 Verify that the GUI displays the current status of all of the components as 

down. 
  

 
 
TEST DATA: 
  
 
EXPECTED RESULTS: 
 

554 DESCRIPTION AND OBJECTIVES: VERIFIES CAPABILITY TO MONITOR OMS ALERTS AND 
INTERVENTIONS. (ECS-ECSTC-2965) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Description and Objectives: Verifies capability to monitor OMS alerts and 

interventions.<br />&nbsp;&nbsp; Set-up Time:<br />&nbsp;&nbsp; Run 
Time:<br />&nbsp;<br />[OMS alert and intervention monitoring] 

  

2 Configure the System Monitoring, Event Detection, and Response service to 
monitor the following:<br />    
a.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; Number of 
OMS Alerts<br />    
b.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; Number of 
OMS Interventions 

  

3 Cause OMS interventions and alerts such that the numbers are nonzero and 
the values are different from one another. 

  

4 Verify that it is possible to configure the service to monitor the number of 
open OMS interventions and the number of open OMS alerts. 

  

5 Verify that the System Monitoring, Event Detection, and Response GUI 
displays the correct counts for the number of open OMS interventions and the 
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# Action Expected Result Notes 
number of open OMS alerts. 

 
 
TEST DATA: 
  
 
EXPECTED RESULTS: 
 

555 DESCRIPTION AND OBJECTIVES: VERIFIES ABILITY TO MONITOR OMS QUEUES. (ECS-
ECSTC-2966) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Description and Objectives: Verifies ability to monitor OMS queues.<br 

/>&nbsp;&nbsp; Set-up Time:<br />&nbsp;&nbsp; Run Time:<br />[OMS 
queue size monitoring] 

  

2 Configure the System Monitoring, Event Detection, and Response service to 
monitor the OMS Granule Queue size and OMS Request Queue Size. 

  

3 Order granules such that the queue sizes are nonzero and different values 
from one another. 

  

4 Verify that the System Monitoring, Event Detection, and Response GUI 
displays the name of the OMS granule and request queues and the size of the 
queues. 

  

 
 
TEST DATA: 
  Any data types 
 
EXPECTED RESULTS: 
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556 DESCRIPTION AND OBJECTIVES: VERIFIES CAPABILITY TO MONITOR ALL CUSTOM 
CODE SERVER METRICS. (ECS-ECSTC-2967) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Description and Objectives: Verifies capability to monitor all custom code 

server metrics.<br />&nbsp;&nbsp; Set-up Time:<br />&nbsp;&nbsp; Run 
Time:<br />&nbsp;<br />[Custom Code Server Monitoring – Metrics] 

  

2 Configure the System Monitoring, Event Detection, and Response service to 
monitor the following custom code servers ensuring that all of the metrics 
defined in C-MSS-05265 are captured:<br />    
b.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; Action 
Driver<br />    c.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; 
All Quick Server instances<br />    
d.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; SSS Subscribed 
Event Driver<br />    
e.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; SSS Delete 
Request Driver<br />    
f.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; SSS 
Action Driver<br />    
g.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; SSS Recovery 
Driver<br />    h.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; 
Order Manager server<br />    
i.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; DPL 
Ingest Notification Service<br />    
j.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; DPL 
Ingest Processing Service<br />    
k.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; DPL Ingest 
Polling Service<br />    
l.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; BMGT 
generator server<br />    m.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; 
BMGT packager server<br />    
n.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; BMGT export 
server<br />    o.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; 
BMGT monitor 
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# Action Expected Result Notes 
3 Verify that the metrics collected for each server can be viewed via the System 

Monitoring, Event Detection, and Response service. 
  

 
 
TEST DATA: 
  
 
EXPECTED RESULTS: 
 

557 DESCRIPTION AND OBJECTIVES: VERIFIES CAPABILITY TO MONITOR VARIOUS CUSTOM 
CODE UTILITIES. (ECS-ECSTC-2968) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Description and Objectives: Verifies capability to monitor various custom 

code utilities.<br />&nbsp;&nbsp; Set-up Time:<br />&nbsp;&nbsp; Run 
Time:<br />[Custom Code Utility Monitoring] 

  

2 Configure the System Monitoring, Event Detection, and Response service to 
monitor the following custom code utilities ensuring that all of the metrics 
defined in C-MSS-05265 are captured:<br />    
a.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; Granule 
Deletion utilities<br />    
b.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; QA Update 
utility<br />    c.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; 
Online Archive utilities<br />    
d.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; Move 
Collection utility<br />    
e.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; Checksum 
Verification utilities<br />    
f.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; Data 
Pool cleanup utilities 

  

3 Verify that the metrics collected for each utility can be viewed via the System   



 

1721 
 

# Action Expected Result Notes 
Monitoring, Event Detection, and Response service. 

 
 
TEST DATA: 
   
 
EXPECTED RESULTS: 
 

558 DESCRIPTION AND OBJECTIVES: VERIFIES ABILITY TO CONFIGURE AND MONITOR THE 
DATA ACCESS BUSINESS PROCESS. (ECS-ECSTC-2969) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Description and Objectives: Verifies ability to configure and monitor the 

Data Access business process.<br />&nbsp;&nbsp; Set-up Time:<br 
/>&nbsp;&nbsp; Run Time:<br />&nbsp;<br />[Business Process Monitoring 
– Data Access] 

  

2 Ensure that the following resources are setup to be monitored by the System 
Monitoring, Event Detection, and Response service:<br />    
a.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; x4eil01<br />    
b.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; x4ftl01<br />    
c.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; wu-ftp 
server<br />    d.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; 
Apache/Tomcat on x4eil01<br />    
e.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; DPL Web 
Access GUI<br />    
f.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; Sybase 
server<br />    g.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; 
SQS instances<br />    
h.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; Web Order 
Status GUI<br />    
i.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; DPL file 

  



 

1722 
 

# Action Expected Result Notes 
systems<br />    
j.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; 
ECHO/WIST interface<br />    
k.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; Local DAAC 
web page 

3 Using the System Monitoring, Event Detection, and Response GUI login as a 
‘monitoring admin’ operator and create the Data Access business process. 

  

4 Configure the Data Access business process to include all of the resources 
listed in S-600-1. 

  

5 Configure the DPL Ingest business process to include the monitoring of the 
following metrics:<br />    
a.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; Number of wu-
ftp sessions<br />    
b.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; Number of file 
transfers via ftp<br />    
c.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; ftp transfer 
rates<br />    d.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; 
Number of file transfers via http<br />    
e.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; http transfer 
rates<br />    
f.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; Number 
of DPL web access sessions 

  

6 Configure the business process rules to mark the Data Access process as 
‘Down’ if any of the following occur:<br />    
a.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; The x4eil01 and 
x4ftl01 hosts are both unavailable<br />    
b.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; Sybase is 
unavailable<br />    
c.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; The DPL file 
systems are unavailable 

  

7 Configure the business process rules to mark the Data Access process as 
‘Degraded’ if any of the following occur:<br />    
a.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; Either the 
x4eil01 host or the x4flt01 host is unavailable<br />    
b.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; The wu-ftp 
server is unavailable<br />    
c.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; Apache/Tomcat 
on x4eil01 is unavailable<br />    
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# Action Expected Result Notes 
d.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; The DPL Web 
Access GUI is unavailable<br />    
e.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; The SQS 
instances used by xxxx are unavailable<br />    
f.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; The Web 
Order Status GUI is unavailable<br />    
g.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; The 
ECHO/WIST interface is unavailable 

8 Configure the business process rules to mark the Data Access process as 
‘Inactive’ if the following occur: 

  

9 Number of ftp transfers and number of http transfers over the previous 
monitoring interval is 0. 

  

10 Ensure that at the start of the test all resources are available and that no data 
accesses have occurred during the previous hour. 

  

11 Verify that the current status of the Data Access business process is displayed 
on the GUI as ‘Inactive’. 

  

12 Verify that it is possible to view the status of all of the Data Access resources 
grouped together. 

  

13 Verify that it is possible to configure each of the business rules in S-600-4.   
14 Verify that it is possible to configure each of the business rules in S-600-5.   
15 Verify that it is possible to configure each of the business rules in S-600-6.   
16 Verify that all Data Access resources are marked as available.   
17 Order data via the DPL Web Access GUI. Verify that the Data Access 

business process is changed from ‘Inactive’ to ‘Active within the monitoring 
interval. 

  

18 Bring down the x4eil01 host. Verify that the Data Access business process is 
changed from ‘Active’ to Degraded’ within the configured monitoring 
interval. 

  

19 Verify that there is a resource with an alert pending which identifies that the 
x4eil01 is unavailable.<br />&nbsp; 

  

20 Bring down the x4ftl01 host. Verify that the Data Access business process is 
changed from ‘Degraded’ to ‘Down’ within the configured monitoring 
interval. 

  

21 Verify on the Data Access business processing page that the x4eil01 and 
x4ftl01 hosts as well as all resources running on those hosts are displayed as 
down. 

  

22 Restart the x4eil01 and x4ftl01 hosts. Manually start the custom code servers   
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# Action Expected Result Notes 
on those hosts. 

23 Verify that the Data Access business process status is changed from ‘Down’ 
to ‘Active’ within the configured monitoring interval. 

  

24 Verify that all of the Data Access resources are displayed as available.   

 
 
TEST DATA: 
  
 
EXPECTED RESULTS: 
 

559 DESCRIPTION AND OBJECTIVES: VERIFIES ABILITY TO CONFIGURE AND MONITOR THE 
ORDER MANAGEMENT BUSINESS PROCESS. (ECS-ECSTC-2970) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Description and Objectives: Verifies ability to configure and monitor the 

Order Management business process.<br />&nbsp;<br />&nbsp;&nbsp; Set-
up Time:<br />&nbsp;&nbsp; Run Time:<br />[Business Process Monitoring 
– Order Management] 

  

2 Ensure that the following resources are setup to be monitored by the System 
Monitoring, Event Detection, and Response service:<br />    
a.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; OMS host<br />   
b.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; HEG processing 
host<br />    c.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; ftp 
push host (x4ftl01 at most locations)<br />    
d.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; Order Manager 
server<br />    e.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; 
EWOC<br />    
f.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; EPD 
server<br />    g.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; 
HSA<br />    h.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; 
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# Action Expected Result Notes 
Sybase<br />    
i.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; DPL file 
systems<br />    
j.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; DPL 
HEG server<br />    
k.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; Copy Server 
(currently x4ftl01, but it is configurable) 

3 Using the System Monitoring, Event Detection, and Response GUI login as a 
‘monitoring admin’ operator and create the Order Management business 
process. 

  

4 Configure the Order Management business process to include all of the 
resources listed in S-610-1. 

  

5 Configure the Order Management business process to include the monitoring 
of the following metrics:<br />    
a.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; OMS request 
queue size<br />    
b.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; OMS granule 
queue size<br />    
c.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; Order 
throughput average over the previous five minutes (by granule count and data 
volume per destination and ftp transfer type)<br />    
d.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; Number of open 
OMS alerts<br />    
e.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; Number of open 
OMS interventions<br />    
f.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; Number 
of suspended destinations 

  

6 Configure the business process rules to mark the Order Management process 
as ‘Down’ if any of the following occur:<br />    
a.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; OMS host is 
unavailable<br />    
b.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; Sybase is 
unavailable<br />    
c.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; The Order 
Manager server is down 

  

7 Configure the business process rules to mark the Order Management process 
as ‘Degraded’ if any of the following occur:<br />    
a.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; The HEG 
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# Action Expected Result Notes 
processing host is unavailable<br />    
b.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; The EWOC is 
unavailable<br />    
c.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; The EPD server 
is unavailable<br />    
d.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; The HSA is 
unavailable<br />    
e.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; The OMS 
granule queue is larger than N number of granules and the granules per 
minute order throughput is less than M granules per minute.<br />    
f.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; There are 
open alerts<br />    
g.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; There are open 
interventions<br />    
h.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; There are 
suspended destinations 

8 Note: For e. above the tester may configure values for N and M to be small in 
order to test this criterion in a non-performance mode.&nbsp; 

  

9 Configure the business process rules to mark the Order Management process 
as ‘Inactive’ if all of the following occur:<br />    
a.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; Order 
throughput average over the previous five minutes is 0<br />    
b.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; OMS request 
queue size is 0<br />    
c.&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp; OMS granule 
queue size is 0. 

  

10 Ensure that at the start of the test all resources are available, that no orders 
have been processed over the previous five minutes, and that the OMS queues 
are 0. 

  

11 Verify that the current status of the Order Management business process is 
displayed on the GUI as ‘Inactive’. 

  

12 Verify that it is possible to view the status of all of the Order Management 
resources grouped together. 

  

13 Verify that it is possible to configure each of the business rules in S-610-4.   
14 Verify that it is possible to configure each of the business rules in S-610-5.   
15 Verify that it is possible to configure each of the business rules in S-610-6.   
16 Submit ftp push orders to the system and verify that the status of the Order 

Management business process is changed from ‘Inactive’ to ‘Active’ within 
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# Action Expected Result Notes 
the monitoring interval. 

17 Verify that the order throughput average for the configured destination for 
orders placed in S-610-3 becomes greater than 0 within the monitoring 
interval. 

  

18 Suspend a configured destination and verify that the status of the Order 
Management business process is changed from ‘Active’ to ‘Degraded’ within 
the monitoring interval. 

  

19 Verify that there is a resource with an alert pending which identifies that the 
configured destination is suspended. 

  

20 Shut down the Order Manger server and verify that the status of the Order 
Management business process is changed from ‘Degraded’ to ‘Down’ within 
the monitoring interval. 

  

21 Verify on the Order Manager business processing page that the Order 
Manager server is displayed as down. 

  

22 Restart the Order Manager server and re-enable the suspended destination.   
23 Verify that the Order Management business process status is changed from 

‘Down’ to ‘Active’ within the configured monitoring interval. 
  

24 Verify that all of the Order Management resources are displayed as available   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

560 DPL INGEST GUI: SUSPEND / RESUME POLLING LOCATIONS (ECS-ECSTC-2971) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 
 
STEPS:   
# Action Expected Result Notes 
1 <i>1440 S-1</i>  #comment 
2 [Suspend / Resume Polling Locations]<br /><br />This criterion may be   
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# Action Expected Result Notes 
verified by a separate test procedure or as part of the test procedure for 
criteria 300 to 395. 

3 <i>1440 S-2</i>  #comment 
4 <i>Document Reference: DPL Ingest GUI 609: Provider Status List, Provider 

Status Detail</i> 
 #comment 

5 This test requires that Data Pool ingest is polling at least two different polling 
locations on the same FTP Host. 

From DPL Ingest GUI, 
Monitoring/Provider Status, ensure 
that MODAPS_TERRA_FPROC, 
MODAPS_AQUA_FPROC both use 
the acg host. Note the polling 
directories for both providers.<br 
/><br />On the details of both 
providers, set the &quot;Max Active 
Granules&quot; to 2 to ensure 
granules will be in the required states 
long enough to perform the test. 

 

6 <i>1440 S-3</i>  #comment 
7 Ensure that there is a polling location that was the source for ingest requests 

that are currently active and waiting for activation. Ensure that this polling 
location is on an FTP server that hosts other polling locations as well. 

Place the PDRs described in 
&quot;Test Data Requirements&quot; 
into the appropriate polling 
directory.<br /><br />From DPL 
Ingest GUI, Monitoring/Request 
Status, identify the requests and wait 
two from each provider move past the 
'New' state. 

 

8 <i>1440 V-1</i>  #comment 
9 <i>Document Reference: DPL Ingest GUI 609: Provider Status List</i>  #comment 
10 Using the Data Pool Ingest GUI select a polling location that is currently 

active and being polled in regular intervals and suspend polling for it. 
From DPL Ingest GUI, 
Monitoring/Provider Status, select one 
of the polling locations identified 
above, click the checkbox and press 
the suspend button. 

 

11 <i>1440 V-2</i>  #comment 
12 <i>Document Reference: DPL Ingest GUI 609: Provider Status List</i>  #comment 
13 Verify that the Data Pool Ingest GUI indicates that a polling location for the 

provider is suspended and that it identifies the polling location that is 
suspended. 

On Provider Status Detail, verify that 
the status changes to 'Suspended'. 
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# Action Expected Result Notes 
14 <i>1440 V-3</i>  #comment 
15 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

16 Verify that polling for that location has stopped. From EcDlInPollingService.ALOG, 
verify that polling for that location has 
stopped.<br /><br />From DPL Ingest 
GUI, Monitoring/Request Status, 
ensure that no requests are appearing 
from the affected provider. 

 

17 <i>1440 V-4</i>  #comment 
18 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

19 Verify that polling for other locations on the same FTP host continues. From EcDlInPollingService.ALOG, 
verify that polling for other locations 
on the &lt;u&gt;same&lt;/u&gt; FTP 
host continues.<br /><br />From DPL 
Ingest GUI, Monitoring/Request 
Status, ensure that requests are 
appearing from the unaffected 
provider. 

 

20 <i>1440 V-5</i>  #comment 
21 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

22 Verify that ingest requests from that polling location that were active 
complete ingest; and that other ingest requests from that polling location are 
activated. 

From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
ingest requests from that polling 
location that were active complete 
ingest; and that new ingest requests 
from that polling location are 
activated. 

 

23 <i>1440 V-6</i>  #comment 
24 <i>Document Reference: DPL Ingest GUI 609: Provider Status Detail</i>  #comment 
25 After at least three polling cycles have passed without that location having 

been polled use the Data Pool Ingest GUI to resume the polling location. 
After three polling cycles have passed 
without that location having been 
polled, go to DPL Ingest GUI, 
Monitoring/Provider Status/Provider 
Status Detail, to resume the polling 
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# Action Expected Result Notes 
location. 

26 <i>1440 V-7</i>  #comment 
27 <i>Document Reference: DPL Ingest GUI 609: Provider Status List, Provider 

Status Detail</i> 
 #comment 

28 Verify that the Data Pool Ingest GUI no longer indicates that the polling 
location is suspended. 

On DPL Ingest GUI, 
Monitoring/Provider Status/Provider 
Status Detail, verify that the polling 
location is no longer suspended. 

 

29 <i>1440 V-8</i>  #comment 
30 Verify that polling for the location is resumed. In EcDlInPollingService.ALOG, 

verify that the polling for that location 
has resumed. 

 

31 <i>1440 V-9</i>  #comment 
32 Verify that the Data Pool Ingest Service application log contains log entries 

reflecting the suspension and resumption of the polling location and that the 
log entries identify the polling location correctly. 

In EcDlInPollingService.ALOG, 
verify log entries reflecting the 
suspension and resumption of the 
polling location and that the log 
entries identify the polling location 
correctly. 

 

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

1440   
10 PDRs 
(5/Provider) 

MOD29P1D, 
MYD09A1 
 
[Requires 2 providers] 

None 1 gran/PDR None     

 
EXPECTED RESULTS: 
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561 DPL INGEST GUI: SUSPEND / RESUME FTP HOSTS (ECS-ECSTC-2972) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 
 
STEPS:   
# Action Expected Result Notes 
1 <i>1460 S-1</i>  #comment 
2 [Suspend / Resume FTP Hosts]<br /><br />This criterion may be verified by 

a separate test procedure or as part of the test procedure for criteria 300 to 
395. 

  

3 <i>1460 S-2</i>  #comment 
4 <i>Document Reference: DPL Ingest GUI: Provider Configuration Detail</i>  #comment 
5 This test requires that Data Pool ingest is polling transferring and sending 

notifications to at least two different FTP Hosts. 
From DPL Ingest GUI, 
Configuration/Providers/Provider 
Configuration Detail, ensure that there 
is a polling location on 
MODAPS_AQUA_FPROC using the 
icg FTP host (H1) and one on 
MODAPS_TERRA_FPROC using the 
acg FTP host (H2). 

 

6 <i>1460 S-3</i>  #comment 
7 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

List</i> 
 #comment 

8 Identify a FTP host that is used for polling file transfers and notifications. 
Ensure that the FTP host contains several polling locations all of which are 
currently being polled in regular intervals. 

From DPL Ingest GUI, 
Configuration/Providers, ensure 
MODAPS_TERRA_FPROC is using 
several different polling directories 
and is configured to send notification 
to H1.<br /><br />Submit 5 PDRs 
from MODAPS_TERRA_FPROC and 
wait until they are successful and 
notifications are sent concerning their 
completion<br /><br />From 
Monitoring/ECS Service Status, 
suspend archiving on all hosts<br 
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# Action Expected Result Notes 
/><br />From Configuration/Global 
Tuning, change 
PROCESSING_MAX_GRANS to 
10<br /><br />Submit 15 PDRs from 
MODAPS_TERRA_FPROC and 15 
PDRs from 
MODAPS_AQUA_FPROC on H1<br 
/><br />Wait until 10 granules get into 
the &quot;Archiving&quot; state, 
suspend checksumming and transfers 
on all but one host, and change 
PROCESSING_MAX_GRANS to 
19<br /><br />Wait until 9 granules 
get into the 
&quot;Checksumming&quot; state<br 
/><br />Start a flow of PDRS, 
1/minute from the polling directories 
on both H1 and H2 on 
MODAPS_TERRA_FPROC and 
MODAPS_AQUA_FPROC 

9 <i>1460 V-1</i>  #comment 
10 <i>Document Reference: DPL Ingest GUI 609</i>  #comment 
11 Using the Data Pool Ingest GUI select this FTP host and suspend it. From DPL Ingest GUI, 

Montioring/FTP Host Status, select 
this host and suspend it<br /><br 
/>From Configuration/Global Tuning, 
change 
PROCESSING_MAX_GRANS to 
50<br /><br />From Monitoring/ECS 
Service Status, resume all service on 
all ECS Service Hosts 

 

12 <i>1460 V-2</i>  #comment 
13 <i>Document Reference: DPL Ingest GUI 609</i>  #comment 
14 Verify that the Data Pool Ingest GUI indicates the suspension of the FTP host 

for the affected providers and identifies the affected polling locations. 
From DPL Ingest GUI, 
Montioring/FTP Host Status, verify 
that the status changes to 'Suspended' 
for the Host and providers. From 
Monitoring/Provider Status/Provider 
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# Action Expected Result Notes 
Status Detail, verify polling locations 
have been suspended. 

15 <i>1460 V-3</i>  #comment 
16 Deleted   
17 <i>1460 V-4</i>  #comment 
18 Verify that polling for all polling locations on that host has stopped. From DPL Ingest GUI, 

Monitoring/Request Status, verify that 
no new requests are coming through 
from polling locations on H1 

 

19 <i>1460 V-5</i>  #comment 
20 Verify that file transfers from that host are no longer dispatched (file transfers 

that were in progress at the time of suspension are allowed to complete). 
From 
EcDlInProcessingService.ALOG, 
perform clause text. (Search for 
&quot;Starting file ftp 
operation&quot;) 

 

21 <i>1460 V-6</i>  #comment 
22 Verify that the transfer of notifications to that host is no longer dispatched 

(the transfer of notifications in progress at the time the host was suspended 
are allowed to complete). 

Go to the directory for notifications 
for MODAPS_TERRA_FPROC on 
H1 and verify no new notifications are 
arriving 

 

23 <i>1460 V-7</i>  #comment 
24 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

25 Verify that granules whose files reside on the suspended host are no longer 
activated. 

From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
granules on that host are not moved 
into 'Transferring' state. 

 

26 <i>1460 V-8</i>  #comment 
27 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

28 Verify that requests that include granules whose files reside on the suspended 
host are no longer activated. 

From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
the requests that include granules 
whose files reside on the suspended 
host are no longer activated. 

 

29 <i>1460 V-9</i>  #comment 
30 <i>Document Reference: DPL Ingest GUI 609: Provider Status List, File  #comment 
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# Action Expected Result Notes 
System Status, Provider Configuration List</i> 

31 Verify that granules that were activated but cannot be processed because they 
are waiting for a file transfer from the suspended host are no longer counted 
against the provider and system limits. For example other granules are now 
activated such that the total count of active requests is actually above the 
system limit. 

From DPL Ingest GUI, 
Monitoring/Provider Status verify that 
'Granules In Process' do not include 
granules awaiting transfer from the 
suspended host.<br /><br />From DPL 
Ingest GUI, Monitoring/File System 
Status, verify that 'Granules in 
Processing for Ingest', do not include 
these granules either. (Provider limits 
set in Configuration/Providers 
view/edit a provider).<br />Note: 
Granules will not be activated unless a 
transfer slot is open, so there will 
never be active granules waiting for 
file transfer. Thus, the requirement to 
ensure active granules waiting for file 
transfers is satisfied implicitly. 

 

32 <i>1460 V-10</i>  #comment 
33 <i>Document Reference: DPL Ingest GUI 609: File System Status</i>  #comment 
34 Verify that granules in activated requests that that cannot be activated 

because they require file transfers from the suspended host are not counted 
against the provider and system limits. 

On DPL Ingest GUI, Home, and 
Monitoring/Provider Status verify that 
'New' granules that need to be 
transferred from the suspended host 
and are part of an 'active' request are 
not counted in the &quot;Total 
Granules In-Processing&quot; or 
&quot;Total Requests In-
Processing&quot; or in the 
&quot;Requests In-Process&quot; or 
&quot;Granules In-Process&quot; 

 

35 <i>1460 V-11</i>  #comment 
36 <i>Document Reference: DPL Ingest GUI 609: File System Status</i>  #comment 
37 Identify the active requests that contain granules that cannot be activated or 

completed because they need file transfers from the suspended host. Let the 
remaining granules (if any) in these requests that do not require file transfers 
from this host complete such that these requests are now 'stuck' i.e. can no 
longer proceed. Verify that once that occurs the granules in these requests are 

On DPL Ingest GUI, 
Monitoring/Request Status, there 
should be one request that was only 
partially activated (due to the 
PROCESSING_MAX_GRANS being 
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# Action Expected Result Notes 
not counted against the provider and system limits. set to an odd number). Ensure that the 

granules in this request activated prior 
to the suspension complete<br /><br 
/>Verify that the granule not activated 
in this request is not included in the 
counts of granules and requests in 
processing on the Home and Provider 
status pages 

38 <i>1460 V-12</i>  #comment 
39 <i>Document Reference: DPL Ingest GUI 609:</i>  #comment 
40 Using the Data Pool Ingest GUI resume the suspended FTP host. From DPL Ingest GUI, 

Montioring/FTP Host Status, select 
the suspended host and resume both 
read and write functions. 

 

41 <i>1460 V-13</i>  #comment 
42 Verify that polling for all polling locations on that host is resumed. From EcDlInPollingService.ALOG 

verify that polling for all polling 
locations on that host is resumed or 
verify that new requests are appearing 
on the Ingest Requests page. 

 

43 <i>1460 V-14</i>  #comment 
44 Verify that file transfers from that host are dispatched again. From 

EcDlInProcessingService.ALOG 
verify that file transfers from that host 
are resumed. (Search for 
&quot;Starting file ftp 
operation&quot;) 

 

45 <i>1460 V-15</i>  #comment 
46 Verify that the transfer of notifications to that host is dispatched again. Go to the directory for notifications 

for MODAPS_TERRA_FPROC on 
H1 and verify new notifications are 
arriving 

 

47 <i>1460 V-16</i>  #comment 
48 Verify that notifications for requests that were complete at the time of 

suspensions or completed during suspension but for which no notifications 
were pushed because of the suspension are not skipped (i.e. are in the 
designated output directories). 

Verify that PAN files that were 
completed but unsent or created 
during the suspension (and unsent) are 
now transferred to the appropriate 

 



 

1736 
 

# Action Expected Result Notes 
location. 

49 <i>1460 V-17</i>  #comment 
50 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

51 Verify that granules whose files reside on the suspended host that were 
waiting to be activated are being activated again. Note that because of the 
limits on active granules there may be a delay in activating these granules. 

From DPL Ingest GUI, 
Monitoring/IngestRequests, verify that 
granules (on the formerly suspended 
host) that were in the 'New' state are 
now moved to the 'Transferring' state. 

 

52 <i>1460 V-18</i>  #comment 
53 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

54 Verify that requests that include granules whose files reside on the suspended 
host are being activated again. Note that because of the limits on active 
granules there may be a delay in activating these requests. 

On DPL Ingest GUI, 
Monitoring/IngestRequests, verify that 
any requests (for the suspended host) 
that had not been activated are now 
moved to the 'active' state. 

 

55 <i>1460 V-19</i>  #comment 
56 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

57 If there were any active granules that could not be processed because they 
were waiting for a file transfer from the suspended host verify that such 
granules proceed again. 

On DPL Ingest GUI, 
Monitoring/IngestRequests, verify that 
if there were any granules that were 
transferring when the ftp host was 
suspended, verify that they now are 
transferring. 

 

58 <i>1460 V-20</i>  #comment 
59 <i>Document Reference: DPL Ingest GUI 609: Provider Status List</i>  #comment 
60 Verify that granules have files on the host that was suspended are counted 

against the system and provider limits when they are active. 
From DPL Ingest GUI, 
Configuration/Providers, set 
&quot;Max Active Granules&quot; to 
1 on MODAPS_AQUA_FPROC and 
to 5 on 
MODAPS_TERRA_FPROC<br /><br 
/>From Configuration/Global Tuning, 
set PROCESSING_MAX_GRANS to 
15<br /><br />From Monitoring/ECS 
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# Action Expected Result Notes 
Service Status, suspend 
checksumming and transfers on all but 
one service host<br /><br />Submit 
requests with a total of 10 granules 
with a size greater than 120MB from 
MODAPS_AQUA_FPROC on H1 
and 10 granules larger than 40MB 
from MODAPS_TERRA_FPROC<br 
/><br />From DPL Ingest GUI, 
Monitoring/Provider Status verify that 
'Granules In Process' does not exceed 
1 on MODAPS_AQUA_FPROC until 
all granules are activated from 
MODAPS_TERRA_FPROC<br /><br 
/>From Home, ensure that 
&quot;Total Granules In-
Processing&quot; does not exceed 15. 

61 <i>1460 V-21</i>  #comment 
62 Verify that the Data Pool Ingest Service application log contains log entries 

reflecting the suspension and resumption of the host and that the log entries 
identify the host correctly. 

Verify that 
EcDlInProcessingService.ALOG 
contain log entries reflecting the 
suspension and resumption of the host 
and that the log entries identify the 
host correctly. 

 

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit 
ccr no 

Test Data 
Description 

Data Type Requirements 
Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

1460   
Normal or low 
flow 

[Requires 2 polling locations 
and 2 FTP Hosts] 

None 2 gran/PDR None     
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EXPECTED RESULTS: 
 

562 DPL INGEST GUI: SUSPEND / RESUME SCP HOSTS (ECS-ECSTC-2973) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 
 
STEPS:   
# Action Expected Result Notes 
1 <i>1465 S-1</i>  #comment 
2 [Suspend / Resume scp Hosts]<br /><br />This criterion may be verified by a 

separate test procedure or as part of the test procedure for criteria 300 to 395. 
TBD SCP  

3 <i>1465 S-2</i>  #comment 
4 This test requires that Data Pool ingest is polling transferring and sending 

notifications to at least two different scp Hosts. 
TBD SCP  

5 <i>1465 S-3</i>  #comment 
6 Identify a host that is used for polling, file transfers and notifications via scp. 

Ensure that the host contains at least two polling locations which are 
currently being used for polling and file transfers. 

TBD SCP  

7 <i>1465 V-1</i>  #comment 
8 Using the Data Pool Ingest GUI select this scp host and suspend it. TBD SCP  
9 <i>1465 V-2</i>  #comment 
10 Verify that the Data Pool Ingest GUI indicates the suspension of the host for 

the affected providers and identifies the affected polling locations. 
TBD SCP  

11 <i>1465 V-3</i>  #comment 
12 Verify that polling for all polling locations on that host has stopped. TBD SCP  
13 <i>1465 V-4</i>  #comment 
14 Verify that file transfers from that host are no longer dispatched (file transfers 

that were in progress at the time of suspension are allowed to complete). 
TBD SCP  

15 <i>1465 V-5</i>  #comment 
16 Verify that the transfer of notifications to that host is no longer dispatched 

(the transfer of notifications in progress at the time the host was suspended 
are allowed to complete). 

TBD SCP  

17 <i>1465 V-6</i>  #comment 
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# Action Expected Result Notes 
18 Verify that granules whose files reside on the suspended host are no longer 

activated. 
TBD SCP  

19 <i>1465 V-7</i>  #comment 
20 Verify that requests that include granules whose files reside on the suspended 

host are no longer activated. 
TBD SCP  

21 <i>1465 V-8</i>  #comment 
22 Verify that granules that were activated but cannot be processed because they 

are waiting for a file transfer from the suspended host are no longer counted 
against the provider and system limits. For example, show that other granules 
are now activated such that the total count of active requests is actually above 
the system limit. 

TBD SCP  

23 <i>1465 V-9</i>  #comment 
24 Verify that granules in activated requests that cannot be activated because 

they require file transfers from the suspended host are not counted against the 
provider and system limits. 

TBD SCP  

25 <i>1465 V-10</i>  #comment 
26 Identify the active requests that contain granules that cannot be activated or 

completed because they need file transfers from the suspended host. Let the 
remaining granules (if any) in these requests that do not require file transfers 
from this host complete such that these requests are now 'stuck' i.e. can no 
longer proceed. Verify that once that occurs the granules in these requests are 
not counted against the provider and system limits. 

TBD SCP  

27 <i>1465 V-11</i>  #comment 
28 Using the Data Pool Ingest GUI resume the suspended host. TBD SCP  
29 <i>1465 V-12</i>  #comment 
30 Verify that polling for all polling locations on that host is resumed. TBD SCP  
31 <i>1465 V-13</i>  #comment 
32 Verify that file transfers from that host are dispatched again. TBD SCP  
33 <i>1465 V-14</i>  #comment 
34 Verify that the transfer of notifications to that host is dispatched again. TBD SCP  
35 <i>1465 V-15</i>  #comment 
36 Verify that notifications for requests that were complete at the time of 

suspensions or completed during suspension but for which no notifications 
were pushed because of the suspension are not skipped (i.e. are in the 
designated output directories). 

TBD SCP  

37 <i>1465 V-16</i>  #comment 
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# Action Expected Result Notes 
38 Verify that granules whose files reside on the suspended host that were 

waiting to be activated are being activated again. Note that because of the 
limits on active granules there may be a delay in activating these granules. 

TBD SCP  

39 <i>1465 V-17</i>  #comment 
40 Verify that requests that include granules whose files reside on the suspended 

host are being activated again. Note that because of the limits on active 
granules there may be a delay in activating these requests. 

TBD SCP  

41 <i>1465 V-18</i>  #comment 
42 If there were any active granules that could not be processed because they 

were waiting for a file transfer from the suspended host verify that such 
granules proceed again. 

TBD SCP  

43 <i>1465 V-19</i>  #comment 
44 Verify that granules have files on the host that was suspended are counted 

against the system and provider limits when they are active. 
TBD SCP  

45 <i>1465 V-20</i>  #comment 
46 Verify that the Data Pool Ingest Service application log contains log entries 

reflecting the suspension and resumption of the host and that the log entries 
identify the host correctly. 

TBD SCP  

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit 
ccr no 

Test Data 
Description 

Data Type Requirements 
Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

1465   
Normal or low 
flow 

[Requires 2 providers, 2 
polling locations/each] 

None None None     

 
EXPECTED RESULTS: 
 

563 DPL INGEST GUI: SUSPEND / RESUME DATA PROVIDERS (ECS-ECSTC-2974) 

DESCRIPTION: 
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PRECONDITIONS: 
None 
 
STEPS:   
# Action Expected Result Notes 
1 <i>1480 S-1</i>  #comment 
2 [Suspend / Resume Data Providers]<br /><br />This criterion may be verified 

by a separate test procedure or as part of the test procedure for criteria 300 to 
395. 

  

3 <i>1480 S-2</i>  #comment 
4 <i>Document Reference: DPL Ingest GUI 609: FTP Host Configuration</i>  #comment 
5 This test requires that Data Pool ingest is polling transferring and sending 

notifications to at least two different FTP Hosts. 
From DPL Ingest GUI, 
Configuration/Transfer Hosts, verify 
the acg and icg hosts are set up for 
polling, transferring, and notifications 

 

6 <i>1480 S-3</i>  #comment 
7 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

List</i> 
 #comment 

8 This test requires that at least two providers are enabled and configured for 
Data Pool ingest that use the same host and that there are other providers that 
use a different host. 

From DPL Ingest GUI, 
Configuration/Providers, ensure 
MODAPS_TERRA_FPROC has more 
than one polling location on the same 
ftp host (acg host). Ensure 
MODAPS_AQUA_FPROC, 
MODAPS_COMBINE_FPROC use a 
different host (icg host) 

 

9 <i>1480 S-4</i>  #comment 
10 <i>Document Reference: DPL Ingest GUI 609</i>  #comment 
11 Ensure that there is a data provider for Data Pool ingest that is the source for 

ingest requests that are currently active and waiting for activation. Ensure that 
this data provider is on an FTP server that hosts directories for other 
providers as well. 

For the provider identified above, 
place some PDRs into the polling 
location. When the PDRs are added to 
the Ingest Request list in the 'New' 
state, go to the next step. 

 

12 <i>1480 V-1</i>  #comment 
13 <i>Document Reference: DPL Ingest GUI 609</i>  #comment 
14 Using the Data Pool Ingest GUI select such a data provider that is currently 

active and being polled in regular intervals and suspend it. 
From DPL Ingest GUI, 
Monitoring/Provider, select this 
provider and suspend it. 
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# Action Expected Result Notes 
15 <i>1480 V-2</i>  #comment 
16 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

17 Verify that the Data Pool Ingest GUI indicates that the provider is suspended 
and that it identifies the affected polling locations. 

From DPL Ingest GUI, 
Monitoring/Request Status, Verify that 
the status changes from 'active' to 
'suspended'. Select 'View' for the 
provider and verify that each of the 
polling locations are also shown as 
suspended. 

 

18 <i>1480 V-3</i>  #comment 
19 Verify that polling for the provider has stopped. In EcDlInPollingService.ALOG, 

verify that polling for the provider has 
stopped. 

 

20 <i>1480 V-4</i>  #comment 
21 Verify that polling for other providers on the same FTP host continues. In EcDlInPollingService.ALOG, 

verify that polling for other providers 
on the same FTP host continues. 

 

22 <i>1480 V-5</i>  #comment 
23 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

24 Verify that requests for that provider that were active when the provider was 
suspended complete ingest. 

Go to the Request Status page and 
verify that requests for that provider 
that were active when the provider 
was suspended complete ingest. 

 

25 <i>1480 V-6</i>  #comment 
26 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

27 Verify that requests for that provider are no longer activated. From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
'New' or 'Validated' requests for the 
suspended provider are no longer 
moved to the 'Active' state. 

 

28 <i>1480 V-7</i>  #comment 
29 <i>Document Reference: DPL Ingest GUI 609</i>  #comment 
30 After at least three polling cycles have passed without that provider having 

been polled use the Data Pool Ingest GUI to resume the provider. 
After three polling cycles have passed 
without that provider having been 
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# Action Expected Result Notes 
polled, go to DPL Ingest GUI, 
Montioring/Provider Status to resume 
the suspended provider. 

31 <i>1480 V-8</i>  #comment 
32 <i>Document Reference: DPL Ingest GUI 609</i>  #comment 
33 Verify that the Data Pool Ingest GUI no longer indicates that the provider is 

suspended. 
On DPL Ingest GUI, 
Montioring/Provider Status verify that 
the status changes from 'Suspended' to 
'Active'. 

 

34 <i>1480 V-9</i>  #comment 
35 Verify that polling for the location is resumed. From EcDlInPollingService.ALOG, 

verify that polling for the location is 
resumed. 

 

36 <i>1480 V-10</i>  #comment 
37 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

38 Verify that requests for that provider are activated again. From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
requests from this provider are added 
into the list as 'New' and advance to 
'Active'. 

 

39 <i>1480 V-11</i>  #comment 
40 Verify that the Data Pool Ingest Service application log contains log entries 

reflecting the suspension and resumption of the provider and that the log 
entries identify the provider correctly. 

From EcDlInPollingService.ALOG, 
verify entries reflecting the suspension 
and resumption of the provider and 
that the log entries identify the 
provider correctly. 

 

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type Requirements 
Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

1480   Normal or low [Requires 3 providers and 2 None None None     
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Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type Requirements 
Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

flow FTP hosts] 

 
EXPECTED RESULTS: 
 

564 DPL INGEST GUI: SUSPEND / RESUME DPL FILE SYSTEMS (ECS-ECSTC-2975) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 
 
STEPS:   
# Action Expected Result Notes 
1 <i>1501 S-1</i>  #comment 
2 [Suspend / Resume DPL File Systems]<br /><br />This criterion may be 

verified by a separate test procedure or as part of the test procedure for 
criteria 300 to 395. 

  

3 <i>1501 S-2</i>  #comment 
4 <i>Document Reference: DPL Ingest GUI 609: File System Status</i>  #comment 
5 This test requires that Data Pool ingest uses at least two Data Pool file 

systems. 
From DPL Ingest GUI, 
Monitoring/File System Status, verify 
that there are two file systems in use 
(FS3 and FS2). If there are not, add 
requests with collections linked to 
another file system to the stream of 
PDRs currently flowing through the 
system. 

 

6 <i>1501 S-3</i>  #comment 
7 <i>Document Reference: DPL Ingest GUI 609: File System Status</i>  #comment 
8 Identify a Data Pool file system such that there are ingest requests waiting for 

activation and active which have granules destined for that file system as well 
as requests that do not. 

From DPL Ingest GUI, 
Monitoring/File System Status, 
identify a Data Pool file system (FS1) 
such that there are ingest requests 
waiting for activation and active 
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# Action Expected Result Notes 
which have granules destined for that 
file system as well as requests that do 
not.<br /><br />From DPL Ingest 
GUI, Configuration/Global 
Tuning,<br />check on 
IGNORE_DPL_FS_DOWN box.<br 
/><br />Bounce Ingest Proccessing 
Service server. 

9 <i>1501 S-4</i>  #comment 
10 The test requires that there are requests waiting for activation that include 

granules for both file systems. 
Place PDRs to the polling directory, 
and generate the requests waiting for 
activation that include granules for 
both file systems. 

 

11 <i>1501 S-5</i>  #comment 
12 <i>Document Reference: DPL Ingest GUI 609: File System Status</i>  #comment 
13 Using the Data Pool Ingest GUI suspend such a Data Pool file systems while 

others remain active; or identify such a file system while an alert is pending 
for it. 

From DPL Ingest GUI, 
Monitoring/File System Status, select 
such a Data Pool file system and 
suspend it. 

 

14 <i>1501 S-7</i>  #comment 
15 <i>Document Reference: DPL Ingest GUI 609: File System Status, System 

Alerts</i> 
 #comment 

16 Resume the file system after completion of the test unless the test was 
conducted while an alert was pending; in that case let the alert condition 
clear. 

From DPL Ingest GUI, 
Monitoring/File System Status, 
perform clause text. 

 

17 <i>1501 V-1</i>  #comment 
18 <i>Document Reference: DPL Ingest GUI 609: File System Status</i>  #comment 
19 Verify that the Data Pool Ingest GUI shows that the file system is suspended. From DPL Ingest GUI, 

Monitoring/File System Status, verify 
that the file system is suspended. 

 

20 <i>1501 V-2</i>  #comment 
21 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

22 Verify that Data Pool ingest does not activate any more requests that require 
access to the suspended file system. 

From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
the requests that require access to the 
suspended file system are not 
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# Action Expected Result Notes 
activated. 

23 <i>1501 V-3</i>  #comment 
24 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

25 While the file system is suspended or has an alert pending use the Data Pool 
Ingest GUI to indicate that the suspension of the file system shall not prevent 
the activation of requests that contain granules that require it provided that 
the request also includes granules that do not require that file system 

From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
the requests that contain granules that 
require access to the suspended file 
system, but also includes granules that 
do not require that file system are still 
activated. 

 

26 <i>1501 V-4</i>  #comment 
27 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

28 Verify that Data Pool ingest activates requests that include granules that do 
require access to the suspended file system and granules that do not. 

From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
the requests that contain granules that 
require access to the suspended file 
system, but also includes granules that 
do not require that file system are still 
activated. 

 

29 <i>1501 V-5</i>  #comment 
30 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

Detail</i> 
 #comment 

31 Verify that Data Pool ingest does not activate granules in newly activated 
requests that require access to the suspended file system. 

From DPL Ingest GUI, 
Monitoring/Request Status/Ingest 
Request Detail, verify that granules in 
newly activated requests that require 
access to the suspended file system are 
not activated. 

 

32 <i>1501 V-6</i>  #comment 
33 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

34 Verify that Data Pool ingest still does not activate requests that include only 
granules that do require access to the suspended file system. 

From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
requests that include only granules 
that do require access to the suspended 
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# Action Expected Result Notes 
file system are not activated. 

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

1501   
Normal or low 
flow 

[Requires 2 File 
Systems] 

None None None     

 
EXPECTED RESULTS: 
 

565 DPL INGEST GUI: SUSPEND / RESUME ARCHIVE (ECS-ECSTC-2976) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 
 
STEPS:   
# Action Expected Result Notes 
1 <i>1510 S-1</i>  #comment 
2 [Suspend / Resume Archive]<br /><br />This criterion may be verified by a 

separate test procedure or as part of the test procedure for criteria 300 to 395. 
  

3 <i>1510 S-2</i>  #comment 
4 <i>Document Reference: DPL Ingest GUI 609: ECS Service 

Configuration</i> 
 #comment 

5 This test requires that Data Pool ingest uses at least two archives. From the DPL Ingest GUI, 
Configuration/ECS Services page 
verify that there are two hosts 
configured for archiving (f4spl01, 
f4hel01) 

 

6 <i>1510 S-3</i>  #comment 
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# Action Expected Result Notes 
7 <i>Document Reference: DPL Ingest GUI 609: ECS Service 

Configuration</i> 
 #comment 

8 This test requires that there are requests that are active as well as queued for 
both archives. 

Select PDRs that contain data types 
appropriate for the two selected 
archive hosts.<br /><br />From DPL 
Ingest GUI, Configuration/ECS 
Services, set the ‘Max Concurrent 
Archive Operations’ to one for the 
selected hosts. (This will create a 
bottleneck).   Remember to reset when 
test completed. 

 

9 <i>1510 S-4</i>  #comment 
10 <i>Document Reference: DPL Ingest GUI 609: ECS Service 

Configuration</i> 
 #comment 

11 Data Pool Ingest must be configured to stop activating requests for an archive 
that is suspended. 

On DPL Ingest GUI, 
Configuration/Global Tuning, ensure 
the “IGNORE_ARCHIVE_ALERT is 
unchecked. 

 

12 <i>1510 V-1</i>  #comment 
13 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List, 

ECS Services Status</i> 
 #comment 

14 Identify an archive for which granules are archived. Using the Data Pool 
Ingest GUI suspend that archive. 

Copy the selected PDRs to the 
appropriate Polling Location (for the 
esdt).  From Monitoring/Request 
Status, watch for when the granules 
move past the ‘New’ state.<br /><br 
/>From DPL Ingest GUI, 
Monitoring/ECS Services Status, 
select ‘Suspend’ for the selected host 
under the ‘Archive’ column. 

 

15 <i>1510 V-2</i>  #comment 
16 Verify that the Data Pool Ingest GUI shows that the archive is suspended. From DPL Ingest GUI, 

Monitoring/ECS Services Status, 
verify the archive changes to 
‘Suspended’. 

 

17 <i>1510 V-3</i>  #comment 
18 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request  #comment 
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# Action Expected Result Notes 
List</i> 

19 Verify that the granules for requests that were active at the time of suspension 
continue to be activated. 

From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
granules in the ‘New’ state are moved 
to ‘Transferring’ and beyond. 

 

20 <i>1510 V-4</i>  #comment 
21 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

22 Verify that the active requests for that archive complete. From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
granules that were ‘Archiving’ finish 
and moved to the ‘Archived’ state 
(and beyond). 

 

23 <i>1510 V-5</i>  #comment 
24 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

25 Verify that no new requests for the suspended archive are activated while 
requests for the other archive are activated (i.e. eventually there will be no 
more write operations for the archive). 

From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
no new granules for the suspended 
archive are moved into the 
‘Archiving’ state. 

 

26 <i>1510 V-6</i>  #comment 
27 <i>Document Reference: DPL Ingest GUI 609: ECS Services Status</i>  #comment 
28 Using the Data Pool Ingest GUI resume the archive. From DPL Ingest GUI, 

Monitoring/ECS Services Status, 
select “Resume” for the suspended 
Archive host. 

 

29 <i>1510 V-7</i>  #comment 
30 <i>Document Reference: DPL Ingest GUI 609: ECS Services Status</i>  #comment 
31 Verify that the Data Pool Ingest GUI no longer shows that the archive is 

suspended 
On DPL Ingest GUI, Monitoring/ECS 
Services Status, verify status on GUI 
changes to “active”. 

 

32 <i>1510 V-8</i>  #comment 
33 <i>Document Reference: DPL Ingest GUI 609: ECS Services Status</i>  #comment 
34 Verify that new requests for the suspended archive are activated. On DPL Ingest GUI, Monitoring/ECS 

Services Status, verify that granules 
intended for the formerly suspended 

 



 

1750 
 

# Action Expected Result Notes 
host are now moved into the 
‘Archiving’ state. 

35 <i>1511 S-1</i>  #comment 
36 [Suspend / Resume Archive]<br /><br />This criterion may be verified by a 

separate test procedure or as part of the test procedure for criteria 300 to 395. 
  

37 <i>1511 S-2</i>  #comment 
38 <i>Document Reference: DPL Ingest GUI 609: ECS Service 

Configuration</i> 
 #comment 

39 This test requires that Data Pool ingest uses at least two archives. From DPL Ingest GUI, 
Configuration/ECS Services, ensure 
the p4eil01 and p4ftl01are configured 
for archiving. 

 

40 <i>1511 S-3</i>  #comment 
41 <i>Document Reference: DPL Ingest GUI 609: ECS Service 

Configuration</i> 
 #comment 

42 This test requires that there are requests that are active as well as queued for 
both archives. 

Select PDRs that contain data types 
(MOD09GST.086) appropriate for the 
two selected archive hosts.  <br /><br 
/>From DPL Ingest GUI, 
Configuration/ECS Services, for the 
seleted host, select ‘View/Edit’.  Set 
‘Max Concurrent…’ to 1 to create a 
bottleneck for this host. 

 

43 <i>1511 S-4</i>  #comment 
44 <i>Document Reference: DPL Ingest GUI 609: ECS Service 

Configuration</i> 
 #comment 

45 Data Pool Ingest must be configured to continue activating requests for an 
archive that is suspended. 

On DPL Ingest GUI, 
Configuration/Global Tuning, ensure 
the “IGNORE_ARCHIVE_ALERT is 
checked. 

 

46 <i>1511 V-1</i>  #comment 
47 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List, 

ECS Services Status</i> 
 #comment 

48 Identify an archive for which granules are active. Using the Data Pool Ingest 
GUI suspend that archive. 

Copy the selected PDRs to the 
appropriate Polling Location (for the 
esdt).  From Monitoring/Request 
Status, watch for when the granules 
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# Action Expected Result Notes 
move to the ‘Active’ state.  <br /><br 
/>From DPL Ingest GUI, 
Monitoring/ECS Services Status, 
suspend the Archive service on the 
selected host. 

49 <i>1511 V-2</i>  #comment 
50 <i>Document Reference: DPL Ingest GUI 609: ECS Services Status</i>  #comment 
51 Verify that the Data Pool Ingest GUI shows that the archive is suspended. On DPL Ingest GUI, Monitoring/ECS 

Services Status, verify status on GUI 
changes to ‘Suspended. 

 

52 <i>1511 V-3</i>  #comment 
53 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

54 Verify that new granules for the suspended archive are activated. From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
other granules enter the ‘Archiving’ 
state, 

 

55 <i>1511 V-4</i>  #comment 
56 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

57 Verify that the requests for that archive that were active at the time of archive 
suspension do complete. 

From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
granules that were ‘Archiving’ 
advance to ‘Archived’ (and beyond). 

 

58 <i>1511 V-5</i>  #comment 
59 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

60 Verify that new requests for the suspended archive are activated. From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
new requests (that have granules 
intended for the suspended archive) 
continue to move from ‘New’ or 
‘Validated’ to ‘Active’. 

 

61 <i>1511 V-6</i>  #comment 
62 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

63 Verify that these requests do not complete but queue up for archiving. From DPL Ingest GUI,  
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# Action Expected Result Notes 
Monitoring/Request Status, verify that 
for these new requests, the granules do 
NOT advance into the ‘Archived’ 
state. 

64 <i>1511 V-7</i>  #comment 
65 <i>Document Reference: DPL Ingest GUI 609: Home and Login, Active 

Ingest Request List, Provider Status List</i> 
 #comment 

66 Verify that requests and granules that are queued for archiving in the 
suspended archive are no longer counted against the provider and system 
limits (e.g. continue in this mode until there are substantially more granules 
active than would be permitted by the system limit and for at least one of the 
providers affected by the archive suspensions). Verify that they are counted 
against these limits before than. For example choosing a provider that only 
sends granules to the suspended archive verify that there are never more 
granules in states prior to archiving than permitted by the provider limit 

From DPL Ingest GUI, 
Monitoring/Request Status, count the 
total number of requests and granules 
for each provider that are not queued 
for archiving in the suspended 
archive.<br /><br />From 
EcDlInProcessingServiceDebug.log, 
verify that in the entry “[#] active 
granules, max allowed = [#]”, the 
stuck granules are not counted against 
the “max allowed” limit (configured 
with the 
PROCESSING_MAX_GRANS 
parameter on Global Tuning).<br 
/><br />From DPL Ingest Gui, click 
on Home link make sure<br />    Total 
Ingest Requests Queued: 0 <br />    
Total Ingest Requests In-Processing: 
No. Requests (e.g, 4) <br />    Total 
Granules Queued: 0 <br />    Total 
Granules In-Processing: No. Granules 
(e.g, 4)<br />  From 
EcDlInProcessingServiceDebug.log     
DpInResourceManager::IsGranulePro
cessingSlotAvailable 0 active 
granules, max allowed = 2 

 

67 <i>1511 V-8</i>  #comment 
68 <i>Document Reference: DPL Ingest GUI 609: ECS Services Status</i>  #comment 
69 Using the Data Pool Ingest GUI resume the archive. From DPL Ingest GUI, 

Monitoring/ECS Services Status, 
select “Resume” for the suspended 
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# Action Expected Result Notes 
Archive. 

70 <i>1511 V-9</i>  #comment 
71 <i>Document Reference: DPL Ingest GUI 609: ECS Services Status</i>  #comment 
72 Verify that the Data Pool Ingest GUI no longer shows that the archive is 

suspended 
On DPL Ingest GUI, Monitoring/ECS 
Services Status, verify status on GUI 
changes to “active”. 

 

73 <i>1511 V-10</i>  #comment 
74 <i>Document Reference: DPL Ingest GUI 609: Home and Login, Active 

Ingest Request List, Provider Status List</i> 
 #comment 

75 Verify that the granules are counted against the provider limit even wile 
queued for archiving once the backlog has been cleared. 

From DPL Ingest GUI, 
Monitoring/Request Status, count the 
total number of requests and granules 
for each provider, including those 
previously queued for archiving in the 
suspended archive. 

 

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

1510   
Normal or low 
flow 

[Requires 2 Archives] None None None     

 
EXPECTED RESULTS: 
 

566 DPL INGEST GUI: SUSPEND / RESUME AN ECS HOST (ECS-ECSTC-2977) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 
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STEPS:   
# Action Expected Result Notes 
1 <i>1520 1-S</i>  #comment 
2 [Suspend / Resume An ECS Host]<br /><br />This criterion may be verified 

by a separate test procedure or as part of the test procedure for criteria 300 to 
395. 

  

3 <i>1520 2-S</i>  #comment 
4 <i>Document Reference: DPL Ingest GUI 609: ECS Service 

Configuration</i> 
 #comment 

5 This test requires that Data Pool ingest uses at leastthree ECS hosts for 
checksumming and file transfers. 

From DPL Ingest GUI, 
Configuration/ECS Services, ensure 
f4spl01and f4hel01 and f4ftl01 <br 
/>are configured for Checksumming 
and File Transfers. 

 

6 <i>1520 3-S</i>  #comment 
7 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

8 This test requires that there are requests that are active and are in the 
transferring and checksumming states. 

Submit PDRs such that there is a 
period when several active requests 
are in the Transferring state and in the 
Checksumming state.<br />From DPL 
Ingest GUI, Monitoring/Request 
Status, wait until the requests are in 
the desired states. Record information 
about these requests and their 
granules.<br /><br />tail -f 
EcDlInProcessingServiceDebug.log | 
grep &quot;f4hel01 is MANUALLY 
SUSPENDED&quot;<br />tail -f 
EcDlInProcessingServiceDebug.log | 
grep &quot;Checksum 
service&quot;<br />tail -f 
EcDlInProcessingServiceDebug.log | 
grep &quot;Transfer service&quot; 

 

9 <i>1520 1-V</i>  #comment 
10 <i>Document Reference: DPL Ingest GUI 609: ECS Services Status</i>  #comment 
11 Using the Data Pool Ingest GUI suspend the services on one of the ECS hosts 

providing checksumming and file transfer services. 
From DPL Ingest GUI, 
Monitoring/ECS Services Status, 
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# Action Expected Result Notes 
check the boxes for Checksumming 
and File Transfer, and click Suspend. 

12 <i>1520 2-V</i>  #comment 
13 <i>Document Reference: DPL Ingest GUI 609: Home and Login Page</i>  #comment 
14 Verify that the Data Pool Ingest status page shows that a resource such as a 

file system archive or ECS host/service is suspended. 
From DPL Ingest GUI, Home, verify 
that the “Num. Suspended” text fields 
reflect the changes. 

 

15 <i>1520 3-V</i>  #comment 
16 <i>Document Reference: DPL Ingest GUI 609: ECS Services Status</i>  #comment 
17 Verify that the Data Pool Ingest GUI shows that the services on the ECS host 

are suspended. 
From DPL Ingest GUI, 
Monitoring/ECS Services Status, 
verify that the transferring and 
checksum icons for the chosen ECS 
host are red (suspended). 

 

18 <i>1520 4-V</i>  #comment 
19 Verify that no more transfer and checksumming operations are dispatched to 

that host (operations that were in progress at the time the host was suspended 
are permitted to complete). 

Open 
EcDlInProcessingService.ALOG, and 
verify from this log that the suspended 
ECS host is no longer referenced for 
any of the services.<br />Such as 
Transfer service: f4hel01 is 
MANUALLY SUSPENDED 

 

20 <i>1520 5-V</i>  #comment 
21 Verify that granules continue to complete transferring and checksumming on 

other ECS host(s), and proceed with the remainder of their ingest processing. 
In EcDlInProcessingService.ALOG, 
verify that granules in our requests are 
being processed by other host(s) than 
the one we suspended. Such as<br 
/>Checksum service: f4ftl01 is Active 
and has 1 active checksums and a max 
of 1<br />Transfer service: f4spl01 is 
Active and has 2 active transfers and a 
max of 10 

 

22 <i>1520 6-V</i>  #comment 
23 Verify that no granules remain stuck, i.e., do not continue their processing 

(this verifies that granules that may have been queued for the suspended 
resource will now be dispatched to one of the other available resources). 

Verify 
EcDlInProcessingService.ALOG is 
updated with new information about 
our granules. 
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# Action Expected Result Notes 
24 <i>1520 7-V</i>  #comment 
25 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

Detail</i> 
 #comment 

26 Verify that granules continue to be activated. From DPL Ingest GUI, 
Monitoring/Request Status/Ingest 
Request Details, verify new granules 
for each relevant request start to be 
processed (the granules advance past 
the New state) 

 

27 <i>1520 8-V</i>  #comment 
28 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

29 Verify that requests continue to be activated. From DPL Ingest GUI, 
Monitoring/Request Status, verify the 
requests advance past the New state. 

 

30 <i>1520 9-V</i>  #comment 
31 <i>Document Reference: DPL Ingest GUI 609: ECS Services Status</i>  #comment 
32 Using the Data Pool Ingest GUI resume the suspended services on the ECS 

host. 
From DPL Ingest GUI, Monitoring/ 
ECS Services Status, check the boxes 
for Checksumming and File Transfer, 
and click Resume. 

 

33 <i>1520 10-V</i>  #comment 
34 <i>Document Reference: DPL Ingest GUI 609: Home and Login Page</i>  #comment 
35 Verify that the Data Pool Ingest status page no longer shows that a resource 

such as a file system or archive or ECS host/service is suspended. 
From DPL Ingest GUI, Home, verify 
that the “Num. Suspended” text fields 
reflect the changes. 

 

36 <i>1520 11-V</i>  #comment 
37 <i>Document Reference: DPL Ingest GUI 609: ECS Services Status</i>  #comment 
38 Verify that the Data Pool Ingest GUI no longer shows the services on that 

ECS host as suspended. 
From DPL Ingest GUI, 
Monitoring/ECS Services Status, 
verify that the transferring and 
checksum status icons for the chosen 
ECS host are green (active). 

 

39 <i>1520 12-V</i>  #comment 
40 Verify that transfer and checksumming operations are dispatched to that host 

again. 
In EcDlInProcessingService.ALOG, 
verify that there are now references to 
the resumed host for the transfer and 
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# Action Expected Result Notes 
checksumming services. Such as<br 
/>Transfer service: f4hel01 is Active 
and has 1 active transfers and a max of 
10<br />Checksum service: f4hel01 is 
Active and has 1 active checksums 
and a max of 1 

41 <i>1520 13-V</i>  #comment 
42 Verify that the Data Pool Ingest Service application log contains log entries 

reflecting the suspension and resumption of the ECS host and that the log 
entries identify the ECS host correctly. 

Open 
EcDlInProcessingService.ALOG and 
locate the entries indicating 
suspension and resumption of the 
correct ECS host. Verify the messages 
state that<br />“Operator suspended 
resource: f4eil01”, 
“DpCoResource::ManualResumeOper
ator resumed resource: f4hel01”<br 
/>tail -f 
EcDlInProcessingServiceDebug.log | 
grep &quot;f4hel01 is MANUALLY 
SUSPENDED&quot; 

 

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type Requirements 
Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

1520   
Normal or low 
flow 

[Requires Chksum and File 
Transfers] 

None None None     

 
EXPECTED RESULTS: 
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567 DPL INGEST GUI: SUSPEND / RESUME SDSRV SERVICES (ECS-ECSTC-2978) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 
 
STEPS:   
# Action Expected Result Notes 
1 <i>1540 1-S</i>  #comment 
2 [Suspend / Resume SDSRV Services]<br /><br />This criterion may be 

verified by a separate test procedure or as part of the test procedure for 
criteria 300 to 395. 

  

3 <i>1540 2-S DELETED</i>  #comment 
4 <i>1540 3-S</i>  #comment 
5 <i>Document Reference: DPL Ingest GUI 609:</i>  #comment 
6 This test requires that ingest requests are active such that some of their 

granules still require metadata validation and some of their granules still 
require SDSRV metadata inserts. 

First, use the state-flow chart to 
identify states that precede (1) 
metadata validation and (2) SDSRV 
metadata inserts. Then submit requests 
and capture the time period when 
some of the granules are in the former, 
and some in the latter (i.e., all of the 
granules in the submitted requests still 
require SDSRV processing). 

 

7 <i>1540 1-V</i>  #comment 
8 <i>Document Reference: DPL Ingest GUI 609: ECS Services Status</i>  #comment 
9 Using the Data Pool Ingest GUI suspend SDSRV services. From DPL Ingest GUI, 

Monitoring/ECS Services Status, 
locate the “SDSRV” field and click 
the Suspend button. Record the time. 

 

10 <i>1540 2-V</i>  #comment 
11 <i>Document Reference: DPL Ingest GUI 609: Home and Login Page</i>  #comment 
12 Verify that the Data Pool Ingest status page shows that a resource such as a 

file system archive or an ECS host or service is suspended. 
From DPL Ingest GUI, Home, 
perform clause text. 

 

13 <i>1540 3-V</i>  #comment 
14 <i>Document Reference: DPL Ingest GUI 609: ECS Services Status</i>  #comment 



 

1759 
 

# Action Expected Result Notes 
15 Verify that the Data Pool Ingest GUI shows that the SDSRV services are 

suspended. 
From DPL Ingest GUI, 
Monitoring/ECS Services Status, 
verify SDSRV is “Suspended”. 

 

16 <i>1540 4-V</i>  #comment 
17 Verify that no more SDSRV metadata validation or inserts are dispatched 

(operations that were in progress at the time of suspension are permitted to 
complete). 

Open 
EcDlInProcessingService.ALOG. 
Verify that there are no new references 
to SDSRV metadata validation or 
inserts after the suspension of SDSRV 
(although operations that were in 
progress may still be referenced) 

 

18 <i>1540 5-V</i>  #comment 
19 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

20 Verify that no granules are activated. From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
the granules do not advance past the 
New state. 

 

21 <i>1540 6-V</i>  #comment 
22 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

23 Verify that no requests are activated. From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
no requests advance past the New 
state. 

 

24 <i>1540 7-V DELETED</i>  #comment 
25 <i>1540 8-V DELETED</i>  #comment 
26 <i>1540 9-V</i>  #comment 
27 <i>Document Reference: DPL Ingest GUI 609: ECS Services Status</i>  #comment 
28 Using the Data Pool Ingest GUI resume the SDSRV services. From DPL Ingest GUI, 

Monitoring/ECS Services Status/Non-
Host Services, select “Resume” for the 
SDSRV. Record the time. 

 

29 <i>1540 10-V</i>  #comment 
30 <i>Document Reference: DPL Ingest GUI 609: Home and Login Page</i>  #comment 
31 Verify that the Data Pool Ingest status page no longer shows that a resource 

such as a file system archive or ECS host or service is suspended. 
From DPL Ingest GUI, Home, 
perform clause text. 
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# Action Expected Result Notes 
32 <i>1540 11-V</i>  #comment 
33 <i>Document Reference: DPL Ingest GUI 609: ECS Services Status</i>  #comment 
34 Verify that the Data Pool Ingest GUI no longer shows SDSRV services as 

suspended. 
From DPL Ingest GUI, 
Monitoring/ECS Services Status, 
verify SDSRV status changes to 
“active” 

 

35 <i>1540 12-V</i>  #comment 
36 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

37 Verify that granules are activated. From DPL Ingest GUI, 
Monitoring/Request Status/Ingest 
Request Details for each relevant 
request, verify that the granules 
advance past the New state. 

 

38 <i>1540 13-V</i>  #comment 
39 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

40 Verify that requests are activated. From DPL Ingest GUI, 
Monitoring/Request Status/Ingest 
Request Details for each relevant 
request, verify that the requests 
advance past the New state. 

 

41 <i>1540 14-V</i>  #comment 
42 Verify that the Data Pool Ingest Service application log contains log entries 

reflecting the suspension and resumption of the SDSRV services. 
Open 
EcDlInProcessingService.ALOG and 
locate the entries indicating the 
suspension and resumption of the 
SDSRV. Verify the time match. 

 

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 
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Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

1540   
Normal or low 
flow 

[Archived] None None None     

 
EXPECTED RESULTS: 
 

568 DPL INGEST GUI: SUSPEND / RESUME DPL INGEST (ECS-ECSTC-2979) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 
 
STEPS:   
# Action Expected Result Notes 
1 <i>1580 1-S</i>  #comment 
2 [Suspend / Resume DPL Ingest]<br /><br />This criterion may be verified by 

a separate test procedure or as part of the test procedure for criteria 300 to 
395. 

  

3 <i>1580 2-S</i>  #comment 
4 The test requires that there are ingest requests that are active as well as 

waiting for activation. 
Run a script that copies a PDR (any 
data type, one granule each) into a 
location at a rate of approximately one 
PDR every minute.  (The minimum 
polling frequency is 120 seconds).  
Allow the script to run until test 
completed. 

 

5 <i>1580 1-V</i>  #comment 
6 <i>Document Reference: DPL Ingest GUI 609: Home and Login Page</i>  #comment 
7 Using the Data Pool Ingest GUI suspend Data Pool ingest. From DPL Ingest GUI, Home, press 

the ‘Suspend’ button next to ‘General 
Ingest Status’.<br />Wait 2 minutes 
(or through the duration of the 
currently configured polling intervals) 

 

8 <i>1580 2-V</i>  #comment 
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# Action Expected Result Notes 
9 <i>Document Reference: DPL Ingest GUI 609:</i>  #comment 
10 Verify that the Data Pool Ingest status page shows that Data Pool ingest is 

suspended. 
From DPL Ingest GUI, Home, verify 
that the Data Pool Ingest status 
changes to ‘Suspended’. 

 

11 <i>1580 3-V</i>  #comment 
12 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

13 Verify that requests that were active at the time of suspension complete 
processing 

From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
any request that was ‘Active’ or 
passed the active state, completes 
processing. 

 

14 <i>1580 4-V</i>  #comment 
15 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

16 Verify that no new ingest requests are activated. From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
any request in the ‘New’ or 
‘Validated’ state is not moved to the 
‘Active’ state. 

 

17 <i>1580 5-V</i>  #comment 
18 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

19 Verify that no more polling occurs. From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
no more requests are entered into the 
‘New’ / ‘Validated’ state. 

 

20 <i>1580 6-V</i>  #comment 
21 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration List, 

Provider Configuration Detail</i> 
 #comment 

22 Verify that provider notifications for the completed requests are transmitted. From DPL Ingest GUI, 
Configuration/Providers/Provider 
Configuration Details for each 
relevant provider, identify the 
configured location for PAN 
notifications. Go to these locations and 
verify that notifications ave been 
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# Action Expected Result Notes 
received. 

23 <i>1580 7-V</i>  #comment 
24 <i>Document Reference: DPL Ingest GUI 609: Home and Login Page</i>  #comment 
25 Using the Data Pool Ingest GUI resume the Data Pool ingests. From DPL Ingest GUI, Home, 

‘General Ingest Status, press the 
‘Resume’ button. 

 

26 <i>1580 8-V</i>  #comment 
27 <i>Document Reference: DELETED</i>  #comment 
28 <i>1580 9-V</i>  #comment 
29 <i>Document Reference: DPL Ingest GUI 609: Home and Login Page</i>  #comment 
30 Verify that the Data Pool Ingest status page no longer shows Data Pool ingest 

as suspended. 
From DPL Ingest GUI, Home, verify 
that ‘General Ingest Status’ is shown 
as ‘Active’. 

 

31 <i>1580 10-V</i>  #comment 
32 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

33 Verify that requests are activated. From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
the requests in the ‘New’ state are 
moved to ‘Active’. 

 

34 <i>1580 11-V</i>  #comment 
35 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

36 Verify that granules are activated. From DPL Ingest GUI, 
Monitoring/Request Status, select 
requests in the ‘Active’ state and press 
the RequestID to display the granule 
list.  Verify that individual granules 
advance through the various states. 

 

37 <i>1580 12-V</i>  #comment 
38 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

39 Verify that polling of all polling locations has resumed From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
additional requests are added to the list 
in the ’New’ state. 
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# Action Expected Result Notes 
40 <i>1580 13-V</i>  #comment 
41 Verify that the Data Pool Ingest Service application log contains log entries 

reflecting the suspension and resumption of the Data Pool ingest service. 
From 
EcDlInProcessingService.ALOG, 
verify that there are entries reporting 
that 
NEW_REQUEST_PROCESSING 
was updated to suspended and, 
thereafter, active. 

 

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

1580   
Normal or low 
flow 

None None None None     

 
EXPECTED RESULTS: 
 

569 DPL INGEST GUI: SUSPEND / RESUME EMAIL NOTIFICATIONS (ECS-ECSTC-2980) 

DESCRIPTION: 
 
PRECONDITIONS: 
None 
 
STEPS:   
# Action Expected Result Notes 
1 <i>1600 1-S</i>  #comment 
2 [Suspend / Resume Email Notifications]<br /><br />This criterion may be 

verified by a separate test procedure or as part of the test procedure for 
criteria 300 to 395. 

  

3 <i>1600 2-S</i>  #comment 
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# Action Expected Result Notes 
4 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration 

List</i> 
 #comment 

5 The test requires that there are ingest requests that are active that will 
complete and that these ingest requests are from providers that require e-mail 
notification. It is not important whether the requests complete successfully or 
with failures. 

From DPL Ingest GUI, 
Configuration/Providers, ensure 
MODAPS_TERRA_FPROC is 
configured to use “Email Only” for 
notifications and other providers are 
configured to FTP notification 

 

6 <i>1600 1-V</i>  #comment 
7 <i>Document Reference: DPL Ingest GUI 609: Home and Login Page</i>  #comment 
8 Using the Data Pool Ingest GUI suspend provider notifications via e-mail for 

Data Pool ingest. 
From DPL Ingest GUI, Home, press 
the ‘Suspend’ button next to ‘Email 
Service Status’. 

 

9 <i>1600 2-V</i>  #comment 
10 <i>Document Reference: DPL Ingest GUI 609:</i>  #comment 
11 Verify that the Data Pool Ingest status page shows that provider notification 

via e-mail is suspended. 
From DPL Ingest GUI, Home, verify 
that the ‘Email Service Status’ 
changes to ‘Suspended’. 

 

12 <i>1600 3-V</i>  #comment 
13 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

14 Verify that requests that were active at the time of suspension complete 
processing. 

From DPL Ingest GUI, 
Monitoring/Request Status, verify that 
requests that were in the ‘Active’ state 
complete processing. 

 

15 <i>1600 4-V</i>  #comment 
16 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

17 Verify that new ingest requests are activated. From DPL Ingest GUI, 
Monitoring/Request Status , verify 
that additional requests are added to 
the list in the ‘New’ state. 

 

18 <i>1600 5-V</i>  #comment 
19 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration List, 

Provider Configuration Detail</i> 
 #comment 

20 Verify that providers that have been configured for ftp notification receive ftp 
notifications for the completed requests in a normal fashion. 

From DPL Ingest GUI, 
Configuration/Providers/Provider 
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# Action Expected Result Notes 
Configuration Details for each 
relevant provider, identify the 
configured location for PAN 
notifications. Go to these locations and 
verify that notifications ave been 
received. 

21 <i>1600 6-V</i>  #comment 
22 Verify that as requests complete that are from providers that require only e-

mail notifications, no notifications are sent. 
Check the email account for the ‘email 
providers’ to verify that NO new 
emails were received. 

 

23 <i>1600 7-V</i>  #comment 
24 <i>Document Reference: DPL Ingest GUI 609: Home and Login Page</i>  #comment 
25 Using the Data Pool Ingest GUI resume the provider notification via e-mail From DPL Ingest GUI, Home, press 

the ‘Suspend’ button next to ‘Email 
Service Status’. 

 

26 <i>1600 8-V</i>  #comment 
27 <i>Document Reference: DPL Ingest GUI 609:</i>  #comment 
28 Verify that the Data Pool Ingest status page no longer shows that provider 

notification via e-mail is suspended. 
From DPL Ingest GUI, Home, verify 
that the ‘Email Service Status’ 
changes to ‘Active’. 

 

29 <i>1600 9-V</i>  #comment 
30 <i>Document Reference: DPL Ingest GUI 609: Provider Configuration List, 

Provider Configuration Detail</i> 
 #comment 

31 Verify that the provider notifications are sent for the requests that completed 
while e-mail notification was suspended. 

From DPL Ingest GUI, 
Configuration/Providers/Provider 
Configuration Details for each 
relevant provider, identify the 
configured location for email 
notifications. Go to these emails and 
verify that notifications are being 
received. 

 

32 <i>1600 10-V</i>  #comment 
33 Verify that provider notifications are also sent for requests that completed 

after e-mail notification was resumed. 
Stop the script feeding PDRs. Verify 
that all PDRs from ‘email providers’ 
result in a PAN file in the mailbox. 

 

34 <i>1600 11-V</i>  #comment 
35 Verify that the Data Pool Ingest Service application log contains log entries Verify  
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# Action Expected Result Notes 
reflecting the suspension and resumption of provider notifications via e-mail. EcDlInNotificationService.ALOG for 

references to the suspension and 
resumption of email service.<br /><br 
/>From DPL Ingest GUI, 
Configuration/Providers, return 
MODAPS_TERRA_FPROC to its 
original configuration. 

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

1600   
Normal or Low 
flow 

[Requires 2 providers] None 1 gran/PDR none     

 
EXPECTED RESULTS: 
 

570 INGEST HISTORY AND REPORTS (ECS-ECSTC-2981) 

DESCRIPTION: 
 
PRECONDITIONS: 
A background flow of requests is taking place 
 
STEPS:   
# Action Expected Result Notes 
1 <i>1900 S-1</i>  #comment 
2 [Ingest History And Reports]<br /><br />This criterion may be verified by a 

separate test procedure or after the completion of the test procedure for 
criteria 300 to 395. 

  

3 <i>1900 S-2</i>  #comment 
4 Ensure that the historic database contains information for at least 50000 In the Ingest database, execute<br  
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# Action Expected Result Notes 
ingest requests processed by the Data Pool Ingest CI and at least 10000 
requests processed by the INGST CI. At least 100 of these requests must be 
for providers that use scp, at least 1,000 for providers using local transfers, 
and at least 10,000 for providers using FTP. 

/><br />SELECT count(*)<br 
/>FROM InHistoricRequest<br 
/>WHERE DPLIngestFlag = 'Y'<br 
/>--Ensure there are at least 50000 
rows.<br /><br />SELECT 
count(*)<br />FROM 
InHistoricRequest<br />WHERE 
DPLIngestFlag = 'N'<br />--Ensure 
there are at least 10000 rows.<br /><br 
/>SELECT RequestID<br />FROM 
InHistoricRequest, 
InExternalDataProviderInfo<br 
/>WHERE 
InHistoricRequest.ExternalDataProvid
er = 
InExternalDataProviderInfo.ExternalD
ataProvider<br />AND 
InExternalDataProviderInfo.TransferF
lag &gt; 1<br />-- Ensure there are at 
least 100 rows.<br /><br />For the 
previous query, but with TransferFlag 
= 1, ensure there are at least 10000 
rows.<br /><br />For the previous 
query, but with TransferFlag = 0, 
ensure there are at least 1000 rows. 

5 <i>1900 S-3</i>  #comment 
6 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

Detail</i> 
 #comment 

7 Ensure that the historic database contains information for at least 100 ingest 
requests that did not complete entirely successfully (e.g. that are in a state of 
Failed Partial_Failure Cancelled Partially_Cancelled etc.) and that these 
requests are distributed over at least two data providers. At least one of these 
request needs to include at least two granules that were successful in addition 
to those that failed. 

In the Ingest database, execute<br 
/><br />a. Select RequestID, 
ExternalProvider from 
InHistoricRequest where 
RequestStateKey IN (10, 14), and 
ensure:<br />1 there are at least 100 
results,<br />2 the results are 
distributed over at least two data 
providers<br /><br />b. Using the 
Request Details page on the GUI, 
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# Action Expected Result Notes 
ensure that one of the requests 
obtained from this set has at least two 
granules that were successful, despite 
the request's final status. 

8 <i>1900 V-1</i>  #comment 
9 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
10 Verify for at least one request entry that it complies with S-DPL-16880. In the Ingest database, execute<br 

/>select &lt;RequestID&gt; from 
InHistoricRequest where 
&lt;RequestID&gt; is any chosen 
request, and verify that the fields listed 
in S-DPL-16880 are displayed: 

 

11 <i>1900 V-2</i>  #comment 
12 <i>Document Reference: DP_S6_01 ticket</i>  #comment 
13 Verify for at least one granule entry that it complies with S-DPL-16890. In the Ingest database, execute select 

&lt;GranuleID&gt; from 
InHistoricGranule where 
&lt;GranuleID&gt; is any chosen 
granule, and verify that the fields 
listed in S-DPL-16890 are displayed 

 

14 <i>1900 V-3</i>  #comment 
15 <i>Document Reference: DPL Ingest GUI 609: Historical Requests, 

Reports</i> 
 #comment 

16 Use the Data Pool Ingest GUI to list historic requests verifying that the list 
includes requests that were processed by the Data Pool Ingest CI as well as 
by the INGST CI 

From DPL Ingest GUI, 
Monitoring/Ingest Historical Requests, 
verify that both DPL Ingest and classic 
Ingest requests are listed (the type is 
specified in the Ingest Type field).<br 
/>[This can also be verified using a 
report (DPL Ingest GUI, 
Reports/Request Summary).] 

 

17 <i>1900 V-4</i>  #comment 
18 <i>Document Reference: DPL Ingest GUI 609: Historical Requests; 

DP_S6_01 ticket</i> 
 #comment 

19 Verify that the request list displays the information mandated by S-DPL-
16760. 

From DPL Ingest GUI, 
Monitoring/Ingest Historical Requests, 
verify that the list includes all the 
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# Action Expected Result Notes 
information from S-DPL-16760 

20 <i>1900 V-5</i>  #comment 
21 <i>Document Reference: DPL Ingest GUI 609: Historical Requests; 

DP_S6_01 ticket</i> 
 #comment 

22 If filters are set up ensure that the request list that the filters produce contains 
no less than 10,000 ingest requests. Verify that it is possible to sort the list by 
the attributes specified in S-DPL-16770. 

On DPL Ingest GUI, 
Monitoring/Ingest Historical Requests, 
perform clause text. 

 

23 <i>1900 V-6</i>  #comment 
24 <i>Document Reference: DPL Ingest GUI 609: Historical Requests</i>  #comment 
25 Verify that the default filter offered spans the last 24 hours. a. Create a new operator from the 

GUI.<br /><br />b. From DPL Ingest 
GUI, Monitoring/Ingest Historic 
Requests, and click the Filter 
button.<br /><br />c. Verify that the 
default filter (for the new operator) 
spans the last 24 hours. 

 

26 <i>1900 V-7</i>  #comment 
27 <i>Document Reference: DPL Ingest GUI 609: Historical Requests</i>  #comment 
28 Filter the historic requests by the time the request was queued to span a time 

period of several days such that the list contains at least 5000 ingest requests 
and includes requests processed by Data Pool Ingest and the INGST CI. 

On DPL Ingest GUI, 
Monitoring/Ingest Historical Requests, 
click the Filter button and change the 
When Queued criterion such that the 
resulting filtered list contains at least 
5000 requests, and includes both the 
DPL Ingest and Classic Ingest ones as 
indicated by the Ingest Type column. 

 

29 <i>1900 V-8</i>  #comment 
30 <i>Document Reference: DPL Ingest GUI 609: Historical Requests</i>  #comment 
31 Verify that it is possible to print this list and that the printout contains the 

complete result, regardless of any chunking or result limits the GUI screen 
itself may impose. 

On DPL Ingest GUI, 
Monitoring/Ingest Historical Requests, 
organize the list so that all the requests 
are visible on a single page, with no 
chunks. Print the page using the 
browser's print function. Verify that 
the printout contains the complete list 
(distributed over several pages). 

 

32 <i>1900 V-9</i>  #comment 
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# Action Expected Result Notes 
33 <i>Document Reference: DPL Ingest GUI 609: Historical Requests</i>  #comment 
34 Verify that it is possible to save this list to a file and that the saved file 

contains the complete result, regardless of any chunking or result limits the 
GUI screen itself may impose. 

On DPL Ingest GUI, 
Monitoring/Ingest Historical Requests, 
organize the list so that all the requests 
are visible on a single page, with no 
chunks. Use the browser's Save File 
command to save this complete list. 
Open the file and verify that the whole 
list is saved. 

 

35 <i>1900 V-10 DELETED</i>  #comment 
36 <i>1900 V-11 DELETED</i>  #comment 
37 <i>1900 V-12 DELETED</i>  #comment 
38 <i>1900 V-13</i>  #comment 
39 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

40 Replace the current filters with one that displays Ingest requests that did not 
complete entirely successfully. 

a. From DPL Ingest GUI, 
Monitoring/Request Status, click the 
Filter button<br /><br />b. Activate a 
new filter with the following Request 
States: Failed, Partially_Failed, 
Cancelled, Partially_Cancelled 

 

41 <i>1900 V-14</i>  #comment 
42 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

43 Verify that it is possible to print this list and that the printout contains the 
complete result, regardless of any chunking or result limits the GUI screen 
itself may impose. 

On DPL Ingest GUI, 
Monitoring/Request Status, organize 
the list so that all the requests are 
visible on a single page, with no 
chunks. Print the page using the 
browser's print function. Verify that 
the printout contains the complete list 
(distributed over several pages). 

 

44 <i>1900 V-15</i>  #comment 
45 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

46 Sort the resulting list by request status. On DPL Ingest GUI, 
Monitoring/Request Status, use the 
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# Action Expected Result Notes 
controls in the Status column to sort 
the list. 

47 <i>1900 V-16</i>  #comment 
48 <i>Document Reference: DPL Ingest GUI 609: Automatic Screen 

Refresh</i> 
 #comment 

49 Refresh the list manually and verify that the filter and sorting did not change. On DPL Ingest GUI, 
Monitoring/Request Status, in the 
Auto Refresh box, click 
&quot;ok&quot; to manually refresh 
the list. Verify that the filter and 
sorting settings are the same. 

 

50 <i>1900 V-17</i>  #comment 
51 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

52 Sort the list by data provider. Identify one of the data providers that had 
requests that were not entirely successful. 

On DPL Ingest GUI, 
Monitoring/Request Status, use the 
controls in the Provider Name column 
to sort the list. Identify one of the data 
providers that had requests that were 
in one of the following states: 
&quot;Failed&quot;, 
&quot;Partially_Failed&quot;, 
&quot;Cancelled&quot;, 
&quot;Partially_Cancelled&quot;. 

 

53 <i>1900 V-18</i>  #comment 
54 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

55 Add a filter to show only requests for that data provider. On DPL Ingest GUI, 
Monitoring/Request Status, click the 
Filter button and specify the provider 
chosen in the previous step. 

 

56 <i>1900 V-19</i>  #comment 
57 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

58 Sort the resulting list by completion time. Identify a time period during which 
about half of these requests completed. 

On DPL Ingest GUI, 
Monitoring/Request Status, use the 
controls in the Completion Time 
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# Action Expected Result Notes 
column to sort the list. Record a time 
period during which about half of 
these requests completed. 

59 <i>1900 V-20</i>  #comment 
60 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

List</i> 
 #comment 

61 Add a filter to show only requests that completed during that time period. On DPL Ingest GUI, 
Monitoring/Request Status, click the 
Filter button and specify the time 
period identified in the previous step. 

 

62 <i>1900 V-21</i>  #comment 
63 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request 

Detail</i> 
 #comment 

64 Select one of the requests and display the request details. On DPL Ingest GUI, 
Monitoring/Request Status, click on 
one of the requests to see the Request 
Details page. 

 

65 <i>1900 V-22</i>  #comment 
66 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request Detail; 

DP_S6_01 ticket</i> 
 #comment 

67 Verify that the request details include the information mandated by S-DPL-
16820. 

On DPL Ingest GUI, 
Monitoring/Request Status, perform 
clause text<br />[NOTE: With the 
exception of the status history, this 
represents information saved in the 
InRequestSummaryHeader table. The 
list of status changes can take the form 
of a list, ordered by time, showing the 
time of status change and the new 
status.] 

 

68 <i>1900 V-23</i>  #comment 
69 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request Detail; 

DP_S6_01 ticket</i> 
 #comment 

70 Find a request that includes at least two successful granules in addition to the 
ones that failed. Verify that the request details include the information 
mandated by S-DPL-16820. 

On DPL Ingest GUI, 
Monitoring/Request Status, locate the 
request in which two granules were 
successful in addition to the one(s) 
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# Action Expected Result Notes 
that failed. Verify that the Request 
Details screen includes the 
information from S-DPL-16820. 

71 <i>1900 V-24</i>  #comment 
72 <i>Document Reference: DPL Ingest GUI 609: Active Ingest Request List; 

DP_S6_01 ticket</i> 
 #comment 

73 Display the granule list and verify that it contains the information mandated 
by S-DPL-16830. 

On DPL Ingest GUI, 
Monitoring/Request Status, locate the 
Granule List at the bottom of the 
screen and verify that it contains the 
information from S-DPL-16830 

 

74 <i>1900 V-25</i>  #comment 
75 <i>Document Reference: DPL Ingest GUI 609: Reports; DP_S6_01 

ticket</i> 
 #comment 

76 Request an ingest request history summary report. Verify that it complies 
with S-DPL-16840. 

a. From DPL Ingest GUI, 
Reports/Request Summary<br /><br 
/>b. Choose both &quot;DPL&quot; 
and &quot;Non-DPL&quot; for Ingest 
Type, and click Generate Report.<br 
/><br />c. Verify that the report 
complies with S-DPL-16840 

 

77 <i>1900 V-26</i>  #comment 
78 <i>Document Reference: DPL Ingest GUI 609: Reports; DP_S6_01 

ticket</i> 
 #comment 

79 Request an ingest request performance report. Verify that it complies with S-
DPL-16850. 

a. From DPL Ingest GUI, 
Reports/Performance Summary, 
choose both &quot;DPL&quot; and 
&quot;Non-DPL&quot; for Ingest 
Type, and click Generate Report.<br 
/><br />b. Verify that the report 
complies with S-DPL-16850 

 

80 <i>1900 V-27</i>  #comment 
81 <i>Document Reference: DPL Ingest GUI 609: Reports; DP_S6_01 

ticket</i> 
 #comment 

82 Request an ingest granule performance report. Verify that it complies with S-
DPL-16860. 

a. From DPL Ingest GUI, 
Reports/Granule Summary, choose 
both &quot;DPL Ingest&quot; and 
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# Action Expected Result Notes 
&quot;Non-DPL Ingest&quot; for 
Ingest Type, and click Generate 
Report<br /><br />b. Verify that the 
report complies with S-DPL-16860 

83 <i>1900 V-28</i>  #comment 
84 Sum the accumulated throughput statistics collected in the Data Pool Ingest 

database for two selected time periods and verify that the totals agree within a 
few percentage points with the summary of the detailed ingest history 
information for the same time periods. 

From DPL Ingest database, tables<br 
/>InHostStats<br 
/>InArchiveStatistics<br 
/>InDPLFileSystemStats<br 
/>InProviderStats ,<br />perform the 
following steps:<br /><br />a. Choose 
a row in the stat table<br /><br />b. 
Record the time period specified for 
that row in the stat table<br /><br />c. 
From 
EcDlInProcessingService.ALOG, 
identify all granules belonging to that 
host, provider, etc.<br /><br />d. From 
the set obtained above, remove all 
granules that fall outside the time 
range specified for them in the 
InHistoricRequest table<br /><br />e. 
Given this new subset, calculate the 
following:<br />1 Sum ( 
InHistoricRequest.DataGranuleVolum
e) / Sum ( 
InHistoricRequest.TimeToArchive) 
and verify that it is approximately the 
same as the AverageThroughput stat 
in the stat table for that row (time 
period).<br />2 Min ( 
InHistoricRequest.DataGranuleVolum
e / InHistoricRequest.TimeToArchive 
), and verify that it is approximately 
the same as the MinThroughput stat in 
the stat table for that row. NOTE: This 
is the minimum of individual ratios, 
unlike the single ratio in the previous 
step.<br />3 Max ( 
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# Action Expected Result Notes 
InHistoricRequest.DataGranuleVolum
e / InHistoricRequest.TimeToArchive 
), and verify that it is approximately 
the same as the MaxThroughput stat in 
the stat table for that row. 

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

1900   

50,000 historical 
requests total 
 
10,000 from Ingest CI; 
 
100 from scp 
providers; 
 
1,000 from local 
providers; 
 
10,000 from ftp 
providers; 
 
100 unsuccessful 
requests from 2 
providers; and 1 
partial failure, w/ 2 
successful granules 

None None 
1-2 granules 
per PDR 

All sizes 
included 

/sotestdata/SynergyVI/DP_S6_01/ 
Criteria/1900/V086/ 

  

 
EXPECTED RESULTS: 
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571 OMS GUI DISTRIBUTION REQUEST FILTER 

572  (ECS-ECSTC-2982) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>OMS GUI Distribution Request Filter</i>  #comment 
2 Submit multiple requests via the Spatial Subscription GUI, EWOC client, and 

the EcOmSrCliDriverStart utility.<br /><br />Include FtpPull, FtpPush, SCP 
requests. 

  

3 Configure the Distribution request filter for start time so that the Distribution 
request page only shows the requests of this test. 

  

4 In turn, select a single Order Source in the Distribution request page filter, 
verify that the correct request is returned upon submittal. 

  

5 Verify that under the Current Filters list for Order Source on the Distribution 
page, the correct filters are displayed. 

  

6 Repeat for the Status, MediaType, and OrderType select boxes.   
7 Verify that by selecting All, every request submitted is returned on the 

Distribution request page. 
  

8 Repeat for the Status, MediaType, and OrderType select boxes.   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

573 OMS: MULTIPLE REQUESTS FOR THE SAME GRANULES (ECS-ECSTC-2983) 

DESCRIPTION: 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 Bring the OM server down.   
2 Use EWOC to create 5 requests, each for the same 5 granules.<br />Ensure 3 

requests are for FtpPull, and 2 requests are for FtpPush. 
  

3 Bring the OM server up.   
4 Monitor the OMS GUI, resuming suspended requests if needed.   
5 Verify all requests succeed without error.   
6 Verify all 5 requests each have all 5 granules.   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

574 WEB ACCESS DRILL DOWN (ECS-ECSTC-2984) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Use the Data Pool Web Access GUI to perform a drill down search for the 

granule inserted in Test Case 1. 
  

2 View the XML for that granule by clicking on the XML metadata icon for 
that granule in the drill down results set. 

  

3 Verify that the drill down search criteria used to find the granule correspond 
to the information in the XML file. 

  

4 View the browse image for the granule by clicking on the browse icon for the 
granule in the drill down results set. 

  

5 Verify that the browse image is correctly displayed.   
6 <i></i>  #comment 
7 Insert a granule into the hidden Data Pool.   
8 Use the Web Access GUI to perform a drill down search for the hidden 

granule just inserted. 
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# Action Expected Result Notes 
9 Verify the hidden granule is not visible via Web Access.   

 
 
TEST DATA: 
Any current data type that has associated browse files. 
 
EXPECTED RESULTS: 
 

575 TEST CASE 467 RUN DPCV AGAINST DPL, PROVIDE A LIST OF GRANULE IDS : CK_7F_01, 
CRITERION 540 READY, NOT ASSIGNED (ECS-ECSTC-2985) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Run DPCV against DPL, Provide a List of Granule IDs : CK_7F_01, 

Criterion 540]</i> 
 #comment 

2 Select several granules (at least 10) from Data Pool that belong to at least two 
ESDTs. 

  

3 Manually alter the checksum values in the Data Pool database for at least 2 
granule files. 

  

4 Set the Last Verification time to null for 2 other granules.   
5 Set the Checksum Verification Status to “failed” for 2 granules.   
6 Run DPCV against Data Pool providing the list of granule IDs as input.   
7 Verify that the DPCV run completed successfully.   
8 Verify that DPCV performed checksum verification for all data files that 

belong to the list of granules in S-540-1. 
  

9 Verify that DPCV checksum verification was successful for those files whose 
checksum values were not altered in S-540-1. Verify the following in DPL 
database:<br />    Checksum time was updated correctly for each affected 
file<br />    Checksum origin was updated as “DPCV” for each affected file 
that had a null last checksum verification time.<br />    Checksum 
verification status was set to a success status. 
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# Action Expected Result Notes 
10 Verify that DPCV failed checksum verification for those files whose 

checksums have been altered as described in S-540-2. Verify the following in 
DPL database:<br />    Checksum verification status was set to a failure 
status. 

  

11 Verify that DPCV logs an error message for each file that failed checksum 
verification, and that the error message includes information specified in the 
L4 requirement S-DPL-49180. 

  

12 Verify that the Last Verification time and status for the granules modified in 
S-540-3 was populated. 

  

13 Verify that the verification status was set to “success” for the granules 
modified in S-540-4. 

  

14 Verify that DPCV logs an error message for each file that failed checksum 
verification, and that the error message includes information specified in the 
L4 requirement S-DPL-49180 and S-DPL-49190. 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

576 TEST CASE 468 RUN DPCV FOR A SINGLE ESDT, WITH GRANULE INSERT DATE RANGE 
WITH CHECKSUM FAILURES: CK_7F_01, CRITERION 510 READY, NOT ASSIGNED (ECS-
ECSTC-2986) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Run DPCV for a Single ESDT, with Granule Insert Date Range with 

Checksum Failures: CK_7F_01, Criterion 510].</i> 
 #comment 

2 Select an ESDT in Data Pool that has at least 30 granules.   
3 Note the earliest insert date and latest insert date of the granules selected. 

Choose a date range that will contain some, but not all of the granules. 
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# Action Expected Result Notes 
4 Manually alter the checksum values in the Data Pool database for at least 2 of 

science files belonging to granules whose insert time lies within the chosen 
date range. 

  

5 Run DPCV against Data Pool for the ESDT selected above, specifying the 
insert date range determined in S-510-1 

  

6 Verify that DPCV run completed successfully.   
7 Verify that DPCV performed checksum verification for only those data files 

selected in S-510-1 whose granule insert times fall within the desired granule 
insert time range. 

  

8 Verify that DPCV checksum verification was successful for those files whose 
checksum values were not altered in S-510-1. Verify the following in DPL 
database:<br />    Checksum time was updated correctly for each affected 
file<br />    Checksum origin was updated as “DPCV” for each affected file 
that had a null last checksum verification time.<br />    Checksum 
verification status was set to a success status for files with checksums that 
were not altered. 

  

9 Verify that DPCV failed checksum verification for those files whose 
checksums have been altered as described in S-510-1. Verify the following in 
DPL database: 

  

10 Checksum verification status was set to a failure status.   
11 Verify that DPCV logs all the information specified S-DPL-49180 and S-

DPL-49190. 
  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

577 ARCHIVE TEST UTILITY (ECS-ECSTC-2987) 

DESCRIPTION: 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 <i>[Archive Check Utility]</i>  #comment 
2 Note: Refer to the EcDsAmArchiveCheckUtility.609 document for details.   
3 Run EcDsAmArchiveCheckUtilityStart to get the usage of this utility.   
4 Usage:   
5 EcDsAmArchiveCheckUtilityStart [MODE] [-ar ArchiveRootPath] [-lo 

(Output Directory)] [-s | -a | -e [ESDT_LIST] |<br />    -d [&quot;Mon DD, 
YYYY HH:MM [AM | PM ] - Mon DD, YYYY HH:MM [AM | PM ]&quot;] 
| -v [VolumeGroupPath] | -o | -h | -vs [VolumeGroupPath] [-nx] 

  

6 Run EcDsAmArchiveCheckUtilityStart &lt;MODE&gt; to check consistency 
of the ECS data file archive and xml file archive for granules in all the 
volume groups with the specified ArchiveRoot (such as /stornext/snfs1/) in 
this mode. 

  

7 Verify that the utility reports the discrepancies between the archive and the 
database for all the volume groups with the specified ArchiveRoot. It also 
reports the phantom and orphan xml files for these granules. 

  

8 Verify that the report files are generated with detailed information about the 
discrepancies. 

  

9 Run EcDsAmArchiveCheckUtilityStart &lt;MODE&gt; with –e and –d 
options: 

  

10 For example: EcDsAmArchiveCheckUtilityStart DEV04 -e 
&quot;MOD10C2*&quot; -v /stornext/snfs1/DEV04/MODIS -d &quot;Aug 
27 2007 - May 05 2009&quot;. 

  

11 Verify that the utility reports the discrepancies between the archive and 
database for the specified ESDTs with the specified volume group path and 
date range. . It also reports the phantom and orphan xml files for these 
granules. 

  

12 Verify that the report files are generated with the detailed information about 
the discrepancies 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
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578 TEST CASE 370 RUNARCHIVE CHECKSUM VALIDATION UTILITY (ACVU) PROVIDING A 
FILE WITH A LIST OF DBIDS WITHOUT THE -CALCULATE OPTION : CK_7F_01, … READY, 
NOT ASSIGNED (ECS-ECSTC-2988) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[RunArchive Checksum Validation Utility (ACVU) providing a file with 

a list of dbIds without the -calculate option : CK_7F_01, Criterion 670]</i> 
 #comment 

2 Choose a list of dbIds that span all the possible checksum status and 
checksum verification time combinations. Run ACVU specifying a file of 
dbIds and days since last checksum without the calculate option. 

  

3 Verify the last checksum times of the appropriate granules were updated.   
4 Verify that none of the dbIds with null last checksum times were updated.   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

579 NOMINAL COLLECTION EXPORT[S-1]: MANUAL EXPORT (ECS-ECSTC-2989) 

DESCRIPTION: 
 
 
 

  S 10 1 [Nominal Collection Export] Find two collections with ECS metadata and which share the same short name, but 
have different version IDs.  Request the manual export of collection metadata for one of these collections. 

    

  S 10 2 Find collections which have ECS Metadata: 
 
a)     Insert a new collection into the ECS inventory (and enable for collection export). 
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b)     Delete a collection from the ECS inventory. 
 
c)     Update an existing collection. 
 
d)     For a collection which is currently disabled for collection export, enable it for collection (but not granule) 
export. 

  
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure BMGT configuration is current and correct (config files, properties 

files, database settings, etc.). 
  

3 Ensure a PostgreSQL prompt is available and connected to the ecs 
database.<br /><br />/tools/postgres/current32/bin/psql -U $USERNAME -h 
f4dbl03 -d ecs<br />select public.set_search_path('AIM', MODE);<br />show 
search_path; 

Should list the schemas installed in the 
mode.<br />Should include 
'aim_&lt;MODE&gt;' 

 

4 Ensure test collections C1, C2 exist under 
/sotestdata/DROP_802/BE_82_01/Criteria/010/010_1. 

  

5 Ensure that the collections C1 and C2 have been installed in the mode, e.g., 
the DPL Ingest GUI shows them as configured datatypes. 

  

6 Ensure a local copy of the ECHO 10 schema files is available for validation 
(from https://api.echo.nasa.gov/ingest/schema). 

  

7 Ensure a mock ECHO or TCP proxy is capturing BMGT traffic.   
8 <i>Setup</i>  #comment 
9 <i>S-1 [Nominal Collection Export]<br />Find two collections with ECS 

metadata and which share the same short name, but have different version 
IDs.<br />Request the manual export of collection metadata for one of these 
collections.</i> 

 #comment 

10 Ensure that the two collections C1 and C2 have the same short name but 
different version IDs. 

  

11 Ensure collections C1 and C2 enabled for collection and granule export:<br 
/><br />update bg_collection_configuration<br />set collectionexportflag = 
'Y', granuleexportflag = 'Y'<br />where shortname = 
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# Action Expected Result Notes 
&lt;C1_SHORTNAME&gt;<br />and versionid in 
(&lt;C1_VERSIONID&gt;, &lt;C2_VERSIONID&gt;); 

12 Request manual export of collection metadata for collection C1:<br /><br 
/>EcBmBMGTManualStart &lt;MODE&gt; --metc --collections 
&lt;C1_SHORTNAME&gt;.&lt;C1_VERSIONID&gt; 

  

13 <i>V-1 Verify that the manual export in S-1 results in a single HTTP PUT 
request containing the full collection metadata for the requested collection 
(but no other collections sharing a short name but with different version 
IDs).</i> 

 #comment 

14 Verify the bg_export_error table shows no errors referring to collection C1 on 
or after the time of the manual export. 

  

15 Verify that the TCP proxy log reports a single HTTP PUT request for 
collection C1. 

  

16 Verify that the HTTP PUT request contains collection C1's full collection 
metadata. 

  

17 Verify the TCP proxy log reports no PUTs for collection C2.   
18 <i>V-4 Verify that the metadata exported in S-1 and S-2, except S-2 

subclause b, validates against the ECHO collection metadata schema 
(https://api.echo.nasa.gov/ingest/schema/Collection.xsd).</i> 

 #comment 

19 Verify collection C1's exported metadata validates against the ECHO 10 
collection schema. 
(https://api.echo.nasa.gov/ingest/schema/Collection.xsd).<br /><br />xmllint 
--noout --schema Collection.xsd collection.xml 

  

20 <i>V-5 Verify that the metadata exported in S-1 and S-2, except S-2 
subclause b has the following elements:<br />a)     Visible = true<br />b)     
Orderable = false<br />c)     InsertTime = The insert time of the collection 
recorded in the AIM database.<br />d)     LastUpdate = The last update time 
of the collection recorded in the AIM database.</i> 

 #comment 

21 <i>Use an xpath utility to verify the exported metadata has the following 
elements.</i> 

 #comment 

22 a) Visible = true<br /><br />xpath /Collection/Visible C1.xml &lt;Visible&gt;true&lt;/Visible&gt;  
23 b) Orderable = false<br /><br />xpath /Collection/Orderable C1.xml &lt;Orderable&gt;false&lt;/Orderable

&gt; 
 

24 c) InsertTime = The insert time of the collection recorded in the AIM 
database.<br /><br />xpath /Collection/InsertTime C1.xml 

&lt;InsertTime&gt;&lt;YYYY-MM-
DDTHH:mm:SSZ&lt;/InsertTime&gt;
<br /><br />where the date time string 
returned is equal to what is returned 
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# Action Expected Result Notes 
from the query to the 
aim_&lt;MODE&gt; schema in the 
ecs database:<br /><br />select 
inserttime<br />from amcollection<br 
/>where shortname = 
&lt;C1_ShortName&gt;<br />and 
versionid = &lt;C1_VersionId&gt;; 

25 d) LastUpdate = The last update time of the collection recorded in the AIM 
database.<br /><br />xpath /Collection/LastUpdate C1.xml 

&lt;LastUpdate&gt;&lt;YYYY-MM-
DDTHH:mm:SSZ&lt;/LastUpdate&gt
;<br /><br />where the date time 
string returned is equal to what is 
returned from the query:<br /><br 
/>select lastupdate<br />from 
amcollection<br />where shortname = 
&lt;C1_ShortName&gt;<br />and 
versionid = &lt;C1_VersionId&gt;; 

 

26 <i>V-6 Verify that the metadata exported in S-1 and S-2 contains version 
numbers with no leading zeroes.</i> 

 #comment 

27 Verify that collection C1's exported metadata contains version numbers with 
no leading zeroes:<br /><br />xpath /Collection/VersionId C1.xml 

&lt;VersionId&gt;${VERSIONID}&l
t;/VersionId&gt; 

 

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

10-
S1 

    

2 Collections 
with same 
shortname, 
different 
versionids (C1, 
C2) 

MOD44W.005 
 
MOD44W.006 

  2 collections /sotestdata/DROP_802/BE_82_01/Criteria/010/010_1   
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EXPECTED RESULTS: 
 
 
 
 
 
 
 

   V  10 1 Verify that the manual export in S-1 results in a single HTTP PUT request containing the full collection metadata for the 
requested collection (but no other collections sharing a short name but with different version IDs).    

    

   V  10 2 Verify that the operations in S-2 subclauses a, c, and d each result in the export of a single HTTP PUT containing the full 
collection metadata.  

    

   V  10 3 Verify that the operation in S-2 subclause b results in the export of a single HTTP DELETE, with the ID of the collection 
in the URL, but containing no collection metadata in the request body.  

    

   V  10 4 Verify that the metadata exported in S-1 and S-2, except S-2 subclause b, validates against the ECHO collection metadata 
schema (https://api.echo.nasa.gov/ingest/schema/Collection.xsd).  

    

   V  10 5 Verify that the metadata exported in S-1 and S-2, except S-2 subclause b has the following elements:  
 
a)     Visible = true  
 
b)     Orderable = false  
 
c)     InsertTime = The insert time of the collection recorded in the AIM database.  
 
d)     LastUpdate = The last update time of the collection recorded in the AIM database.  

    

   V  10 6 Verify that the metadata exported in S-1 and S-2 contains version numbers with no leading zeroes.      
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580 ECS COLLECTION ADDITIONAL METADATA[S-01]: ECS COORDINATESYSTEM (ECS-ECSTC-
2990) 

DESCRIPTION: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

   S  20  1  [ECS Collection Additional Metadata] Attempt to configure the CoordinateSystem in the database or configuration 
file for an ECS collection to a value other than “CARTESIAN” or “GEODETIC”.  

      

   S  20  2  Attempt to configure the GranuleSpatialRepresentation in the database or configuration file for an ECS collection to a 
value other than “CARTESIAN”, “GEODETIC”, “ORBIT”, or “NO_SPATIAL”.  

      

   S  20  3  Attempt to configure the CoordinateSystem for an ISO collection to a non null value.        

   S  20  4  Attempt to configure the GranuleSpatialRepresentation for an ISO collection to a non null value.        

   S  20  5  For each of the valid backtrack types, request the export of collection metadata for a collection which is configured for 
that type.    

      

   S  20  6  Request the export of metadata for a collection which is not configured for backtrack metadata.          

   S  20  7  For each of the valid TwoDCoordinateSystem types, request the export of collection metadata for a collection which is 
configured for that type.  

      

   S  20  8  Request the export of metadata for a collection which is not configured for a TwoDCoordinateSystem.        
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   S  20  9  Request the export of metadata for a collection whose native metadata contains Product Specific Attributes (PSAs).        

   S  20  10  Find one collection with a DIF ID defined and one without.  Attempt to modify the DIF ID for the collection which has 
one defined.  

      

   S  20  11  For the two collections identified in the previous step, request the manual export of collection metadata        

   S  20  12  Attempt to configure the CoordinateSystem for an ECS collection to null (i.e. automatically populate).  Request the 
manual export of this collection.  

      

   S  20  13  Attempt to configure the GranuleSpatialRepresentation for an ECS collection to null (i.e. automatically populate).  
Request the manual export of this collection.  

      

  
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure all test collections are installed in the mode.   
3 Ensure all test collections are configured for collection and granule metadata 

export (collectionexportflag = 'Y' and granuleexportflag = 'Y'):<br /><br 
/>select collectionexportflag, granuleexportflag<br />from 
bg_collection_configuration<br />where shortname = 
&lt;SHORT_NAME&gt;<br />and versionid = &lt;VERSION_ID&gt;<br 
/><br />update bg_collection_configuration<br />set collectionexportflag = 
'Y',<br />granuleexportflag = 'Y'<br />where shortname = 
&lt;SHORT_NAME&gt;<br />and versionid = &lt;VERSION_ID&gt; 

  

4 Ensure a local copy of the collection schema is available to validate 
against.<br />If needed, download from here:<br 
/>https://api.echo.nasa.gov/ingest/schema/Collection.xsd 

  

5 Ensure a TCP proxy is capturing BMGT traffic.   
6 <i>Setup</i>  #comment 
7 <i>S-1 Attempt to configure the CoordinateSystem in the database or 

configuration file for an ECS collection to a value other than “CARTESIAN” 
or “GEODETIC”.</i> 

 #comment 
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# Action Expected Result Notes 
8 Update the BMGT collection configuration table, setting the value of the S-1 

collection's CoordinateSystem to an invalid value.<br />E.g.,<br /><br 
/>update bg_collection_configuration<br />set 
CollectionCoordinateSystem='POLAR'<br />where 
ShortName='&lt;SHORT_NAME&gt;'<br />and 
VersionID=&lt;VERSION_ID&gt; 

  

9 Request a manual export of the S-1 collection:<br /><br 
/>EcBmBMGTManualStart --mode $MODE --metc --collections 
$SHORT_NAME.$VERSION_ID 

  

10 <i>Verification</i>  #comment 
11 <i>V-1 Verify that in S-1, it is not possible to set CoordinateSystem to a 

value other than “CARTESIAN” or “GEODETIC” or that if it is possible, 
subsequent metadata export for this collection fails due to the invalid 
Coordinate System value (and that the log indicates the reason for the 
failure).</i> 

 #comment 

12 Verify the manual export fails.   
13 Verify the log file records the export failure.   
14 Verify the log file indicates the invalid CoordinateSystem value caused the 

export failure. 
  

15 <i>V-12 Verify that all Collection metadata in the previous steps validates 
against https://api.echo.nasa.gov/ingest/schema/Collection.xsd</i> 

 #comment 

16 No collection metadata should have been exported.   

 
 
TEST DATA: 
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Crit id 
Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata Requirements 
Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

20 S-1       
A collection for which a CoordinateSystem can 
be configured. 

        

20 S-2       
A collection for which a 
GranuleSpatialRepresentation can be configured. 

        

20 S-3       An ISO 19115 collection.         

20 S-4       An ISO 19115 collection.         

20 S-5       
For each of the valid backtrack types one 
collection for which that type can be configured. 

        

20 S-6       
A collection for which the backtrack type can be 
left unconfigured. 

        

20 S-7       
For each of the valid TwoDCoordinateSystem 
types, a collection which may be configured for 
that type. 

        

20 S-8       
A collection for which the 
TwoDCoordinateSystem can be left 
unconfigured. 

        

20 S-9       
A collection whose native metadata contains 
Product Specific Attributes (PSAs). 

        

20 S-
10, S-
11 

      
One collection with a DIF ID defined and one 
without. 

        

20 S-
12 

      
A collection for which a CoordinateSystem can 
be configured. 

        

20 S-
13 

      
One collection for each of the spatial search 
types, GPolygon, Orbit, Point, Rectangle, 
NotSupported. 

        

 



 

1792 
 

EXPECTED RESULTS: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

   V  20  1  Verify that in S-1, it is not possible to set CoordinateSystem to a value other than “CARTESIAN” or “GEODETIC” or that if 
it is possible, subsequent metadata export for this collection fails due to the invalid Coordinate System value (and that the log 
indicates the reason for the failure).  

      

   V  20  2  Verify that in S-2, it is not possible to set the GranuelSpatialRepresentation to a value other than “CARTESIAN”, 
“GEODETIC”, “ORBIT”, or “NO_SPATIAL” or that if it is possible, subsequent metadata export for this collection fails due 
to the invalid Granule Spatial Representation value (and that the log indicates the reason for the failure).  

      

   V  20  3  Verify that in S-3, it is not possible to populate the CoordinateSystem for an ISO collection or that if it is possible, subsequent 
metadata export for this collection fails due to the invalid Coordinate System value (and that the log indicates the reason for 
the failure).  

      

   V  20  4  Verify that in S-4, it is not possible to populate the GranuleSpatialRepresentation  for an ISO collection or that if it is possible, 
subsequent metadata export for this collection fails due to the invalid Granule Spatial Representation value (and that the log 
indicates the reason for the failure).     

      

   V  20  5  Verify that the collection metadata generated in S-5 contains a Spatial/OrbitParameters element which is populated according 
to the rules for the backtrack metadata type associated with the collection.  See the document 
BE_82_01_AdditionalMetadataDescription.doc for a detailed outline of the backtrack metadata.  
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   V  20  6  Verify that the collection metadata generated in S-6 contains no Spatial/OrbitParameters element.        

   V  20  7  Verify that the collection metadata generated in S-7 contains a TwoDCoordinateSystems/TwoDCoordinateSystem element 
which is populated according to the rules for the TwoDCoordinateSystem type associated with the collection.  See the 
document BE_82_01_AdditionalMetadataDescription.doc for a detailed outline of TwoDCoordinateSystem metadata.  

      

   V  20  8  Verify that the collection metadata generated in S-8 contains no TwoDCoordinateSystems/TwoDCoordinateSystem element.        

   V  20  9  Verify that the collection metadata generated in S-9 contains an AdditionalAttributes/AdditionalAttribute element for each 
Product Specific Attribute (PSA) in the original collection metadata, and that all information in the PSA is also conveyed in 
the Additional Attribute.  

      

   V  20  10  Verify that in S-10, it is possible to modify the DIF ID for a collection via the GUI.        

   V  20  11  Verify that the metadata exported in S-11 contains the specified DIF ID for the collection for which one was provided, and 
contains no DIF ID for the other collection.  

      

   V  20  12  Verify that all Collection metadata in the previous steps validates against 
https://api.echo.nasa.gov/ingest/schema/Collection.xsd 

      

   V  20  13  Verify that the collection metadata generated in S-12 contains the default CoordinateSystem value.        

   V  20  14  Verify that the collection metadata generated in S-13 contains the proper GranuleSpatialMetadata value derived from 
AmCollection.SpatialSearchType using the standard mapping:  
 

 SpatialSearchType => GranuleSpatialRepresentation  
 

 GPolygon           => GEODETIC  
 

 Orbit                   => ORBIT  
 

 Point                   => GEODETIC  
 

 Rectangle          => CARTESIAN  
 

 NotSupported  => NOSPATIAL  
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   V  20  15  For the exports in S-5 – S-9, verify that the configured CoordinateSystem and GranuleSpatialRepresentation values are 
included in the metadata.  

      

 

581 NOMINAL COLLECTION EXPORT[S-2A]: AUTOMATIC EXPORT: INSERT COLLECTION (ECS-
ECSTC-2991) 

DESCRIPTION: 
 
 
 

  S 10 1 [Nominal Collection Export] Find two collections with ECS metadata and which share the same short name, but 
have different version IDs.  Request the manual export of collection metadata for one of these collections. 

    

  S 10 2 Find collections which have ECS Metadata: 
 
a)     Insert a new collection into the ECS inventory (and enable for collection export). 
 
b)     Delete a collection from the ECS inventory. 
 
c)     Update an existing collection. 
 
d)     For a collection which is currently disabled for collection export, enable it for collection (but not granule) 
export. 

    

  
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure BMGT configuration is current and correct (config files, properties 

files, database settings, etc.). 
  

3 Ensure a PostgreSQL prompt is available and connected to the ecs 
database.<br /><br />/tools/postgres/current32/bin/psql -U $USERNAME -h 
f4dbl03 -d ecs<br />select public.set_search_path('AIM', MODE);<br />show 

Should list the schemas installed in the 
mode.<br />Should include 
'aim_&lt;MODE&gt;' 
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# Action Expected Result Notes 
search_path; 

4 Ensure the test collection descriptor file is under 
/sotestdata/DROP_802/BE_82_01/Criteria/010/010_2_A. 

  

5 Ensure the ESDT Maintenance GUI shows collection C2 is not installed.   
6 Ensure the BMGT dispatcher and auto driver are up and running:<br /><br 

/>./EcBmBMGTAppStart &lt;MODE&gt;<br /><br />select 
propertyvalue<br />from bg_configuration_property<br />where 
propertyname = 'BMGT.Dispatcher.Running';<br />propertyvalue should be 
true;<br /><br />On the BMGT host<br />ps -ef | grep &lt;MODE&gt; | grep 
EcBmDispatcher<br />should show a single dispatcher process running.<br 
/><br />On the BMGT host<br />ps -ef | grep &lt;MODE&gt; | grep 
EcBmAuto<br />should show a single auto driver process running 

  

7 Ensure a local copy of the ECHO 10 schema files is available for validation 
(from https://api.echo.nasa.gov/ingest/schema). 

  

8 Ensure a mock ECHO or TCP proxy is capturing BMGT traffic.   
9 <i>Setup</i>  #comment 
10 <i>S-2 Find collections which have ECS Metadata:<br />a)     Insert a new 

collection into the ECS inventory (and enable for collection export).</i> 
 #comment 

11 Install collection C2 into ECS.<br />(Use the ESDT Maintenance GUI, the 
DPL Maintenance GUI, a DB patch from the command line, and the DPL 
Ingest GUI.) 

  

12 Use populate script EcBgPopulateCollections.ksh or a modifed populate 
script to check if the collection does not exist and insert a row in the 
bg_collection_configuration table.<br /><br />IF NOT EXISTS (<br />    
SELECT collectionid<br />    from bg_collection_configuration<br />    
where shortname = &lt;C2_ShortName&gt;<br />    and versionid = 
&lt;C2_VersionId&gt;<br />) THEN<br />    insert into 
bg_collection_configuration (collectionid, shortname, versionid, longname, 
granuleexportflag, collectionexportflag)<br />    select collectionid, 
shortname, versionid, longname, 'Y' as granuleexportflag, 'Y' as 
collectionexportflag<br />    from amcollection <br />    where shortname = 
&lt;C2_ShortName&gt;<br />    and VersionId = &lt;C2_VersionId&gt;<br 
/>-- update the other fields based on esdt type<br />ELSE<br />-- Enable 
Collection C2 for Collection and Granule Export .<br />    update 
bg_collection_configuration <br />    set granuleexportflag = 'Y' , 
collectionexportflag = 'Y'<br />    where shortname = 
&lt;C2_ShortName&gt;<br />    and versionid = &lt;C2_VersionId&gt;;<br 
/>END IF; 
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# Action Expected Result Notes 
13 <i>V-2 Verify that the operations in S-2 subclauses a, c, and d each result in 

the export of a single HTTP PUT containing the full collection metadata.</i> 
 #comment 

14 Verify that the TCP proxy log shows a single HTTP PUT request for 
collection C2. 

  

15 Verify that the HTTP PUT request contains collection C2's full metadata.   
16 <i>V-4 Verify that the metadata exported in S-1 and S-2, except S-2 

subclause b, validates against the ECHO collection metadata schema 
(https://api.echo.nasa.gov/ingest/schema/Collection.xsd).</i> 

 #comment 

17 Verify that collection C2's exported metadata validates agatinst the ECHO 10 
collection schema:<br /><br />xmllint --noout --schema Collection.xsd 
C2.xml 

  

18 <i>V-5 Verify that the metadata exported in S-1 and S-2, except S-2 
subclause b has the following elements: <br />a)     Visible = true <br />b)     
Orderable = false <br />c)     InsertTime = The insert time of the collection 
recorded in the AIM database. <br />d)     LastUpdate = The last update time 
of the collection recorded in the AIM database.</i> 

 #comment 

19 <i>Use an xpath utility to verify the exported metadata has the following 
elements.</i> 

 #comment 

20 a) Visible = true<br /><br />xpath /Collection/Visible C2.xml &lt;Visible&gt;true&lt;/Visible&gt;  
21 b) Orderable = false<br /><br />xpath /Collection/Orderable C2.xml &lt;Orderable&gt;false&lt;/Orderable

&gt; 
 

22 c) InsertTime = The insert time of the collection recorded in the AIM 
database.<br /><br />xpath /Collection/InsertTime C2.xml 

&lt;InsertTime&gt;&lt;YYYY-MM-
DDTHH:mm:SSZ&lt;/InsertTime&gt;
<br /><br />where the date time string 
returned is equal to what is returned 
from the query to the 
aim_&lt;MODE&gt; schema in the 
ecs database:<br /><br />select 
inserttime<br />from amcollection<br 
/>where shortname = 
&lt;C2_ShortName&gt;<br />and 
versionid = &lt;C2_VersionId&gt;; 

 

23 d) LastUpdate = The last update time of the collection recorded in the AIM 
database.<br /><br />xpath /Collection/LastUpdate C2.xml 

&lt;LastUpdate&gt;&lt;YYYY-MM-
DDTHH:mm:SSZ&lt;/LastUpdate&gt
;<br /><br />where the date time 
string returned is equal to what is 
returned from the query:<br /><br 
/>select lastupdate<br />from 
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# Action Expected Result Notes 
amcollection<br />where shortname = 
&lt;C2_ShortName&gt;<br />and 
versionid = &lt;C2_VersionId&gt;; 

24 <i>V-6 Verify that the metadata exported in S-1 and S-2 contains version 
numbers with no leading zeroes.</i> 

 #comment 

25 Verify that collection C2's exported metadata contains version numbers with 
no leading zeroes:<br /><br />xpath /Collection/VersionId C2.xml 

&lt;VersionId&gt;${VERSIONID}&l
t;/VersionId&gt; 

 

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

10 
S-2 

  

Install and 
enable new 
collection for 
automatic 
export 

    
1 Collection to 
be installed 
(C2) 

  /sotestdata/DROP_802/BE_82_01/Criteria/010/010_2_A   

 
EXPECTED RESULTS: 
 
 
 
 
 
 
 

   V  10 1 Verify that the manual export in S-1 results in a single HTTP PUT request containing the full collection metadata for the 
requested collection (but no other collections sharing a short name but with different version IDs).    

    

   V  10 2 Verify that the operations in S-2 subclauses a, c, and d each result in the export of a single HTTP PUT containing the full 
collection metadata.  
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   V  10 3 Verify that the operation in S-2 subclause b results in the export of a single HTTP DELETE, with the ID of the collection 
in the URL, but containing no collection metadata in the request body.  

    

   V  10 4 Verify that the metadata exported in S-1 and S-2, except S-2 subclause b, validates against the ECHO collection metadata 
schema (https://api.echo.nasa.gov/ingest/schema/Collection.xsd).  

    

   V  10 5 Verify that the metadata exported in S-1 and S-2, except S-2 subclause b has the following elements:  
 
a)     Visible = true  
 
b)     Orderable = false  
 
c)     InsertTime = The insert time of the collection recorded in the AIM database.  
 
d)     LastUpdate = The last update time of the collection recorded in the AIM database.  

    

   V  10 6 Verify that the metadata exported in S-1 and S-2 contains version numbers with no leading zeroes.      

 

582 NOMINAL COLLECTION EXPORT[S-2B]: AUTOMATIC EXPORT: DELETE COLLECTION 
(ECS-ECSTC-2992) 

DESCRIPTION: 
 
 
 

  S 10 1 [Nominal Collection Export] Find two collections with ECS metadata and which share the same short name, but 
have different version IDs.  Request the manual export of collection metadata for one of these collections. 

    

  S 10 2 Find collections which have ECS Metadata: 
 
a)     Insert a new collection into the ECS inventory (and enable for collection export). 
 
b)     Delete a collection from the ECS inventory. 
 
c)     Update an existing collection. 
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d)     For a collection which is currently disabled for collection export, enable it for collection (but not granule) 
export. 

  
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure BMGT configuration is current and correct (config files, properties 

files, database settings, etc.). 
  

3 Ensure a PostgreSQL prompt is available and connected to the ecs 
database.<br /><br />/tools/postgres/current32/bin/psql -U $USERNAME -h 
f4dbl03 -d ecs<br />select public.set_search_path('AIM', MODE);<br />show 
search_path; 

Should list the schemas installed in the 
mode.<br />Should include 
'aim_&lt;MODE&gt;' 

 

4 Ensure collection C3's descriptor file is under 
/sotestdata/DROP_802/BE_82_01/Criteria/010/010_2_B. 

  

5 Ensure collection C3 has been installed in the mode (e.g., the DPL Ingest 
GUI shows C3 as a configured datatype). 

  

6 Ensure the BMGT dispatcher and auto driver are up and running:<br /><br 
/>./EcBmBMGTAppStart &lt;MODE&gt;<br /><br />select 
propertyvalue<br />from bg_configuration_property<br />where 
propertyname = 'BMGT.Dispatcher.Running';<br />propertyvalue should be 
true;<br /><br />On the BMGT host<br />ps -ef | grep &lt;MODE&gt; | grep 
EcBmDispatcher<br />should show a single dispatcher process running.<br 
/><br />On the BMGT host<br />ps -ef | grep &lt;MODE&gt; | grep 
EcBmAuto<br />should show a single auto driver process running 

  

7 Ensure a local copy of the ECHO 10 schema files is available for validation 
(from https://api.echo.nasa.gov/ingest/schema). 

  

8 Ensure a mock ECHO or TCP proxy is capturing BMGT traffic.   
9 <i>Setup</i>  #comment 
10 <i>S-2 Find collections which have ECS Metadata:<br />b)     Delete a 

collection from the ECS inventory.</i> 
 #comment 

11 Ensure collection C3 is enabled for collection and granule export:<br /><br 
/>select granuleexportflag, collectionexportflag<br />from 
bg_collection_configuration <br />where shortname = 
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# Action Expected Result Notes 
&lt;C3_ShortName&gt;<br />and versionid = &lt;C3_VersionId&gt;;<br 
/>both fields should be set to 'Y' 

12 Use the ESDT Maintenance GUI to delete collection C3.   
13 <i>V-3 Verify that the operation in S-2 subclause b results in the export of a 

single HTTP DELETE, with the ID of the collection in the URL, but 
containing no collection metadata in the request body.</i> 

 #comment 

14 Verify the TCP proxy log shows a single HTTP DELETE request for 
collection C3. 

  

15 Verify the DELETE request has collection C3's dataset ID in the URL 
(longname + &quot; V&quot; + versionid). E.g., if LongName = 
&quot;ASTER On-Demand L2 Surface Emissivity&quot; and VersionId = 2, 
the datasetid = &quot;&quot;ASTER On-Demand L2 Surface Emissivity 
V002&quot;. Some characters, such as spaces, are escaped in the URL (e.g., 
&quot; &quot; =&gt; &quot;%20&quot;).<br /><br />Example of a delete 
request on testbed with provider ID EDF_DEV02:<br /><br />DELETE 
/catalog-rest/providers/EDF_DEV02/datasets/ASTER%20On-
Demand%20L2%20Surface%20Emissivity%20V002  HTTP/1.1 

  

16 Verify collection C3's DELETE request has no request body (no Content-
Length header and no content following the headers). 

  

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

10 
S-
2b 

  
A collection 
to delete 
(C3) 

GLAH02.033   1 collection   /sotestdata/DROP_802/BE_82_01/Criteria/010/010_2_B   

 
EXPECTED RESULTS: 
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   V  10 1 Verify that the manual export in S-1 results in a single HTTP PUT request containing the full collection metadata for the 
requested collection (but no other collections sharing a short name but with different version IDs).    

    

   V  10 2 Verify that the operations in S-2 subclauses a, c, and d each result in the export of a single HTTP PUT containing the full 
collection metadata.  

    

   V  10 3 Verify that the operation in S-2 subclause b results in the export of a single HTTP DELETE, with the ID of the collection 
in the URL, but containing no collection metadata in the request body.  

    

   V  10 4 Verify that the metadata exported in S-1 and S-2, except S-2 subclause b, validates against the ECHO collection metadata 
schema (https://api.echo.nasa.gov/ingest/schema/Collection.xsd).  

    

   V  10 5 Verify that the metadata exported in S-1 and S-2, except S-2 subclause b has the following elements:  
 
a)     Visible = true  
 
b)     Orderable = false  
 
c)     InsertTime = The insert time of the collection recorded in the AIM database.  
 
d)     LastUpdate = The last update time of the collection recorded in the AIM database.  

    

   V  10 6 Verify that the metadata exported in S-1 and S-2 contains version numbers with no leading zeroes.      

 

583 NOMINAL COLLECTION EXPORT[S-2C]: AUTOMATIC EXPORT: UPDATE COLLECTION 
(ECS-ECSTC-2993) 

DESCRIPTION: 
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  S 10 1 [Nominal Collection Export] Find two collections with ECS metadata and which share the same short name, but 
have different version IDs.  Request the manual export of collection metadata for one of these collections. 

    

  S 10 2 Find collections which have ECS Metadata: 
 
a)     Insert a new collection into the ECS inventory (and enable for collection export). 
 
b)     Delete a collection from the ECS inventory. 
 
c)     Update an existing collection. 
 
d)     For a collection which is currently disabled for collection export, enable it for collection (but not granule) 
export. 

    

  
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure BMGT configuration is current and correct (config files, properties 

files, database settings, etc.). 
  

3 Ensure a PostgreSQL prompt is available and connected to the ecs 
database.<br /><br />/tools/postgres/current32/bin/psql -U $USERNAME -h 
f4dbl03 -d ecs<br />select public.set_search_path('AIM', MODE);<br />show 
search_path; 

Should list the schemas installed in the 
mode.<br />Should include 
'aim_&lt;MODE&gt;' 

 

4 Ensure the test collections are under 
/sotestdata/DROP_802/BE_82_01/Criteria/010/010_2_C 

  

5 Ensure collection C4 is installed (e.g., the DPL Ingest GUI shows C4 as a 
configured datatype). 

  

6 Ensure collection C4 is enabled for collection and granule export: <br /><br 
/>select granuleexportflag , collectionexportflag<br />from 
bg_collection_configuration<br />where shortname = 
&lt;C4_ShortName&gt;<br />and versionid = &lt;C4_VersionId&gt;;<br 
/>They should be set to 'Y'. 

  

7 Ensure a local copy of the ECHO 10 schema files is available for validation 
(from https://api.echo.nasa.gov/ingest/schema). 
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# Action Expected Result Notes 
8 Ensure a mock ECHO or TCP proxy is capturing BMGT traffic.   
9 <i>Setup</i>  #comment 
10 <i>S-2 Find collections which have ECS Metadata:<br />c)     Update an 

existing collection.</i> 
 #comment 

11 Use the ESDT Maintenance GUI to update the collection C4 with a new 
descriptor file, or update the DsGeESDTConfiguredType manually by 
executing the following queries sequentially:<br /><br />update 
DsGeESDTConfiguredType<br />set esdtstate = 'updating'<br />where 
configuredname = &lt;C4_ShortName&gt;<br />and versionid = 
&lt;C4_VersionId&gt;;<br /><br />update DsGeESDTConfiguredType<br 
/>set esdtstate = 'installed'<br />where configuredname = 
&lt;C4_ShortName&gt;<br />and versionid = &lt;C4_VersionId&gt;; 

  

12 Verify the dsmdgreventhistory table has a CLUPDATE event for this 
collection:<br /><br />select eventtime, dbid, eventtype<br />from 
dsmdgreventhistory<br />where shortname = &lt;C4_ShortName&gt;<br 
/>and versionid = &lt;C4_VersionId&gt;; 

  

13 <i>V-2 Verify that the operations in S-2 subclauses a, c, and d each result in 
the export of a single HTTP PUT containing the full collection metadata.</i> 

 #comment 

14 Verify that the TCP proxy log shows a single HTTP PUT request for 
collection C4. 

  

15 Verify that the HTTP PUT request contains collection C4's full metadata.   
16 <i>V-4 Verify that the metadata exported in S-1 and S-2, except S-2 

subclause b, validates against the ECHO collection metadata schema 
(https://api.echo.nasa.gov/ingest/schema/Collection.xsd).</i> 

 #comment 

17 Verify that collection C4's exported metadata validates agatinst the ECHO 10 
collection schema:<br /><br />xmllint --noout --schema Collection.xsd 
C4.xml 

  

18 <i>V-5 Verify that the metadata exported in S-1 and S-2, except S-2 
subclause b has the following elements:<br />a)     Visible = true<br />b)     
Orderable = false<br />c)     InsertTime = The insert time of the collection 
recorded in the AIM database.<br />d)     LastUpdate = The last update time 
of the collection recorded in the AIM database.</i> 

 #comment 

19 <i>Use an xpath utility to verify the exported metadata has the following 
elements.</i> 

 #comment 

20 a) Visible = true<br /><br />xpath /Collection/Visible C4.xml &lt;Visible&gt;true&lt;/Visible&gt;  
21 b) Orderable = false<br /><br />xpath /Collection/Orderable C4.xml &lt;Orderable&gt;false&lt;/Orderable

&gt; 
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# Action Expected Result Notes 
22 c) InsertTime = The insert time of the collection recorded in the AIM 

database.<br /><br />xpath /Collection/InsertTime C4.xml 
&lt;InsertTime&gt;&lt;YYYY-MM-
DDTHH:mm:SSZ&lt;/InsertTime&gt;
<br /><br />where the date time string 
returned is equal to what is returned 
from the query to the 
aim_&lt;MODE&gt; schema in the 
ecs database:<br /><br />select 
inserttime<br />from amcollection<br 
/>where shortname = 
&lt;C4_ShortName&gt;<br />and 
versionid = &lt;C4_VersionId&gt;; 

 

23 d) LastUpdate = The last update time of the collection recorded in the AIM 
database.<br /><br />xpath /Collection/LastUpdate C4.xml 

&lt;LastUpdate&gt;&lt;YYYY-MM-
DDTHH:mm:SSZ&lt;/LastUpdate&gt
;<br /><br />where the date time 
string returned is equal to what is 
returned from the query:<br /><br 
/>select lastupdate<br />from 
amcollection<br />where shortname = 
&lt;C4_ShortName&gt;<br />and 
versionid = &lt;C4_VersionId&gt;; 

 

24 <i>V-6 Verify that the metadata exported in S-1 and S-2 contains version 
numbers with no leading zeroes.</i> 

 #comment 

25 Verify that collection C4's exported metadata contains version numbers with 
no leading zeroes:<br /><br />xpath /Collection/VersionId C4.xml 

&lt;VersionId&gt;${VERSIONID}&l
t;/VersionId&gt; 

 

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

10 
S-
2c 

  

Collection to 
test ESDT 
type update 
(C4) 

GLAH03.033 
2 descriptor 
files (1 + 
replacement) 

1 collection   /sotestdata/DROP_802/BE_82_01/Criteria/010/010_2_C   
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EXPECTED RESULTS: 
 
 
 
 
 
 
 

   V  10 1 Verify that the manual export in S-1 results in a single HTTP PUT request containing the full collection metadata for the 
requested collection (but no other collections sharing a short name but with different version IDs).    

    

   V  10 2 Verify that the operations in S-2 subclauses a, c, and d each result in the export of a single HTTP PUT containing the full 
collection metadata.  

    

   V  10 3 Verify that the operation in S-2 subclause b results in the export of a single HTTP DELETE, with the ID of the collection 
in the URL, but containing no collection metadata in the request body.  

    

   V  10 4 Verify that the metadata exported in S-1 and S-2, except S-2 subclause b, validates against the ECHO collection metadata 
schema (https://api.echo.nasa.gov/ingest/schema/Collection.xsd).  

    

   V  10 5 Verify that the metadata exported in S-1 and S-2, except S-2 subclause b has the following elements:  
 
a)     Visible = true  
 
b)     Orderable = false  
 
c)     InsertTime = The insert time of the collection recorded in the AIM database.  
 
d)     LastUpdate = The last update time of the collection recorded in the AIM database.  

    

   V  10 6 Verify that the metadata exported in S-1 and S-2 contains version numbers with no leading zeroes.      
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584 NOMINAL COLLECTION EXPORT[S-2D]: AUTOMATIC EXPORT: ENABLE COLLECTION 
EXPORT (ECS-ECSTC-2994) 

DESCRIPTION: 
 
 
 

  S 10 1 [Nominal Collection Export] Find two collections with ECS metadata and which share the same short name, but 
have different version IDs.  Request the manual export of collection metadata for one of these collections. 

    

  S 10 2 Find collections which have ECS Metadata: 
 
a)     Insert a new collection into the ECS inventory (and enable for collection export). 
 
b)     Delete a collection from the ECS inventory. 
 
c)     Update an existing collection. 
 
d)     For a collection which is currently disabled for collection export, enable it for collection (but not granule) 
export. 

    

  
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure BMGT configuration is current and correct (config files, properties 

files, database settings, etc.). 
  

3 Ensure a PostgreSQL prompt is available and connected to the ecs 
database.<br /><br />/tools/postgres/current32/bin/psql -U $USERNAME -h 
f4dbl03 -d ecs<br />select public.set_search_path('AIM', MODE);<br />show 
search_path; 

Should list the schemas installed in the 
mode.<br />Should include 
'aim_&lt;MODE&gt;' 

 

4 Ensure collection C5's descriptor file is under 
/sotestdata/DROP_802/BE_82_01/Criteria/010/010_2_D. 

  

5 Ensure collection C5 is installed (e.g., the DPL Ingest GUI shows it as a 
configured datatype). 
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# Action Expected Result Notes 
6 Ensure a row exists in bg_collection_configuration for collection C5 by 

running EcBgPopulateCollections.ksh (or a modifed populate script): 
  

7 Ensure collection C5 is disabled for collection export:<br /><br />update 
bg_collection_configuration<br />set collectionexportflag = 'N',<br />    
granuleexportflag = 'N'<br />where shortname = '&lt;C5_ShortName&gt;'<br 
/>and versionid = '&lt;C5_VersionId&gt;' 

  

8 Ensure the BMGT dispatcher is up and running and the auto driver is 
started:<br />On the BMGT host:<br />EcBmBMGTAppStart 
&lt;MODE&gt;<br /><br />select propertyvalue<br />from 
bg_configuration_property<br />where propertyname = 
'BMGT.Dispatcher.Running';<br />propertyvalue should be true;<br /><br 
/>On the BMGT host:<br />ps -ef | grep &lt;MODE&gt; | grep 
EcBmDispatcher<br />should show a single dispatcher process running<br 
/><br />ps -ef | grep &lt;MODE&gt; | grep EcBmAuto<br />should show a 
single auto driver process running 

  

9 Ensure a local copy of the ECHO 10 schema files is available for validation 
(from https://api.echo.nasa.gov/ingest/schema). 

  

10 Ensure a mock ECHO or TCP proxy is capturing BMGT traffic.   
11 <i>Setup</i>  #comment 
12 <i>S-2 Find collections which have ECS Metadata:<br />d)     For a 

collection which is currently disabled for collection export, enable it for 
collection (but not granule) export.</i> 

 #comment 

13 Enable collection C5 for collection (but not granule) export:<br /><br 
/>update bg_collection_configuration <br />set granuleexportflag = 'N',<br />   
collectionexportflag = 'Y'<br />where shortname = 
&lt;C5_ShortName&gt;<br />and versionid = &lt;C5_VersionId&gt;;<br /> 

  

14 <i>V-2 Verify that the operations in S-2 subclauses a, c, and d each result in 
the export of a single HTTP PUT containing the full collection metadata.</i> 

 #comment 

15 Verify that the TCP proxy log shows a single HTTP PUT request for 
collection C5. 

  

16 Verify that the HTTP PUT request contains collection C5's full metadata.   
17 <i>V-4 Verify that the metadata exported in S-1 and S-2, except S-2 

subclause b, validates against the ECHO collection metadata schema 
(https://api.echo.nasa.gov/ingest/schema/Collection.xsd).</i> 

 #comment 

18 Verify collection C1's exported metadata validates against the ECHO 10 
collection schema. 
(https://api.echo.nasa.gov/ingest/schema/Collection.xsd).<br /><br />xmllint 
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# Action Expected Result Notes 
--noout --schema Collection.xsd collection.xml 

19 <i>V-5 Verify that the metadata exported in S-1 and S-2, except S-2 
subclause b has the following elements:<br />a)     Visible = true<br />b)     
Orderable = false<br />c)     InsertTime = The insert time of the collection 
recorded in the AIM database.<br />d)     LastUpdate = The last update time 
of the collection recorded in the AIM database.</i> 

 #comment 

20 <i>Use an xpath utility to verify the exported metadata has the following 
elements.</i> 

 #comment 

21 a) Visible = true<br /><br />xpath /Collection/Visible C5.xml &lt;Visible&gt;true&lt;/Visible&gt;  
22 b) Orderable = false<br /><br />xpath /Collection/Orderable C5.xml &lt;Orderable&gt;false&lt;/Orderable

&gt; 
 

23 c) InsertTime = The insert time of the collection recorded in the AIM 
database.<br /><br />xpath /Collection/InsertTime C5.xml 

&lt;InsertTime&gt;&lt;YYYY-MM-
DDTHH:mm:SSZ&lt;/InsertTime&gt;
<br /><br />where the date time string 
returned is equal to what is returned 
from the query to the 
aim_&lt;MODE&gt; schema in the 
ecs database:<br /><br />select 
inserttime<br />from amcollection<br 
/>where shortname = 
&lt;C5_ShortName&gt;<br />and 
versionid = &lt;C5_VersionId&gt;; 

 

24 d) LastUpdate = The last update time of the collection recorded in the AIM 
database.<br /><br />xpath /Collection/LastUpdate C5.xml 

&lt;LastUpdate&gt;&lt;YYYY-MM-
DDTHH:mm:SSZ&lt;/LastUpdate&gt
;<br /><br />where the date time 
string returned is equal to what is 
returned from the query:<br /><br 
/>select lastupdate<br />from 
amcollection<br />where shortname = 
&lt;C5_ShortName&gt;<br />and 
versionid = &lt;C5_VersionId&gt;; 

 

25 <i>V-6 Verify that the metadata exported in S-1 and S-2 contains version 
numbers with no leading zeroes.</i> 

 #comment 

26 Verify that collection C5's exported metadata contains version numbers with 
no leading zeroes:<br /><br />xpath /Collection/VersionId C5.xml 

&lt;VersionId&gt;${VERSIONID}&l
t;/VersionId&gt;<br /><br />where 
${VERSIONID} has no leading zeros. 
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TEST DATA: 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

S-
2d 

  

1 collection to 
test enable 
collection 
export after 
collection 
install (C5) 

GLAH04.033       /sotestdata/DROP_802/BE_82_01/Criteria/010/010_2_D   

 
EXPECTED RESULTS: 
 
 
 
 
 
 
 

   V  10 1 Verify that the manual export in S-1 results in a single HTTP PUT request containing the full collection metadata for the 
requested collection (but no other collections sharing a short name but with different version IDs).    

    

   V  10 2 Verify that the operations in S-2 subclauses a, c, and d each result in the export of a single HTTP PUT containing the full 
collection metadata.  

    

   V  10 3 Verify that the operation in S-2 subclause b results in the export of a single HTTP DELETE, with the ID of the collection 
in the URL, but containing no collection metadata in the request body.  

    

   V  10 4 Verify that the metadata exported in S-1 and S-2, except S-2 subclause b, validates against the ECHO collection metadata 
schema (https://api.echo.nasa.gov/ingest/schema/Collection.xsd).  
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   V  10 5 Verify that the metadata exported in S-1 and S-2, except S-2 subclause b has the following elements:  
 
a)     Visible = true  
 
b)     Orderable = false  
 
c)     InsertTime = The insert time of the collection recorded in the AIM database.  
 
d)     LastUpdate = The last update time of the collection recorded in the AIM database.  

    

   V  10 6 Verify that the metadata exported in S-1 and S-2 contains version numbers with no leading zeroes.      

 

585 COLLECTION DELETION (ECS-ECSTC-2995) 

DESCRIPTION: 
 
 
 
 
 

   S  30  1  [Collection Deletion] Stop the BMGT automatic driver 
process so that new events are not picked up.  

      

   S  30  2  Perform the following for granules in the same collection:  
 
a)     Granule insert.  
 
b)     Granule update.  
 
c)     Granule delete.  

      

   S  30  3  Delete the collection containing the granules used in S-2.        

   S  30  4  Restart the BMGT automatic driver.        
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PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure the test collection is installed in the mode.   
3 Ensure the collection is configured for collection and granule export 

(collectionexportflag = 'Y' and granuleexportflag = 'Y'):<br /><br />select 
collectionexportflag, granuleexportflag<br />from 
bg_collection_configuration<br />where shortname = 
&lt;SHORT_NAME&gt;<br />and versionid = &lt;VERSION_ID&gt;<br 
/><br />update bg_collection_configuration<br />set collectionexportflag = 
'Y',<br />granuleexportflag = 'Y'<br />where shortname = 
&lt;SHORT_NAME&gt;<br />and versionid = &lt;VERSION_ID&gt; 

  

4 Ensure a TCP proxy is capturing BMGT traffic.   
5 <i>Setup</i>  #comment 
6 <i>S-1 Stop the BMGT automatic driver process so that new events are not 

picked up.</i> 
 #comment 

7 On the host where the BMGT automatic driver is running (f5oml01v),<br 
/><br />cd /usr/ecs/&lt;MODE&gt;/CUSTOM/utilities<br 
/>./EcBmBMGTAutoStop &lt;MODE&gt; 

  

8 <i>S-2 Perform the following for granules in the same collection:<br />a) 
Granule insert<br />b) Granule update<br />c) Granule delete</i> 

 #comment 

9 Ingest a granule.<br />Record its GranuleId.   
10 Update the granule, e.g. by changing its DayNightFlag value.<br /><br 

/>select daynightflag<br />from amgranule<br />where granuleid = 
$GRANULE_ID<br /><br />-- If 'Y', change to 'N', else change to 'Y'<br 
/>update amgranule<br />set daynightflag = 'Y'<br />where granuleid = 
$GRANULE_ID 

  

11 Delete the granule and any others belonging to the collection.<br /><br 
/>[f5oml01v] EcDsBulkDelete.pl<br />[f5dpl01v] EcDlUnpublishStart.pl<br 
/>[f5oml01v] EcDsDeletionCleanup.pl<br /> 

  

12 <i>V-1 Verify that the actions in S-2 trigger events in the AIM event 
queue.</i> 

 #comment 

13 Verify the insert, update, and delete events appear in the AIM event 
queue:<br /><br />select *<br />from dsmdgreventhistory<br />where dbid= 
$GRANULE_ID 

One row for each of GRINSERT, 
GRUPDATE, GRDELETE, in that 
chronological order. 

 

14 <i>S-3 Delete the collection containing the granules used in S-2.</i>  #comment 
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# Action Expected Result Notes 
15 <i>Note: A collection may be deleted from AIM only if no granules 

belonging to the collection exist in the AIM inventory.</i> 
 #comment 

16 Find the collection's group:<br /><br />select groupid<br />from 
amcollection<br />where shortname = $SHORT_NAME<br />and versionid 
= $VERSION_ID 

  

17 Open the Data Pool Maintenance GUI.<br />Visit Collection Groups.<br 
/>Visit the collection's group.<br />Check the box to delete collection.<br 
/>Click DeleteCollection. 

  

18 Open the ESDT Maintenance GUI.<br />Select the collection (ESDT).<br 
/>Click &quot;Delete Selected ESDTs&quot;. 

  

19 <i>S-4 Restart the BMGT automatic driver.</i>  #comment 
20 ssh f5oml01v<br />cd /usr/ecs/CUSTOM/&lt;MODE&gt;/utilities<br 

/>./EcBmBMGTAutoStart &lt;MODE&gt; 
  

21 <i>Verification</i>  #comment 
22 <i>V-2 Verify that after BMGT is restarted in S-4, no granule events are 

exported for the actions in S-2.</i> 
 #comment 

23 Verify the TCP proxy log shows no granule events sent to ECHO for the test 
granule. 

  

24 <i>V-3 Verify that a single HTTP DELETE is exported to ECHO, or an 
ECHO stand-in.</i> 

 #comment 

25 Verify the TCP proxy log shows a single HTTP DELETE for the test 
collection. 

  

26 <i>V-4 Verify that the URL to which the DELETE is exported contains an 
identifier for the deleted collection.</i> 

 #comment 

27 Verify the TCP proxy log shows the URL to which the DELETE is sent 
includes the collection's dataset ID (URL encoded): ${LongName} 
V${VersionId}<br /><br />E.g.,<br /><br />DELETE /catalog-
rest/providers/EDF_DEV02/datasets/ASTER%20On-
Demand%20L2%20Surface%20Emissivity%20V002 HTTP/1.1 

  

28 <i>V-5 Verify that the DELETE request body is empty.</i>  #comment 
29 Verify the TCP proxy log shows the collection's DELETE request has an 

empty body. 
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TEST DATA: 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

30       

One collection and at 
least one granule, all 
of which will be 
deleted during the test. 

    /sotestdata/DROP_802/BE_82_01/Criteria/030   

 
EXPECTED RESULTS: 
 
 
 
 
 
 

   V  30  1  Verify that the actions in S-2 trigger events in the AIM event queue.        

   V  30  2  Verify that after BMGT is restarted in S-4, no granule events are exported for the actions in S-2.        

   V  30  3  Verify that a single HTTP DELETE is exported to ECHO, or an ECHO stand-in.          

   V  30  4  Verify that the URL to which the DELETE is exported contains an identifier for the deleted collection.        

   V  30  5  Verify that the DELETE request body is empty.        
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586 ECS GRANULE ADDITIONAL METADATA[S-1]: BACKTRACK ORBIT METADATA (ECS-
ECSTC-2996) 

DESCRIPTION: 
 
 
 
 
 
 
 
 
 
 

   S  50  1  [ECS Granule Additional Metadata]  For each of the valid backtrack types, request the export of granule metadata for 
a granule belonging to a collection which is configured for that type.  

      

   S  50  2  Request the export of granule metadata for a granule belonging to a collection which is not configured for backtrack 
metadata.    

      

   S  50  3  For each of the valid TwoDCoordinateSystem types, request the export of granule metadata for a granule belonging to a 
collection which is configured for that type.  

      

   S  50  4  Request the export of granule metadata for a granule belonging to a collection which is not configured for a 
TwoDCoordinateSystem.  

      

   S  50  5  Request the export of granule metadata for a granule whose native metadata contains Product Specific Attributes 
(PSAs).  

      

   S  50  6  Request the export of granule metadata for a granule belonging to a collection which is configured to get its cloud cover 
from core metadata.  

      

   S  50  7  Request the export of granule metadata for a granule belonging to a collection which is configured to get its cloud cover 
from a PSA.  

      

   S  50  8  Request the export of granule metadata for a granule belonging to a collection which is configured to have no cloud 
cover source.  
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   S  50  9  Request the export of granule metadata for a granule belonging to a collection which is configured to get its cloud cover 
from a location (Core Metadata or PSA) which is not valid.  

      

  
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-conditions</i>  #comment 
2 Ensure the test collections exist in AIM:<br /><br />select esdt(shortname, 

versionid) ESDT<br />from amcollection<br />where (shortname='AE_Land' 
and versionid=2)<br />or (shortname='AMSR-L1A' and versionid=2)<br />or 
(shortname='GLAH06' and versionid=33)<br />or (shortname='GLAH07' and 
versionid=33)<br />or (shortname='GLAH08' and versionid=33)<br />or 
(shortname='MB2LME' and versionid=2)<br />order by shortname, versionid 

  

3 Ensure the test collections are configured for BMGT collection and granule 
metadata export, as well as appropriate backtrack orbit groups:<br /><br 
/>select esdt(shortname, versionid) ESDT, collectionexportflag, 
granuleexportflag, orbitgroup<br />from bg_collection_configuration<br 
/>where (shortname='AE_Land' and versionid=2)<br />or 
(shortname='AMSR-L1A' and versionid=2)<br />or (shortname='GLAH06' 
and versionid=33)<br />or (shortname='GLAH07' and versionid=33)<br />or 
(shortname='GLAH08' and versionid=33)<br />or (shortname='MB2LME' 
and versionid=2)<br />order by shortname, versionid<br /><br />After 
changing anything in bg_collection_configuration, export those collections 
before exporting their granules. 

Backtrack orbit groups by ESDT:<br 
/><br />AE_Land.002     AMSR-E 
<br />AMSR-L1A.002    AMSR-A 
<br />GLAH06.033      GLAS Quarter 
orbit <br />GLAH07.033      GLAS 
Two orbit <br />GLAH08.003      
GLAS 14 orbit <br />MB2LME.002      
MISR 

 

4 Ensure the test granules have been ingested:<br /><br />select shortname, 
versionid, granuleid<br />from amgranule<br />where localgranuleid in 
('LGID', ...) 

  

5 Ensure a mock ECHO or TCP proxy is capturing BMGT requests.   
6 Ensure a local copy of https://api.echo.nasa.gov/ingest/schema/Granule.xsd is 

available. 
  

7 <i>Setup</i>  #comment 
8 <i>S-1 For each of the valid backtrack types, request the export of granule 

metadata for a granule belonging to a collection which is configured for that 
type.</i> 

 #comment 

9 Write the backtrack granule IDs to a text file:<br />s1_granule_ids.txt   
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# Action Expected Result Notes 
10 Note the current time as t0.   
11 Supply the granule IDs to the BMGT manual export script:<br /><br 

/>EcBmBMGTManualStart ${MODE} --metg --granulefile 
/path/to/s1_granule_ids.txt 

  

12 <i>Verification</i>  #comment 
13 <i>V-1 Verify that the granule metadata generated in S-1 contains a 

Spatial/HorizontalSpatialDomain/Orbit element which is populated according 
to the rules for the back track metadata type associated with the collection.<br 
/>See the document BE_82_01_AdditionalMetadataDescription.doc for a 
detailed outline of the backtrack metadata.</i> 

 #comment 

14 From the TCP proxy log, save the body of each PUT request (the granule 
metadata XML), after time t0, to a separate XML file. 

  

15 <i>Use the Ruby script /tools/common/test/BE_82_01/bin/xpath to search for 
XML elements.</i> 

 #comment 

16 <i>BackTrackOrbitGroup: AMSR-E   ESDT: AE_Land.002</i>  #comment 
17 Verify the AE_Land.002 granule's exported metadata has a 

Spatial/HorizontalSpatialDomain/Orbit element:<br /><br />xpath 
'//Spatial/HorizontalSpatialDomain/Orbit' granule.xml 

  

18 Find the granule's first equator crossing datetime:<br /><br />xpath 
'//EquatorCrossingDateTime/text()' granule.xml | sort 

  

19 Extract the granule's FIRST_ASC_CROSS:<br /><br />xpath 
&quot;//OrbitCalculatedSpatialDomain[EquatorCrossingDateTime='${first_e
quator_crossing_datetime}']/EquatorCrossingLongitude/text()&quot; 
granule.xml 

  

20 Extract the granule's ASC_DESC_FLAG:<br /><br />xpath 
&quot;//AdditionalAttribute[Name='AscendingDescendingFlg']/Values/Valu
e/text()&quot; granule.xml 

  

21 If ASC_DESC_FLAG is 'Ascending' or 'ASCENDING', then verify the 
granule's Orbit block matches this:<br /><br />&lt;Orbit&gt;<br />  
&lt;AscendingCrossing&gt;${FIRST_ASC_CROSS}&lt;/AscendingCrossin
g&gt;<br />  &lt;StartLat&gt;-81.8&lt;/StartLat&gt;<br />  
&lt;StartDirection&gt;A&lt;/StartDirection&gt;<br />  
&lt;EndLat&gt;81.8&lt;/EndLat&gt;<br />  
&lt;EndDirection&gt;A&lt;/EndDirection&gt;<br />&lt;/Orbit&gt;<br /><br 
/>If ASC_DESC_FLAG is 'Descending', then verify the granule's Orbit block 
matches this:<br /><br />&lt;Orbit&gt;<br />  
&lt;AscendingCrossing&gt;${FIRST_ASC_CROSS} - 
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# Action Expected Result Notes 
167.64&lt;/AscendingCrossing&gt;<br />  
&lt;StartLat&gt;81.8&lt;/StartLat&gt;<br />  
&lt;StartDirection&gt;D&lt;/StartDirection&gt;<br />  &lt;EndLat&gt;-
81.8&lt;/EndLat&gt;<br />  
&lt;EndDirection&gt;D&lt;/EndDirection&gt;<br />&lt;/Orbit&gt; 

22 <i>BacktrackOrbitGroup: AMSR-A   ESDT: AMSR-L1A.002</i>  #comment 
23 Verify the AMSR-L1A.002 granule's exported metadata has a 

Spatial/HorizontalSpatialDomain/Orbit element:<br /><br />xpath 
'//Spatial/HorizontalSpatialDomain/Orbit' granule.xml 

  

24 Find the granule's first equator crossing datetime:<br /><br />xpath 
'//EquatorCrossingDateTime/text()' granule.xml | sort 

  

25 Extract the granule's FIRST_ASC_CROSS:<br /><br />xpath 
&quot;//OrbitCalculatedSpatialDomain[EquatorCrossingDateTime='${first_e
quator_crossing_datetime}']/EquatorCrossingLongitude/text()&quot; 
granule.xml 

  

26 Extract the granule's ASC_DESC_FLAG:<br /><br />xpath 
&quot;//AdditionalAttribute[Name='AscendingDescendingFlg']/Values/Valu
e/text()&quot; granule.xml 

  

27 If ASC_DESC_FLAG is 'Ascending' or 'ASCENDING', then verify the 
granule's Orbit block matches this:<br /><br />&lt;Orbit&gt;<br />  
&lt;AscendingCrossing&gt;${FIRST_ASC_CROSS}&lt;/AscendingCrossin
g&gt;<br />  &lt;StartLat&gt;-81.8&lt;/StartLat&gt;<br />  
&lt;StartDirection&gt;A&lt;/StartDirection&gt;<br />  
&lt;EndLat&gt;81.8&lt;/EndLat&gt;<br />  
&lt;EndDirection&gt;A&lt;/EndDirection&gt;<br />&lt;/Orbit&gt;<br /><br 
/>If ASC_DESC_FLAG is 'Descending', then verify the granule's Orbit block 
matches this:<br /><br />&lt;Orbit&gt;<br />  
&lt;AscendingCrossing&gt;${FIRST_ASC_CROSS} - 
167.375&lt;/AscendingCrossing&gt;<br />  
&lt;StartLat&gt;81.8&lt;/StartLat&gt;<br />  
&lt;StartDirection&gt;D&lt;/StartDirection&gt;<br />  &lt;EndLat&gt;-
81.8&lt;/EndLat&gt;<br />  
&lt;EndDirection&gt;D&lt;/EndDirection&gt;<br />&lt;/Orbit&gt; 

  

28 <i>BacktrackOrbitGroup: GLAS Quarter Orbit   ESDT: GLAH06.033</i>  #comment 
29 Verify the GLAH06.033 granule's exported metadata has a 

Spatial/HorizontalSpatialDomain/Orbit element:<br /><br />xpath 
'//Spatial/HorizontalSpatialDomain/Orbit' granule.xml 

  

30 Extract the granule's TRACK_SEGMENT:<br /><br />xpath   
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# Action Expected Result Notes 
&quot;//AdditionalAttribute[Name='Track_Segment']/Values/Value/text()&q
uot; granule.xml 

31 Find the granule's equator crossing datetimes:<br /><br />xpath 
'//EquatorCrossingDateTime/text()' granule.xml | sort<br /><br />If the 
TRACK_SEGMENT is 1, 2, or 3, note the earliest (first) datetime.<br />If 
the TRACK_SEGMENT is 4, note the second earliest datetime. 

  

32 If the TRACK_SEGMENT is 1, 2, or 3, extract the granule's 
FIRST_ASC_CROSS:<br /><br />xpath 
&quot;//OrbitCalculatedSpatialDomain[EquatorCrossingDateTime='${first_e
quator_crossing_datetime}']/EquatorCrossingLongitude/text()&quot; 
granule.xml<br /><br />If the TRACK_SEGMENT is 4, extract the granule's 
SECOND_ASC_CROSS:<br /><br />xpath 
&quot;//OrbitCalculatedSpatialDomain[EquatorCrossingDateTime='${secon
d_equator_crossing_datetime}']/EquatorCrossingLongitude/text()&quot; 
granule.xml 

  

33 Verify the granule's Orbit block matches one of the following, depending on 
the TRACK_SEGMENT:<br /><br /># TRACK_SEGMENT = 1<br 
/>&lt;Orbit&gt;<br />  
&lt;AscendingCrossing&gt;FIRST_ASC_CROSS&lt;/AscendingCrossing&g
t;<br />  &lt;StartLat&gt;50.0&lt;/StartLat&gt;<br />  
&lt;StartDirection&gt;A&lt;/StartDirection&gt;<br />  
&lt;EndLat&gt;50.0&lt;/EndLat&gt;<br />  
&lt;EndDirection&gt;D&lt;/EndDirection&gt;<br />&lt;/Orbit&gt;<br /><br 
/># TRACK_SEGMENT = 2<br />&lt;Orbit&gt;<br />  
&lt;AscendingCrossing&gt;FIRST_ASC_CROSS&lt;/AscendingCrossing&g
t;<br />  &lt;StartLat&gt;50.0&lt;/StartLat&gt;<br />  
&lt;StartDirection&gt;D&lt;/StartDirection&gt;<br />  &lt;EndLat&gt;-
50.0&lt;/EndLat&gt;<br />  
&lt;EndDirection&gt;D&lt;/EndDirection&gt;<br />&lt;/Orbit&gt;<br /><br 
/># TRACK_SEGMENT = 3<br />&lt;Orbit&gt;<br />  
&lt;AscendingCrossing&gt;FIRST_ASC_CROSS&lt;/AscendingCrossing&g
t;<br />  &lt;StartLat&gt;-50.0&lt;/StartLat&gt;<br />  
&lt;StartDirection&gt;D&lt;/StartDirection&gt;<br />  &lt;EndLat&gt;-
50.0&lt;/EndLat&gt;<br />  
&lt;EndDirection&gt;A&lt;/EndDirection&gt;<br />&lt;/Orbit&gt;<br /><br 
/># TRACK_SEGMENT = 4<br />&lt;Orbit&gt;<br />  
&lt;AscendingCrossing&gt;SECOND_ASC_CROSS&lt;/AscendingCrossing
&gt;<br />  &lt;StartLat&gt;-50.0&lt;/StartLat&gt;<br />  
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# Action Expected Result Notes 
&lt;StartDirection&gt;A&lt;/StartDirection&gt;<br />  
&lt;EndLat&gt;50.0&lt;/EndLat&gt;<br />  
&lt;EndDirection&gt;A&lt;/EndDirection&gt;<br />&lt;/Orbit&gt; 

34 <i>BacktrackOrbitGroup: GLAS Two Orbit   ESDT: GLAH07.033</i>  #comment 
35 Verify the GLAH07.033 granule's exported metadata has a 

Spatial/HorizontalSpatialDomain/Orbit element:<br /><br />xpath 
'//Spatial/HorizontalSpatialDomain/Orbit' granule.xml 

  

36 Find the granule's first equator crossing datetime:<br /><br />xpath 
'//EquatorCrossingDateTime/text()' granule.xml | sort 

  

37 Extract the granule's FIRST_ASC_CROSS:<br /><br />xpath 
&quot;//OrbitCalculatedSpatialDomain[EquatorCrossingDateTime='${first_e
quator_crossing_datetime}']/EquatorCrossingLongitude/text()&quot; 
granule.xml 

  

38 Verify the granule's Orbit block matches the following:<br /><br 
/>&lt;Orbit&gt;<br />  
&lt;AscendingCrossing&gt;FIRST_ASC_CROSS&lt;/AscendingCrossing&g
t;<br />  &lt;StartLat&gt;50.0&lt;/StartLat&gt;<br />  
&lt;StartDirection&gt;A&lt;/StartDirection&gt;<br />  
&lt;EndLat&gt;50.0&lt;/EndLat&gt;<br />  
&lt;EndDirection&gt;A&lt;/EndDirection&gt;<br />&lt;/Orbit&gt; 

  

39 <i>BacktrackOrbitGroup: GLAS 14 Orbit   ESDT: GLAH08.003</i>  #comment 
40 Verify the GLAH08.033 granule's exported metadata has a 

Spatial/HorizontalSpatialDomain/Orbit element:<br /><br />xpath 
'//Spatial/HorizontalSpatialDomain/Orbit' granule.xml 

  

41 Find the granule's first equator crossing datetime:<br /><br />xpath 
'//EquatorCrossingDateTime/text()' granule.xml | sort 

  

42 Extract the granule's FIRST_ASC_CROSS:<br /><br />xpath 
&quot;//OrbitCalculatedSpatialDomain[EquatorCrossingDateTime='${first_e
quator_crossing_datetime}']/EquatorCrossingLongitude/text()&quot; 
granule.xml 

  

43 Verify the granule's Orbit block matches the following:<br /><br 
/>&lt;Orbit&gt;<br />  
&lt;AscendingCrossing&gt;FIRST_ASC_CROSS&lt;/AscendingCrossing&g
t;<br />  &lt;StartLat&gt;50.0&lt;/StartLat&gt;<br />  
&lt;StartDirection&gt;A&lt;/StartDirection&gt;<br />  
&lt;EndLat&gt;50.0&lt;/EndLat&gt;<br />  
&lt;EndDirection&gt;A&lt;/EndDirection&gt;<br />&lt;/Orbit&gt; 
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# Action Expected Result Notes 
44 <i>BacktrackOrbitGroup: MISR   ESDT: MB2LME.002</i>  #comment 
45 Verify the MB2LME.002 granule's exported metadata has a 

Spatial/HorizontalSpatialDomain/Orbit element:<br /><br />xpath 
'//Spatial/HorizontalSpatialDomain/Orbit' granule.xml 

  

46 Extract the granule's EQ_CROSS_LONG:<br /><br />xpath 
'//EquatorCrossingLongitude/text()' granule.xml 

  

47 Find the granule's first equator crossing datetime:<br /><br />xpath 
'//EquatorCrossingDateTime/text()' granule.xml | sort 

  

48 Extract the granule's FIRST_ASC_CROSS:<br /><br />xpath 
&quot;//OrbitCalculatedSpatialDomain[EquatorCrossingDateTime='${first_e
quator_crossing_datetime}']/EquatorCrossingLongitude/text()&quot; 
granule.xml 

  

49 Extract the granule's START_BLOCK:<br /><br />xpath 
&quot;//AdditionalAttribute[Name='SP_AM_MISR_StartBlock']/Values/Val
ue/text()&quot; granule.xml 

  

50 Extract the granule's END_BLOCK:<br /><br />xpath 
&quot;//AdditionalAttribute[Name='SP_AM_MISR_EndBlock']/Values/Valu
e/text()&quot; granule.xml 

  

51 Extract the granule's FIRST_EDGE:<br /><br />xpath 
(&quot;//property[Block='${START_BLOCK}']/FirstEdge/text()&quot; 
/usr/ecs/OPS/CUSTOM/data/BMGT/config/EcBmBMGTMISRBlockLat.xml 

  

52 Extract the granule's LAST_EDGE:<br /><br />xpath 
(&quot;//property[Block='${END_BLOCK}']/LastEdge/text()&quot; 
/usr/ecs/OPS/CUSTOM/data/BMGT/config/EcBmBMGTMISRBlockLat.xml 

  

53 Verify the granule's Orbit block matches one of the following, depending on 
the value of EQ_CROSS_LONG:<br /><br /># EQ_CROSS_LONG &gt; 
347.65<br />&lt;Orbit&gt;<br />  
&lt;AscendingCrossing&gt;FIRST_ASC_CROSS - 
527.65&lt;/AscendingCrossing&gt;<br />  
&lt;StartLat&gt;FIRST_EDGE&lt;/StartLat&gt;<br />  
&lt;StartDirection&gt;D if START_BLOCK between 19 and 162.  A 
otherwise&lt;/StartDirection&gt;<br />  
&lt;EndLat&gt;LAST_EDGE&lt;/EndLat&gt;<br />  &lt;EndDirection&gt; 
D if END_BLOCK between 19 and 162.  A 
otherwise&lt;/EndDirection&gt;<br />&lt;/Orbit&gt;<br /><br /># 
EQ_CROSS_LONG &lt; -12.35<br />&lt;Orbit&gt;<br />  
&lt;AscendingCrossing&gt;FIRST_ASC_CROSS + 
192.35&lt;/AscendingCrossing&gt;<br />  
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# Action Expected Result Notes 
&lt;StartLat&gt;FIRST_EDGE&lt;/StartLat&gt;<br />  
&lt;StartDirection&gt;D if START_BLOCK between 19 and 162.  A 
otherwise&lt;/StartDirection&gt;<br />  
&lt;EndLat&gt;LAST_EDGE&lt;/EndLat&gt;<br />  &lt;EndDirection&gt; 
D if END_BLOCK between 19 and 162.  A 
otherwise&lt;/EndDirection&gt;<br />&lt;/Orbit&gt;<br /><br /># 
EQ_CROSS_LONG between -12.35 and 347.65<br />&lt;Orbit&gt;<br />  
&lt;AscendingCrossing&gt;FIRST_ASC_CROSS - 
167.65&lt;/AscendingCrossing&gt;<br />  
&lt;StartLat&gt;FIRST_EDGE&lt;/StartLat&gt;<br />  
&lt;StartDirection&gt;D if START_BLOCK between 19 and 162.  A 
otherwise&lt;/StartDirection&gt;<br />  
&lt;EndLat&gt;LAST_EDGE&lt;/EndLat&gt;<br />  &lt;EndDirection&gt; 
D if END_BLOCK between 19 and 162.  A 
otherwise&lt;/EndDirection&gt;<br />&lt;/Orbit&gt; 

54 <i>V-10 Verify that all granule metadata in the previous steps validates 
against https://api.echo.nasa.gov/ingest/schema/Granule.xsd</i> 

 #comment 

55 Verify each granule's exported metadata validates against the ECHO 10 
schema:<br /><br />xmllint --noout --schema Granule.xsd granule.xml<br 
/>or<br />/tools/common/test/BE_82_01/bin/echo10_validate_metadata g 
granule.xml 

  

56 <i>BE_82_01_AdditionalMetadataDescription.doc</i>  #comment 
57 <i>1.1.1.2.7 Backtrack orbit metadata (Granule &amp; Collection)</i>  #comment 
58 <i>ECHO provides the ability to perform backtrack orbit searches, provided 

that the proper metadata is provided for granules.  This metadata is mostly 
contained in ECS granule and collection metadata, but is not in the proper 
format.  It is either contained in the OrbitCalculatedSpatialDomain hierarchy, 
PSA values, or must be calculated from these values using standard rules 
and/or ancilliary files.  A number of groups have been established, each with 
different rules for generating granule and collection backtrack metadata.  
Each collection may be associated with one of these groups via the Collection 
Configuration database table.  Backtrack orbit metadata is not required.  
#Valid values for BackTrack Orbit Group are (values in parenthesis refer to 
alternative names used in legacy code.  We should use the more descriptive 
names below):<br /><br />    GLAS Quarter Orbit (AKA GLAS1)<br />    
GLAS Two Orbit (AKA GLAS2)<br />    GLAS 14 Orbit (AKA GLAS3)<br 
/>    AMSR-E (AKA AMSR1)<br />    AMSR-A (AKA AMSR2)<br />    
MISR (LARC)<br />    LPDAAC (This was used at one point but from what I 

 #comment 
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# Action Expected Result Notes 
can tell is no longer used.  Need to verify)</i> 

59 <i>The rules for each group are defined below, but first is a list of the 
variables that the rules reference, and where they are obtained from.<br /><br 
/>Values obtained from OrbitCalculatedSpatialDomainContainer<br 
/>FIRST_ASC_CROSS = the EquatorCrossingLongitude value of the 
OrbitCalculatedSpatialDomainContainer enclosure with the earliest 
EquatorCrossingTime.<br />SECOND_ASC_CROSS = the 
EquatorCrossingLongitude value of the 
OrbitCalculatedSpatialDomainContainer enclosure with the second earliest 
EquatorCrossingTime.<br /><br />Values obtained from PSAs<br /><br 
/>TRACK_SEGMENT = The value of the 'Track_Segment' PSA.<br 
/>START_BLOCK = The value of the 'SP_AM_MISR_StartBlock' PSA.<br 
/>END_BLOCK = The value of the 'SP_AM_MISR_EndBlock' PSA.<br 
/>ASC_DESC_FLAG = The value of the ‘AscendingDescendingFlg’ 
PSA.<br /><br />Values obtained from separate MISRBlockLat.xml file<br 
/>Format:<br />&lt;properties&gt;<br />  &lt;property&gt;<br />    
&lt;Block&gt;180&lt;/Block&gt;<br />    &lt;FirstEdge&gt;-
66.695034&lt;/FirstEdge&gt;<br />    &lt;LastEdge&gt;-
65.502984&lt;/LastEdge&gt;<br />  &lt;/property&gt;<br />…<br 
/>&lt;/properties&gt;<br /><br />FIRST_EDGE = The FirstEdge value of the 
property with Block = START_BLOCK<br />LAST_EDGE = The LastEdge 
value of the property with Block = END_BLOCK</i> 

 #comment 

60 <i>Group Rules:</i>  #comment 
61 <i>GLAS Quarter Orbit</i>  #comment 
62 <i>Collection:</i>  #comment 
63 <i>&lt;OrbitParameters&gt;<br />  

&lt;SwathWidth&gt;2.0&lt;/SwathWidth&gt;<br />  
&lt;Period&gt;96.7&lt;/Period&gt;<br />  
&lt;InclinationAngle&gt;94.0&lt;/InclinationAngle&gt;<br />  
&lt;NumberOfOrbits&gt;0.25&lt;/NumberOfOrbits&gt;<br />  
&lt;StartCircularLatitude&gt;50.0&lt;/StartCircularLatitude&gt;<br 
/>&lt;/OrbitParameters&gt;</i> 

 #comment 

64 <i>Granule:</i>  #comment 
65 <i>TRACK_SEGMENT = 1</i>  #comment 
66 <i>&lt;Orbit&gt;<br />  

&lt;AscendingCrossing&gt;FIRST_ASC_CROSS&lt;/AscendingCrossing&g
t;<br />  &lt;StartLat&gt;50.0&lt;/StartLat&gt;<br />  
&lt;StartDirection&gt;A&lt;/StartDirection&gt;<br />  

 #comment 
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# Action Expected Result Notes 
&lt;EndLat&gt;50.0&lt;/EndLat&gt;<br />  
&lt;EndDirection&gt;D&lt;/EndDirection&gt;<br />&lt;/Orbit&gt;</i> 

67 <i>TRACK_SEGMENT = 2</i>  #comment 
68 <i>&lt;Orbit&gt;<br />  

&lt;AscendingCrossing&gt;FIRST_ASC_CROSS&lt;/AscendingCrossing&g
t;<br />  &lt;StartLat&gt;50.0&lt;/StartLat&gt;<br />  
&lt;StartDirection&gt;D&lt;/StartDirection&gt;<br />  &lt;EndLat&gt;-
50.0&lt;/EndLat&gt;<br />  
&lt;EndDirection&gt;D&lt;/EndDirection&gt;<br />&lt;/Orbit&gt;</i> 

 #comment 

69 <i>TRACK_SEGMENT = 3</i>  #comment 
70 <i>&lt;Orbit&gt;<br />  

&lt;AscendingCrossing&gt;FIRST_ASC_CROSS&lt;/AscendingCrossing&g
t;<br />  &lt;StartLat&gt;-50.0&lt;/StartLat&gt;<br />  
&lt;StartDirection&gt;D&lt;/StartDirection&gt;<br />  &lt;EndLat&gt;-
50.0&lt;/EndLat&gt;<br />  
&lt;EndDirection&gt;A&lt;/EndDirection&gt;<br />&lt;/Orbit&gt;</i> 

 #comment 

71 <i>TRACK_SEGMENT = 4</i>  #comment 
72 <i>&lt;Orbit&gt;<br />  

&lt;AscendingCrossing&gt;SECOND_ASC_CROSS&lt;/AscendingCrossing
&gt;<br />  &lt;StartLat&gt;-50.0&lt;/StartLat&gt;<br />  
&lt;StartDirection&gt;A&lt;/StartDirection&gt;<br />  
&lt;EndLat&gt;50.0&lt;/EndLat&gt;<br />  
&lt;EndDirection&gt;A&lt;/EndDirection&gt;<br />&lt;/Orbit&gt;</i> 

 #comment 

73 <i>GLAS Two Orbit</i>  #comment 
74 <i>Collection:</i>  #comment 
75 <i>&lt;OrbitParameters&gt;<br />  

&lt;SwathWidth&gt;2.0&lt;/SwathWidth&gt;<br />  
&lt;Period&gt;96.7&lt;/Period&gt;<br />  
&lt;InclinationAngle&gt;94.0&lt;/InclinationAngle&gt;<br />  
&lt;NumberOfOrbits&gt;2.0&lt;/NumberOfOrbits&gt;<br />  
&lt;StartCircularLatitude&gt;50.0&lt;/StartCircularLatitude&gt;<br 
/>&lt;/OrbitParameters&gt;</i> 

 #comment 

76 <i>Granule:</i>  #comment 
77 <i>&lt;Orbit&gt;<br />  

&lt;AscendingCrossing&gt;FIRST_ASC_CROSS&lt;/AscendingCrossing&g
t;<br />  &lt;StartLat&gt;50.0&lt;/StartLat&gt;<br />  
&lt;StartDirection&gt;A&lt;/StartDirection&gt;<br />  

 #comment 
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# Action Expected Result Notes 
&lt;EndLat&gt;50.0&lt;/EndLat&gt;<br />  
&lt;EndDirection&gt;A&lt;/EndDirection&gt;<br />&lt;/Orbit&gt;</i> 

78 <i>GLAS 14 Orbit</i>  #comment 
79 <i>Collection:</i>  #comment 
80 <i>&lt;OrbitParameters&gt;<br />  

&lt;SwathWidth&gt;2.0&lt;/SwathWidth&gt;<br />  
&lt;Period&gt;96.7&lt;/Period&gt;<br />  
&lt;InclinationAngle&gt;94.0&lt;/InclinationAngle&gt;<br />  
&lt;NumberOfOrbits&gt;14.0&lt;/NumberOfOrbits&gt;<br />  
&lt;StartCircularLatitude&gt;50.0&lt;/StartCircularLatitude&gt;<br 
/>&lt;/OrbitParameters&gt;</i> 

 #comment 

81 <i>Granule:</i>  #comment 
82 <i>&lt;Orbit&gt;<br />  

&lt;AscendingCrossing&gt;FIRST_ASC_CROSS&lt;/AscendingCrossing&g
t;<br />  &lt;StartLat&gt;50.0&lt;/StartLat&gt;<br />  
&lt;StartDirection&gt;A&lt;/StartDirection&gt;<br />  
&lt;EndLat&gt;50.0&lt;/EndLat&gt;<br />  
&lt;EndDirection&gt;A&lt;/EndDirection&gt;<br />&lt;/Orbit&gt;</i> 

 #comment 

83 <i>AMSR-E</i>  #comment 
84 <i>Collection:</i>  #comment 
85 <i>&lt;OrbitParameters&gt;<br />  

&lt;SwathWidth&gt;1450.0&lt;/SwathWidth&gt;<br />  
&lt;Period&gt;98.88&lt;/Period&gt;<br />  
&lt;InclinationAngle&gt;98.15&lt;/InclinationAngle&gt;<br />  
&lt;NumberOfOrbits&gt;0.5&lt;/NumberOfOrbits&gt;<br />  
&lt;StartCircularLatitude&gt;-90.0&lt;/StartCircularLatitude&gt;<br 
/>&lt;/OrbitParameters&gt;</i> 

 #comment 

86 <i>Granule:</i>  #comment 
87 <i>ASC_DESC_FLAG = ‘Ascending’ or ‘ASCENDING’</i>  #comment 
88 <i>&lt;Orbit&gt;<br />  

&lt;AscendingCrossing&gt;FIRST_ASC_CROSS&lt;/AscendingCrossing&g
t;<br />  &lt;StartLat&gt;-81.8&lt;/StartLat&gt;<br />  
&lt;StartDirection&gt;A&lt;/StartDirection&gt;<br />  
&lt;EndLat&gt;81.8&lt;/EndLat&gt;<br />  
&lt;EndDirection&gt;A&lt;/EndDirection&gt;<br />&lt;/Orbit&gt;</i> 

 #comment 

89 <i>ASC_DESC_FLAG = ‘Descending’</i>  #comment 
90 <i>&lt;Orbit&gt;<br />  &lt;AscendingCrossing&gt;FIRST_ASC_CROSS -  #comment 
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# Action Expected Result Notes 
167.64&lt;/AscendingCrossing&gt;<br />  
&lt;StartLat&gt;81.8&lt;/StartLat&gt;<br />  
&lt;StartDirection&gt;D&lt;/StartDirection&gt;<br />  &lt;EndLat&gt;-
81.8&lt;/EndLat&gt;<br />  
&lt;EndDirection&gt;D&lt;/EndDirection&gt;<br />&lt;/Orbit&gt;</i> 

91 <i>AMSR-A</i>  #comment 
92 <i>Collection:</i>  #comment 
93 <i>&lt;OrbitParameters&gt;<br />  

&lt;SwathWidth&gt;1600.0&lt;/SwathWidth&gt;<br />  
&lt;Period&gt;101.0&lt;/Period&gt;<br />  
&lt;InclinationAngle&gt;98.62&lt;/InclinationAngle&gt;<br />  
&lt;NumberOfOrbits&gt;0.5&lt;/NumberOfOrbits&gt;<br />  
&lt;StartCircularLatitude&gt;-90.0&lt;/StartCircularLatitude&gt;<br 
/>&lt;/OrbitParameters&gt;</i> 

 #comment 

94 <i>Granule:</i>  #comment 
95 <i>ASC_DESC_FLAG = ‘Ascending’ or ‘ASCENDING’</i>  #comment 
96 <i>&lt;Orbit&gt;<br />  

&lt;AscendingCrossing&gt;FIRST_ASC_CROSS&lt;/AscendingCrossing&g
t;<br />  &lt;StartLat&gt;-81.8&lt;/StartLat&gt;<br />  
&lt;StartDirection&gt;A&lt;/StartDirection&gt;<br />  
&lt;EndLat&gt;81.8&lt;/EndLat&gt;<br />  
&lt;EndDirection&gt;A&lt;/EndDirection&gt;<br />&lt;/Orbit&gt;</i> 

 #comment 

97 <i>ASC_DESC_FLAG = ‘Descending’ or ‘DESCENDING’</i>  #comment 
98 <i>&lt;Orbit&gt;<br />  &lt;AscendingCrossing&gt;FIRST_ASC_CROSS - 

167.375&lt;/AscendingCrossing&gt;<br />  
&lt;StartLat&gt;81.8&lt;/StartLat&gt;<br />  
&lt;StartDirection&gt;D&lt;/StartDirection&gt;<br />  &lt;EndLat&gt;-
81.8&lt;/EndLat&gt;<br />  
&lt;EndDirection&gt;D&lt;/EndDirection&gt;<br />&lt;/Orbit&gt;</i> 

 #comment 

99 <i>MISR</i>  #comment 
100 <i>Collection:</i>  #comment 
101 <i>&lt;OrbitParameters&gt;<br />  

&lt;SwathWidth&gt;400.0&lt;/SwathWidth&gt;<br />  
&lt;Period&gt;98.88&lt;/Period&gt;<br />  
&lt;InclinationAngle&gt;98.3&lt;/InclinationAngle&gt;<br />  
&lt;NumberOfOrbits&gt;1.0&lt;/NumberOfOrbits&gt;<br />  
&lt;StartCircularLatitude /&gt;<br />&lt;/OrbitParameters&gt;</i> 

 #comment 
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# Action Expected Result Notes 
102 <i>Granule:</i>  #comment 
103 <i>EQ_CROSS_LONG &gt; 347.65</i>  #comment 
104 <i>&lt;Orbit&gt;<br />  &lt;AscendingCrossing&gt;FIRST_ASC_CROSS - 

527.65&lt;/AscendingCrossing&gt;<br />  
&lt;StartLat&gt;FIRST_EDGE&lt;/StartLat&gt;<br />  
&lt;StartDirection&gt;D if START_BLOCK between 19 and 162.  A 
otherwise&lt;/StartDirection&gt;<br />  
&lt;EndLat&gt;LAST_EDGE&lt;/EndLat&gt;<br />  &lt;EndDirection&gt; 
D if END_BLOCK between 19 and 162.  A otherwise 
&lt;/EndDirection&gt;<br />&lt;/Orbit&gt;</i> 

 #comment 

105 <i>EQ_CROSS_LONG &lt; -12.35</i>  #comment 
106 <i>&lt;Orbit&gt;<br />  &lt;AscendingCrossing&gt;FIRST_ASC_CROSS + 

192.35&lt;/AscendingCrossing&gt;<br />  
&lt;StartLat&gt;FIRST_EDGE&lt;/StartLat&gt;<br />  
&lt;StartDirection&gt;D if START_BLOCK between 19 and 162.  A 
otherwise&lt;/StartDirection&gt;<br />  
&lt;EndLat&gt;LAST_EDGE&lt;/EndLat&gt;<br />  &lt;EndDirection&gt; 
D if END_BLOCK between 19 and 162.  A otherwise 
&lt;/EndDirection&gt;<br />&lt;/Orbit&gt;</i> 

 #comment 

107 <i>EQ_CROSS_LONG betweem -12.35 and 347.65</i>  #comment 
108 <i>&lt;Orbit&gt;<br />  &lt;AscendingCrossing&gt;FIRST_ASC_CROSS - 

167.65&lt;/AscendingCrossing&gt;<br />  
&lt;StartLat&gt;FIRST_EDGE&lt;/StartLat&gt;<br />  
&lt;StartDirection&gt;D if START_BLOCK between 19 and 162.  A 
otherwise&lt;/StartDirection&gt;<br />  
&lt;EndLat&gt;LAST_EDGE&lt;/EndLat&gt;<br />  &lt;EndDirection&gt; 
D if END_BLOCK between 19 and 162.  A otherwise 
&lt;/EndDirection&gt;<br />&lt;/Orbit&gt;</i> 

 #comment 

109 <i>LPDAAC</i>  #comment 
110 <i>Collection:</i>  #comment 
111 <i>&lt;OrbitParameters&gt;<br />  

&lt;SwathWidth&gt;1450.0&lt;/SwathWidth&gt;<br />  
&lt;Period&gt;98.88&lt;/Period&gt;<br />  
&lt;InclinationAngle&gt;98.15&lt;/InclinationAngle&gt;<br />  
&lt;NumberOfOrbits&gt;1.0&lt;/NumberOfOrbits&gt;<br />  
&lt;StartCircularLatitude /&gt;<br />&lt;/OrbitParameters&gt;</i> 

 #comment 

112 <i>Granule:</i>  #comment 
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# Action Expected Result Notes 
113 <i>NO ORBIT METADATA</i>  #comment 

 
 
TEST DATA: 
 
 
 
 
 
 
 
 
 
 
 
 
 

Cri
t id 

Cri
t 
ccr 
no 

Test Data 
Descripti
on 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requireme
nts 

Size 
Requireme
nts 

Data Location 
Readine
ss Status 

50 
S-
1 

    

AE_Land.002 
 
AMSR-
L1A.002 
 
GLAH06.033 
 
GLAH07.033 
 
GLAH08.033 
 
MB2LME.00
2 

One granule for each 
of the backtrack 
types. 

6 granules   /sotestdata/DROP_802/BE_82_01/Criteria/050/050_1   

50 
S-

    
MOD10A1.00
5 

One granule with no 
backtrack type. 

1 granule   /sotestdata/DROP_802/BE_82_01/Criteria/050/050_2   



 

1828 
 

Cri
t id 

Cri
t 
ccr 
no 

Test Data 
Descripti
on 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requireme
nts 

Size 
Requireme
nts 

Data Location 
Readine
ss Status 

2 

50 
S-
3 

  gS 
MOD10A2.00
5 

TwoDCoordinateSyst
em = 'MODIS Tile 
SIN' 

1 granule   
/sotestdata/DROP_802/BE_82_01/Criteria/050/050_3/MOD1
0A2.005 

  

50 
S-
3 

  gE 
MOD29P1D.0
05 

TwoDCoordinateSyst
em = 'MODIS Tile 
EASE' 

1 granule   
/sotestdata/DROP_802/BE_82_01/Criteria/050/050_3/MOD2
9P1D.005 

  

50 
S-
3 

  gM 
MB2LMT.00
2 

TwoDCoordinateSyst
em = 'MISR' 

1 granule   
/sotestdata/DROP_802/BE_82_01/Criteria/050/050_3/MB2L
MT.002 

  

50 
S-
4 

      
One granule with no 
TwoDCoordinateSyst
em. 

1 granule   /sotestdata/DROP_802/BE_82_01/Criteria/050/050_4   

50 
S-
5 

      
One granule with 
Product Specific 
Attributes. 

    /sotestdata/DROP_802/BE_82_01/Criteria/050/050_5   

50 
S-
6 

      
One granule whose 
cloud cover comes 
from core metadata. 

    /sotestdata/DROP_802/BE_82_01/Criteria/050/050_6   

50 
S-
7 

      
One granule whose 
cloud cover comes 
from a PSA. 

    /sotestdata/DROP_802/BE_82_01/Criteria/050/050_7   

50 
S-
8 

      
One granule with no 
cloud cover source. 

    /sotestdata/DROP_802/BE_82_01/Criteria/050/050_8   

50 
S-
9 

      
One granule 
whose cloud 
cover source 

    /sotestdata/DROP_802/BE_82_01/Criteria/050/050_9   
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Cri
t id 

Cri
t 
ccr 
no 

Test Data 
Descripti
on 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requireme
nts 

Size 
Requireme
nts 

Data Location 
Readine
ss Status 

location (core 
metadata or 
PSA) is invalid. 

 
EXPECTED RESULTS: 
 
 
 
 
 
 
 
 
 
 
 

   V  50  1  Verify that the granule metadata generated in S-1 contains a Spatial/HorizontalSpatialDomain/Orbit element which is 
populated according to the rules for the back track metadata type associated with the collection.  See the document 
BE_82_01_AdditionalMetadataDescription.doc for a detailed outline of the backtrack metadata.  

      

   V  50  2  Verify that the granule metadata generated in S-2 does not contain a Spatial/HorizontalSpatialDomain/Orbit element.        

   V  50  3  Verify that the granule metadata generated in S-3 contains a TwoDCoordinateSystem element which is populated according 
to the rules for the TwoDCoordinateSystem type associated with the collection.  See the document 
BE_82_01_AdditionalMetadataDescription.doc for a detailed outline of TwoDCoordinateSystem metadata.  

      

   V  50  4  Verify that the granule metadata generated in S-4 does not contain a TwoDCoordinateSystem element.        

   V  50  5  Verify that the granule metadata generated in S-5 contains an AdditionalAttributes/AdditionalAttribute element for each 
Product Specific Attribute (PSA) in the original granule metadata, and that all information in the PSA is also conveyed in the 
Additional Attribute.  
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   V  50  6  Verify that the granule metadata generated in S-6 contains a CloudCover element populated with the value from the specified 
core metadata element of the native metadata.  

      

   V  50  7  Verify that the granule metadata generated in S-7 contains a CloudCover element populated with the value from the specified 
PSA element of the native metadata.  

      

   V  50  8  Verify that the granule metadata generated in S-8 contains no CloudCover element.        

   V  50  9  Verify that the granule metadata generated in S-9 contains no CloudCover element, and that an error message is printed in the 
BMGT log indicating that there was an error obtaining cloud cover metadata for the granule.  

      

   V  50  10  Verify that all granule metadata in the previous steps validates againsthttps://api.echo.nasa.gov/ingest/schema/Granule.xsd       

 

587 DATAPOOL URLS[S-3] PUBLISH, UNPUBLISH, DELETE (ECS-ECSTC-2997) 

DESCRIPTION: 
 
 
 
 
 
 
 

   S  60  1  [Datapool URLs] Find a collection which is enabled for collection and granule export.        

   S  60  2  Stop the BMGT servers.        

   S  60  3  For the collection identified in S-1:  
 

a. Publish a granule, and then delete it.  
 

b. Publish another granule, and then unpublish it.  
 

      

   S  60  4  Bring up BMGT.        
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   S  60  5  For the collection identified in S-1:  
 

5. Publish a granule.  
 

6. Unpublish another granule.  
 

      

   S  60  6  Perform the following Online Archive repair functions:  
 

4. Execute EcDlCleanupGranules on a public granule.  
 

5. Execute EcDlCleanupGranules on a browse granule linked to a public granule.  
 

6. Execute EcDlCleanupGranules on a QA granule linked to a public granule.  
 

7. Execute EcDlCleanupGranules on a PH granule linked to a public granule.  
 

8. Execute EcDlCleanupGranules on a HDF MAP granule linked to a public granule.  
 

      

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-conditions</i>  #comment 
2 <i>Use /tools/common/test/BE_82_01/bin/xpath to search for XML 

elements.</i> 
 #comment 

3 Ensure BMGT configuration is complete and correct (config files, properties 
files, database settings, etc.). 

  

4 Ensure a PostgreSQL prompt is available and connected to the ecs 
database:<br /><br />/tools/postgres/current32/bin/psql -U ${USERNAME} -
h f4dbl03 -d ecs<br />select public.set_search_path('AIM', '${MODE}');<br 
/>show search_path; 

Should list the schemas installed in the 
mode.<br />Should include 
'aim_${MODE}'. 

 

5 Ensure the test collection is installed. E.g., the DPL Ingest GUI shows it as 
configured datatypes. 

  

6 Ensure the test collection is enabled for collection and granule export:<br 
/><br />select collectionexportflag, granuleexportflag<br />from 
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# Action Expected Result Notes 
bg_collection_configuration<br />where shortname = ${SHORTNAME}<br 
/>and versionid = ${VERSIONID}<br /><br />If both flags are not 'Y', set 
them:<br /><br />update bg_collection_configuration<br />set 
collectionexportflag = 'Y',<br />granuleexportflag = 'Y'<br />where 
shortname = ${SHORTNAME}<br />and versionid = ${VERSIONID}<br 
/><br />If the collection was enabled for export in this step, wait for it and its 
granules to be exported. 

7 Ensure ECHO has the test collection's metadata:<br /><br />curl -k -H Echo-
Token:${TOKEN} https://testbed.echo.nasa.gov/catalog-
rest/providers/${PROVIDERID}/${URL_ENCODED_DATASETID}<br 
/><br />If ECHO is missing the collection, export it:<br /><br 
/>EcBmBMGTManualStart ${MODE} --metc --collections 
${SHORTNAME}.${VERSIONID} 

  

8 Ensure granules g1, g2, and g3 are in the hidden data pool (publishtime is 
null):<br /><br />select shortname, versionid, granuleid, publishtime<br 
/>from amgranule<br />where granuleid in (${g1_GRANULEID}, 
${g2_GRANULEID}, ${g3_GRANULEID})<br /><br />If needed, 
unpublish the granules:<br />EcDlUnpublishStart.pl -mode $MODE -g 
${g1_GRANULEID},${g2_GRANULEID},${g3_GRANULEID} 

  

9 Ensure granule g4 is in the public data pool (publishtime is non-null):<br 
/><br />select shortname, versionid, granuleid, publishtime<br />from 
amgranule<br />where granuleid = ${g4_GRANULEID}<br /><br />If 
needed, publish the granule:<br />EcDlPublishStart $MODE -ecs -g 
${g4_GRANULEID} 

  

10 Ensure ECHO has the test granules' metadata. For each of g1, g2, g3, g4,<br 
/><br />curl -k -H Echo-Token:${TOKEN} 
https://testbed.echo.nasa.gov/catalog-
rest/providers/${PROVIDERID}/granules/${URL_ENCODED_GEOID}<br 
/><br />If ECHO is missing the granules, export them:<br /><br 
/>EcBmBMGTManualStart ${MODE} --metg --granules 
${g1_GRANULEID},${g2_GRANULEID},${g4_GRANULEID},${g4_GR
ANULEID} 

  

11 Ensure a mock ECHO or TCP proxy is capturing BMGT traffic.   
12 <i>Setup</i>  #comment 
13 <i>S-1 Find a collection which is enabled for collection and granule 

export.</i> 
 #comment 

14 <i>Done in preconditions.</i>  #comment 
15 <i>S-2 Stop the BMGT servers.</i>  #comment 
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# Action Expected Result Notes 
16 Stop BMGT:<br /><br />EcBmBMGTAppStop $MODE   
17 <i>S-3 For the collection identified in S-1:<br />    a. Publish a granule, and 

then delete it.<br />    b. Publish another granule, and then unpublish it.</i> 
 #comment 

18 Publish granules g1 and g2:<br /><br />EcDlPublishUtilityStart ${MODE} -
ecs -g ${g1_GRANULEID},${g2_GRANULEID} 

  

19 Delete granule g1:<br /><br />Create a geoid file for g1:<br 
/>SC:${ShortName}.${VersionId}:${GranuleId}<br /><br 
/>EcDsBulkDelete.pl -mode ${MODE} -physical -geodfile 
/path/to/geoid_file 

  

20 Unpublish granule g2:<br /><br />EcDlUnpublishStart.pl -mode ${MODE} -
g ${g2_GRANULEID} 

  

21 <i>S-4 Bring up BMGT.</i>  #comment 
22 Note the current time as t0.   
23 Start BMGT:<br /><br />EcBmBMGTAppStart $MODE   
24 <i>S-5 For the collection identified in S-1:<br />    a. Publish a granule.<br />   

b. Unpublish another granule.</i> 
 #comment 

25 Publish g3:<br /><br />EcDlPublishUtilityStart ${MODE} -ecs -g 
${g3_GRANULEID} 

  

26 Unpublish g4:<br /><br />EcDlUnpublishStart.pl -mode ${MODE} -g 
${g4_GRANULEID} 

  

27 <i>Verification</i>  #comment 
28 <i>V-1 Verify that for S-3, subclause a, an HTTP DELETE is exported.</i>  #comment 
29 Verify the TCP proxy log indicates a DELETE was sent for granule g1 after 

time t0. 
  

30 <i>V-2 Verify that for S-3, subclause b, granule metadata is exported, but 
contains no online access or online resource URLs.</i> 

 #comment 

31 Verify the TCP log shows a PUT was sent for granule g2 after time t0.   
32 Save the body of granule g2's PUT request to an XML file g2.xml.   
33 Verify granule g2's exported metadata contains no online access URLs:<br 

/><br />xpath '//OnlineAccessURL' g2.xml 
  

34 Verify granule g2's exported metadata contains no online resource URLs:<br 
/><br />xpath '//OnlineResource/URL' g2.xml 

  

35 <i>V-3 Verify that for S-5, subclause a, full granule metadata is exported, 
including online access and online resource URLs.</i> 

 #comment 

36 Verify the TCP log shows a PUT was sent for granule g3 after time t0.   
37 Save the body of granule g3's PUT request to an XML file g3.xml.   
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# Action Expected Result Notes 
38 Verify g3's exported XML contains one or more online access URLs:<br 

/><br />xpath '//OnlineAccessURL/URL' granule.xml 
  

39 Verify g3's exported XML contains one or more online resource URLs:<br 
/><br />xpath '//OnlineResource/URL' granule.xml 

  

40 <i>V-4 Verify that for S-5, subclause b, granule metadata is exported, but 
contains no online access or online resource URLs.</i> 

 #comment 

41 Verify the TCP log shows a PUT was sent for granule g4 after time t0.   
42 Save the body of granule g4's PUT request to an XML file g4.xml.   
43 Verify granule g4's exported metadata contains no online access URLs:<br 

/><br />xpath '//OnlineAccessURL' g4.xml 
  

44 Verify granule g4's exported metadata contains no online resource URLs:<br 
/><br />xpath '//OnlineResource/URL' g4.xml 

  

 
 
TEST DATA: 
 
 
 
 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

60 
S-3, 
S-5 

    MOP03N.005 

3 granules belonging 
to a collection not 
configured to be 
public on ingest. 

    /sotestdata/DROP_802/BE_82_01/Criteria/060   

60 
S-5, 
S-6 

    
MOP03N.005 
 
AE_DySno.002 

3 granules belonging 
to a collection 
configured to be 
public on ingest. 

    /sotestdata/DROP_802/BE_82_01/Criteria/060   

60 
S-6c 

    AE_DySno.002 
1 public granule 
with an associated 

    /sotestdata/DROP_802/BE_82_01/Criteria/060   
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Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

browse granule 

60 
S-6d 

    AE_DySno.002 
1 public granule 
with an associated 
QA granule 

    /sotestdata/DROP_802/BE_82_01/Criteria/060   

60 
S-6e 

    AE_DySno.002 
1 public granule 
with an associated 
PH granule 

    /sotestdata/DROP_802/BE_82_01/Criteria/060   

 
EXPECTED RESULTS: 
 
 
 
 
 
 

   V  60  1  Verify that for S-3, subclause a, an HTTP DELETE is exported.        

   V  60  2  Verify that for S-3, subclause b, granule metadata is exported, but contains no online access or online resource URLs.        

   V  60  3  Verify that for S-5, subclause a, full granule metadata is exported, including online access and online resource URLs.        

   V  60  4  Verify that for S-5, subclause b, granule metadata is exported, but contains no online access or online resource URLs.        

   V  60  5  Verify that each of the operations in S-6 results in the export of granule metadata for the associated science granule 
containing updated URLs reflecting the modifications made by EcDlCleanupGranules.  

      

 

588 NOMINAL GRANULE EXPORT[S-1]: MANUAL EXPORT (ECS-ECSTC-2998) 

DESCRIPTION: 
 
 
 



 

1836 
 

  S 40 1 [Nominal Granule Export] Find two collections with ECS metadata and which share the same short name, but 
have different version IDs.  Ensure that both collections are enabled for collection and granule export.  Request the 
manual export of granule metadata for all granules in one of these collections. 

    

  S 40 2 For one of the collections in S-1 (or another collection which has ECS metadata, and is enabled for collection and 
granule export): 
 
a)     Ingest a new granule into the ECS inventory.  
 
b)     Logically delete a granule from the ECS inventory.  
 
c)     Physically delete a granule from the ECS inventory.  
 
d)     DFA a granule.  
 
e)     Hide a granule.  
 
f)      Restrict a granule.  
 
g)     Unrestrict a granule.  
 
h)     Perform a QAUpdate on a granule.  
 
i)      Publish a granule in the datapool.  
 
j)      Unpublish a granule in the datapool.  
 
k)     Link a granule to a browse granule.  
 
l)      Unlink a granule from a browse granule.  
 
m)   Change the collection to which a granule belongs.  
 
n)     Move a collection.  
 
o)     Perform XML replacement on a granule. 
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PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure BMGT configuration is current and correct (config files, properties 

files, database settings, etc.). 
  

3 Ensure a PostgreSQL prompt is available and connected to the ecs database. 
E.g.,<br /><br />/tools/postgres/current32/bin/psql -U $USERNAME -h 
f4dbl03 -d ecs<br />select public.set_search_path('AIM', $MODE);<br 
/>show search_path; 

Should list the schemas installed in the 
mode.<br />Should include 
'aim_&lt;MODE&gt;' 

 

4 Ensure test data is available 
/sotestdata/DROP_802/BE_82_01/Criteria/040/040_1. 

  

5 Ensure a local copy of the ECHO 10 schema files is available for metadata 
validation. 

  

6 Ensure a mock ECHO or TCP proxy is capturing BMGT traffic.   
7 <i>Setup</i>  #comment 
8 <i>S-1 [Nominal Granule Export]<br />Find two collections with ECS 

metadata and which share the same short name, but have different version 
IDs.<br />Ensure that both collections are enabled for collection and granule 
export.<br />Request the manual export of granule metadata for all granules 
in one of these collections.</i> 

 #comment 

9 Ensure collections C1 and C2 have same short name but different version 
IDs. 

  

10 Ensure collections C1 and C2 are installed (e.g,. the DPL Ingest GUI shows 
C1 and C2 as configured datatypes). 

  

11 Ensure test granules exist in AIM for each of collections C1 and C2:<br 
/><br />select shortname, versionid, granuleid<br />from amgranule<br 
/>where shortname = '&lt;C1_SHORTNAME&gt;'<br />and versionid in 
(&lt;C1_VERSIONID&gt;, &lt;C2_VERSIONID&gt;) 

  

12 Ensure collections C1 and C2 are enabled for collection and granule 
export.<br /><br />select shortname, versionid, granuleexportflag , 
collectionexportflag<br />from bg_collection_configuration<br />where 
shortname = '&lt;C1_SHORTNAME&gt;'<br />and versionid in 
(&lt;C1_VERSIONID&gt;, &lt;C2_VERSIONID&gt;) 

They should be set to 'Y'.  

13 Request the manual export of granule metadata for all granules in collection 
C1.<br /><br />EcBmBMGTManualStart &lt;MODE&gt; --metg --
collections &lt;C1_SHORTNAME&gt;.&lt;C1_VERSIONID&gt; 
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# Action Expected Result Notes 
14 <i>V-1 Verify that the manual export in S-1 results in multiple HTTP PUT 

requests containing the full granule metadata for each granule in the 
requested collection (but no granules belonging to other collections sharing a 
short name but with a different version ID).</i> 

 #comment 

15 Verify that the collection and granules exported successfully.<br />Check 
bg_export_error table 

  

16 Verify that the TCP proxy log indicates manual export in S-1 results in 
multiple HTTP PUT requests containing the full granule metadata for each 
granule in the requested collection C1. 

  

17 Verify that the TCP proxy log shows no HTTP PUT requests for granules 
belonging to collection C2. 

  

18 <i>V-4  Verify that the metadata exported in S-1 and S-2, except S-2 
subclauses b – d, validates against the ECHO granule metadata schema 
(https://api.echo.nasa.gov/ingest/schema/Granule.xsd).</i> 

 #comment 

19 Verify that the metadata exported in S-1 validates against the ECHO granule 
metadata schema (https://api.echo.nasa.gov/ingest/schema/Granule.xsd).<br 
/>xmllint --noout -s Granule.xsd granule.xml<br />or<br 
/>/tools/common/test/BE_82_01/bin/echo10_validate_metadata g 
granule.xml 

  

20 <i>V-5 Verify that the metadata exported in S-1 and S-2, except S-2 
subclauses b – d has the following elements: <br />    a) Visible = true <br />    
b) Orderable = true <br />    c) InsertTime = The insert time of the granule 
recorded in the AIM database. <br />    d) LastUpdate = The last update time 
of the granule recorded in the AIM database</i> 

 #comment 

21 <i>Verify that the metadata exported has the following elements, using an 
xpath utilty, such as /tools/common/test/BE_82_01/bin/xpath.</i> 

 #comment 

22 a) Visible = true<br /><br />xpath /Granule/Visible granule.xml Should return<br 
/>&lt;Visible&gt;true&lt;/Visible&gt; 

 

23 b) Orderable = true<br /><br />xpath /Granule/Orderable granule.xml Should return <br 
/>&lt;Orderable&gt;true&lt;/Orderabl
e&gt; 

 

24 c) InsertTime = The insert time of the granule recorded in the AIM 
database<br /><br />xpath /Granule/InsertTime granule.xml 

Should return<br /><br 
/>&lt;InsertTime&gt;&lt;YYYY-MM-
DDTHH:mm:SSZ&lt;/InsertTime&gt;
<br /><br />where the date time string 
return is equal to what is returned 
from the query to the database<br 
/><br />select archivetime<br />from 
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# Action Expected Result Notes 
amgranule<br />where granuleid = 
&lt;granuleid&gt;; 

25 d) LastUpdate = The last update time of the granule recorded in the AIM 
database.<br /><br />xpath /Granule/LastUpdate granule.xml 

Should return<br /><br 
/>&lt;LastUpdate&gt;&lt;YYYY-
MM-
DDTHH:mm:SSZ&lt;/LastUpdate&gt
;<br /><br />where the date time 
string returned is equal to what is 
returned from the query<br /><br 
/>select lastupdate<br />from 
amgranule<br />where granuleid = 
&lt;granuleid&gt;; 

 

 
 
TEST DATA: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Cri
t id 

Cri
t 
ccr 
no 

Test Data 
Descriptio
n 

Data Type 
Requirement
s 

Metadata 
Requirement
s 

Volume 
Requirement
s 

Size 
Requirement
s 

Data Location 
Readines
s Status 
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Cri
t id 

Cri
t 
ccr 
no 

Test Data 
Descriptio
n 

Data Type 
Requirement
s 

Metadata 
Requirement
s 

Volume 
Requirement
s 

Size 
Requirement
s 

Data Location 
Readines
s Status 

40-
S1 

  
test manual 
export of 
granules 

2 Collections 
with same 
shortname, 
different 
versionids 
(C1, C2) and 
multiple 
science 
granules 

NISE.002 
 
NISE.004 

    

/sotestdata/DROP_802/BE_82_01/Criteria/040/040_1/NISE.00
2 
 
/sotestdata/DROP_802/BE_82_01/Criteria/040/040_1/NISE.00
4 

  

40 
S-2 
a 

    
1 granule to 
ingest (g1) 

MYD14.005     /sotestdata/DROP_802/BE_82_01/Criteria/040/040_2_A   

40 
S-2 
b 

    
1 granule to 
logically 
delete (g2) 

MYD14.005     /sotestdata/DROP_802/BE_82_01/Criteria/040/040_2_B   

40 
S-2 
c 

    
1 granule to 
physically 
delete (g3) 

MYD14.005     /sotestdata/DROP_802/BE_82_01/Criteria/040/040_2_C   

40 
S-2 
d 

    
1 granule to 
DFA (g4) 

MYD14.005     /sotestdata/DROP_802/BE_82_01/Criteria/040/040_2_D    

40 
S-2 
e 

    
1 granule to 
hide (g5) 

MYD14.005     /sotestdata/DROP_802/BE_82_01/Criteria/040/040_2_E   

40 
S-2 
f 

    
1 granule to 
restrict (g6) 

MYD14.005     /sotestdata/DROP_802/BE_82_01/Criteria/040/040_2_F   

40 
S-2 
g 

    
1 granule to 
unrestrict 
(g7) 

MYD14.005     /sotestdata/DROP_802/BE_82_01/Criteria/040/040_2_G   
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Cri
t id 

Cri
t 
ccr 
no 

Test Data 
Descriptio
n 

Data Type 
Requirement
s 

Metadata 
Requirement
s 

Volume 
Requirement
s 

Size 
Requirement
s 

Data Location 
Readines
s Status 

40 
S-2 
h 

  
Science 
QA Flag 
update 

1 science 
granule with 
a measured 
parameter 
which can be 
updated (g8) 

MYD14.005     /sotestdata/DROP_802/BE_82_01/Criteria/040/040_2_H   

40 
S-2 
i 

    
1 granule 
publish (g9) 

MYD14.005     /sotestdata/DROP_802/BE_82_01/Criteria/040/040_2_I   

40 
S-2 
j 

    
1 granule to 
unpublish 
(g10) 

MYD14.005     /sotestdata/DROP_802/BE_82_01/Criteria/040/040_2_J   

40 
S-2 
k 

    

1 granule 
(g11) 
 
  
 
1 browse 
(b1) with a 
linkage file 
to link it to 
granule g11 

1 science 
granule and 
browse 
granule or 1 
browse 
granule 
linkage file 
for an 
existing 
science 
granule 

    /sotestdata/DROP_802/BE_82_01/Criteria/040/040_2_K   

40 
S-2 
l 

    

1 granule 
(g12) with an 
associated 
browse (b2) 
to be 
unlinked 

1 browse 
granule 
linked to a 
science 
granule 
 
1 browse 
granule 
linked to a 
different 

    /sotestdata/DROP_802/BE_82_01/Criteria/040/040_2_L   
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Cri
t id 

Cri
t 
ccr 
no 

Test Data 
Descriptio
n 

Data Type 
Requirement
s 

Metadata 
Requirement
s 

Volume 
Requirement
s 

Size 
Requirement
s 

Data Location 
Readines
s Status 

science 
granule 

40 
S-2 
m 

  OBE 

Move 
granule from 
one 
collection to 
another 

2 collections 
with science 
granules 

    OBE   

40 
S-2 
n 

    

1 granule 
(g13) in a 
collection to 
move to a 
different 
filesystem 

MYD14.005     /sotestdata/DROP_802/BE_82_01/Criteria/040/040_2_N   

40 
S-2 
o 

    

1 granule 
(g14) to 
undergo 
XML 
replacement 

MYD14.005     /sotestdata/DROP_802/BE_82_01/Criteria/040/040_2_O   

 
EXPECTED RESULTS: 
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   V  40  1  Verify that the manual export in S-1 results in multiple HTTP PUT requests containing the full granule metadata for each 
granule in the requested collection (but no granules belonging to other collections sharing a short name but with a 
different version ID).    

      

   V  40  2  Verify that the operations in S-2, except subclauses b – d each result in the export of a single HTTP PUT containing the 
full granule metadata.  

      

   V  40  3  Verify that the operations in S-2 subclauses b – d each result in the export of a single HTTP DELETE, with the ID of the 
granule in the URL, but containing no granule metadata in the request body.  

      

   V  40  4  Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b – d, validates against the ECHO granule 
metadata schema (https://api.echo.nasa.gov/ingest/schema/Granule.xsd).  

      

   V  40  5  Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b – d has the following elements:  
 
a)     Visible = true  
 
b)     Orderable = false  
 
c)     InsertTime = The insert time of the granule recorded in the AIM database.  
 
d)     LastUpdate = The last update time of the granule recorded in the AIM database  

      

   V  40  6  Verify that the metadata generated by the action in S-2 subclause e contains a Restriction Flag value of 255.        

   V  40  7  Verify that the metadata generated by the action in S-2 subclause f contains the restriction flag value that was set in the 
database for that granule.  

      

   V  40  8  Verify that the metadata generated by the action in S-2 subclause g (and any other subclauses for which the affected 
granule did not have a restriction flag set) the restriction flag element is absent.  

      

   V  40  9  Verify that the metadata generated by the action in S-2 subclause h contains the QA values reflecting the update which 
was performed.  
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   V  40  10  Verify that the metadata generated by the action in S-2 subclause i contains URLs for the science and metadata files, as 
well as any other ancillary files (e.g. browse) associated with the affected granule.  

      

   V  40  11  Verify that the metadata generated by the action in S-2 subclause j contains no datapool URLs.        

   V  40  12  Verify that the metadata generated by the action in S-2 subclause k contains a browse linkage URL, in addition to any 
datapool URLs.  

      

   V  40  13  Verify that the metadata generated by the action in S-2 subclause l contains no browse linkage URLs.        

   V  40  14  Verify that the metadata generated by the action in S-2 subclause m contains a reference to the newly assigned collection.        

   V  40  15  Verify that the action performed in S-2 subclause n results in the export of full granule metadata for every granule in the 
collection affected.  

      

   V  40  16  Verify that the metadata generated by the action in S-2 subclause o contains XML reflecting the replacement which was 
performed.  

      

 

589 NOMINAL GRANULE EXPORT[S-2A]: AUTOMATIC EXPORT: INGEST GRANULE (ECS-
ECSTC-2999) 

DESCRIPTION: 
 
 
 

  S 40 1 [Nominal Granule Export] Find two collections with ECS metadata and which share the same short name, but 
have different version IDs.  Ensure that both collections are enabled for collection and granule export.  Request the 
manual export of granule metadata for all granules in one of these collections. 

    

  S 40 2 For one of the collections in S-1 (or another collection which has ECS metadata, and is enabled for collection and 
granule export): 
 
a)     Ingest a new granule into the ECS inventory.  
 
b)     Logically delete a granule from the ECS inventory.  

    



 

1845 
 

 
c)     Physically delete a granule from the ECS inventory.  
 
d)     DFA a granule.  
 
e)     Hide a granule.  
 
f)      Restrict a granule.  
 
g)     Unrestrict a granule.  
 
h)     Perform a QAUpdate on a granule.  
 
i)      Publish a granule in the datapool.  
 
j)      Unpublish a granule in the datapool.  
 
k)     Link a granule to a browse granule.  
 
l)      Unlink a granule from a browse granule.  
 
m)   Change the collection to which a granule belongs.  
 
n)     Move a collection.  
 
o)     Perform XML replacement on a granule. 

  
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure granule g1's collection is installed. E.g., the DPL Ingest GUI shows 

the collection as a configured datatype. 
  

3 Ensure the DPL Ingest GUI shows granule g1's collection is configured to be 
public on ingest. 

  

4 Ensure granule g1's collection is enabled for collection and granule   
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# Action Expected Result Notes 
export:<br /><br />update bg_collection_configuration<br />set 
granuleexportflag = 'Y', collectionexportflag = 'Y'<br />where shortname = 
&lt;SHORTNAME&gt;<br />and versionid = &lt;VERSIONID&gt;; 

5 Ensure ECHO has granule g1's collection metadata:<br /><br />curl -k -H 
Echo-Token:${TOKEN} https://testbed.echo.nasa.gov/catalog-
rest/providers/${PROVIDERID}/${URL_ENCODED_DATASETID}<br 
/><br />If ECHO is missing the collection, export it:<br /><br 
/>EcBmBMGTManualStart ${MODE} --metc --collections 
${SHORTNAME}.${VERSIONID} 

  

6 Ensure a local copy of the ECHO 10 schema files is available for schema 
validation (e.g., under /tools/common/test/BE_82_01/echo10/schema).<br 
/><br />If needed, download *.xsd files from 
https://api.echo.nasa.gov/ingest/schema/. 

  

7 Ensure a mock ECHO or TCP proxy is capturing BMGT traffic.   
8 Ensure the BMGT Dispatcher is running. On the BMGT host:<br /><br />ps 

auxww | grep $MODE | grep EcBmDispatcher<br /><br />If needed, start the 
dispatcher:<br /><br />./EcBmBMGTDispatcherStart $MODE 

  

9 Ensure the BMGT Auto driver is running. On the BMGT host:<br /><br />ps 
auxww | grep $MODE | grep EcBmAuto<br /><br />If needed, start the Auto 
driver:<br /><br />./EcBmBMGTAutoStart $MODE 

  

10 <i>Setup</i>  #comment 
11 <i>S-2 For one of the collections in S-1 (or another collection which has ECS 

metadata, and is enabled for collection and granule export):<br />a)     Ingest 
a new granule into the ECS inventory.</i> 

 #comment 

12 Ingest a new granule g1 into the ECS inventory.   
13 <i>Verification</i>  #comment 
14 <i>V-2 Verify that the operations in S-2, except subclauses b – d, each result 

in the export of one or more HTTP PUTs containing the full granule 
metadata.</i> 

 #comment 

15 <i>NOTE: Each action may result in multiple distinct events being triggered.  
The BMGT Auto driver will consolidate these events if they are picked up 
within the same polling interval.  If they span multiple intervals, then 
multiple, redundant exports could result.</i> 

 #comment 

16 Verify the TCP proxy log one or more PUTs for granule g1.<br /><br 
/>There could be 1 PUT after the granule is archived and another when the 
granule is published. 

  

17 Verify the TCP proxy log shows that each of granule g1's PUT requests   
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# Action Expected Result Notes 
contains the full granule metadata. 

18 <i>V-4 Verify that the metadata exported in S-1 and S-2, except S-2 
subclauses b – d, validates against the ECHO granule metadata schema 
(https://api.echo.nasa.gov/ingest/schema/Granule.xsd).</i> 

 #comment 

19 Verify granule g1's exported metadata validates against the ECHO granule 
metadata schema:<br />xmllint --noout --schema /path/to/Granule.xsd 
g1.xml<br />or<br 
/>/tools/common/test/BE_82_01/bin/echo10_validate_metadata g g1.xml 

  

20 <i>V-5 Verify that the metadata exported in S-1 and S-2, except S-2 
subclauses b – d has the following elements:<br />    a) Visible = true<br />    
b) Orderable = true<br />    c) InsertTime = The insert time of the granule 
recorded in the AIM database.<br />    d) LastUpdate = The last update time 
of the granule recorded in the AIM database</i> 

 #comment 

21 <i>Verify that the exported metadata has the following elements, using the 
Ruby script /tools/common/test/BE_82_01/bin/xpath:</i> 

 #comment 

22 a) Visible = true<br /><br />xpath /Granule/Visible g1.xml &lt;Visible&gt;true&lt;/Visible&gt;  
23 b) Orderable = true<br /><br />xpath /Granule/Orderable g1.xml &lt;Orderable&gt;true&lt;/Orderable

&gt; 
 

24 c) InsertTime = The insert time of the granule recorded in the AIM 
database<br /><br />xpath /Granule/InsertTime g1.xml 

&lt;InsertTime&gt;YYYY-MM-
DDTHH:mm:SSZ&lt;/InsertTime&gt;
<br /><br />where the date time string 
return is equal to what is returned 
from the query to the database<br 
/><br />select archivetime<br />from 
amgranule<br />where granuleid = 
&lt;GRANULEID&gt;; 

 

25 d) LastUpdate = The last update time of the granule recorded in the AIM 
database.<br /><br />xpath /Granule/LastUpdate g1.xml 

&lt;LastUpdate&gt;YYYY-MM-
DDTHH:mm:SSZ&lt;/LastUpdate&gt
;<br /><br />where the date time 
string returned is equal to what is 
returned from the query<br /><br 
/>select lastupdate<br />from 
amgranule<br />where granuleid = 
&lt;GRANULEID&gt;; 
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TEST DATA: 
See Test Case 603. 
 
EXPECTED RESULTS: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

   V  40  1  Verify that the manual export in S-1 results in multiple HTTP PUT requests containing the full granule metadata for each 
granule in the requested collection (but no granules belonging to other collections sharing a short name but with a 
different version ID).    

      

   V  40  2  Verify that the operations in S-2, except subclauses b – d each result in the export of a single HTTP PUT containing the 
full granule metadata.  

      

   V  40  3  Verify that the operations in S-2 subclauses b – d each result in the export of a single HTTP DELETE, with the ID of the 
granule in the URL, but containing no granule metadata in the request body.  

      

   V  40  4  Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b – d, validates against the ECHO granule 
metadata schema (https://api.echo.nasa.gov/ingest/schema/Granule.xsd).  

      

   V  40  5  Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b – d has the following elements:  
 
a)     Visible = true  
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b)     Orderable = false  
 
c)     InsertTime = The insert time of the granule recorded in the AIM database.  
 
d)     LastUpdate = The last update time of the granule recorded in the AIM database  

   V  40  6  Verify that the metadata generated by the action in S-2 subclause e contains a Restriction Flag value of 255.        

   V  40  7  Verify that the metadata generated by the action in S-2 subclause f contains the restriction flag value that was set in the 
database for that granule.  

      

   V  40  8  Verify that the metadata generated by the action in S-2 subclause g (and any other subclauses for which the affected 
granule did not have a restriction flag set) the restriction flag element is absent.  

      

   V  40  9  Verify that the metadata generated by the action in S-2 subclause h contains the QA values reflecting the update which 
was performed.  

      

   V  40  10  Verify that the metadata generated by the action in S-2 subclause i contains URLs for the science and metadata files, as 
well as any other ancillary files (e.g. browse) associated with the affected granule.  

      

   V  40  11  Verify that the metadata generated by the action in S-2 subclause j contains no datapool URLs.        

   V  40  12  Verify that the metadata generated by the action in S-2 subclause k contains a browse linkage URL, in addition to any 
datapool URLs.  

      

   V  40  13  Verify that the metadata generated by the action in S-2 subclause l contains no browse linkage URLs.        

   V  40  14  Verify that the metadata generated by the action in S-2 subclause m contains a reference to the newly assigned collection.        

   V  40  15  Verify that the action performed in S-2 subclause n results in the export of full granule metadata for every granule in the 
collection affected.  

      

   V  40  16  Verify that the metadata generated by the action in S-2 subclause o contains XML reflecting the replacement which was 
performed.  
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590 NOMINAL GRANULE EXPORT[S-2B]: AUTOMATIC EXPORT: LOGICALLY DELETE 
GRANULE (ECS-ECSTC-3000) 

DESCRIPTION: 
 
 
 

  S 40 1 [Nominal Granule Export] Find two collections with ECS metadata and which share the same short name, but 
have different version IDs.  Ensure that both collections are enabled for collection and granule export.  Request the 
manual export of granule metadata for all granules in one of these collections. 

    

  S 40 2 For one of the collections in S-1 (or another collection which has ECS metadata, and is enabled for collection and 
granule export): 
 
a)     Ingest a new granule into the ECS inventory.  
 
b)     Logically delete a granule from the ECS inventory.  
 
c)     Physically delete a granule from the ECS inventory.  
 
d)     DFA a granule.  
 
e)     Hide a granule.  
 
f)      Restrict a granule.  
 
g)     Unrestrict a granule.  
 
h)     Perform a QAUpdate on a granule.  
 
i)      Publish a granule in the datapool.  
 
j)      Unpublish a granule in the datapool.  
 
k)     Link a granule to a browse granule.  
 
l)      Unlink a granule from a browse granule.  
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m)   Change the collection to which a granule belongs.  
 
n)     Move a collection.  
 
o)     Perform XML replacement on a granule. 

  
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure BMGT configuration is current and correct (config files, properties 

files, database settings, etc.). 
  

3 Ensure a PostgreSQL prompt is available, connected to the ecs database.<br 
/><br />/tools/postgres/9.2/bin/psql -U ${username} -h f4dbl03 -d ecs<br 
/>select public.set_search_path('AIM', MODE);<br />show search_path; 

Should list the schemas installed in the 
mode. should include 
'aim_&lt;MODE&gt;'. 

 

4 Ensure test data exists under 
/sotestdata/DROP_802/BE_82_01/Criteria/040/040_2_B. 

  

5 Ensure granule g2's collection is installed. E.g., the DPL Ingest GUI shows 
the collection as a configured datatype. 

  

6 Ensure the DPL Ingest GUI shows granule g2's collection is configured to be 
public on ingest. 

  

7 Ensure granule g2's collection is enabled for collection and granule 
export:<br /><br />update bg_collection_configuration<br />set 
granuleexportflag = 'Y', collectionexportflag = 'Y'<br />where shortname = 
&lt;SHORTNAME&gt;<br />and versionid = &lt;VERSIONID&gt;; 

  

8 Ensure ECHO has granule g2's collection metadata:<br /><br />curl -k -H 
Echo-Token:${TOKEN} https://testbed.echo.nasa.gov/catalog-
rest/providers/${PROVIDERID}/${URL_ENCODED_DATASETID}<br 
/><br />If ECHO is missing the collection, export it:<br /><br 
/>EcBmBMGTManualStart ${MODE} --metc --collections 
${SHORTNAME}.${VERSIONID} 

  

9 Ensure granule g2 is in AIM:<br /><br />select shortname, versionid, 
granuleid<br />from amgranule<br />where localgranuleid = 
${LOCALGRANULEID} 

  

10 Ensure ECHO has granule g2's metadata:<br /><br />curl -k -H Echo-   
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# Action Expected Result Notes 
Token:${TOKEN} https://testbed.echo.nasa.gov/catalog-
rest/providers/${PROVIDERID}/granules/${URL_ENCODED_GEOID}<br 
/><br />If ECHO is missing the granule, export it:<br /><br 
/>EcBmBMGTManualStart ${MODE} --metg --granules ${GRANULEID} 

11 Ensure a local copy of the ECHO 10 schema files is available for schema 
validation (e.g., under /tools/common/test/BE_82_01/echo10/schema).<br 
/><br />If needed, download *.xsd files from 
https://api.echo.nasa.gov/ingest/schema/. 

  

12 Ensure a mock ECHO or TCP proxy is capturing BMGT traffic.   
13 <i>Setup</i>  #comment 
14 <i>S-2 For one of the collections in S-1 (or another collection which has ECS 

metadata, and is enabled for collection and granule export):<br />b)     
Logically delete a granule from the ECS inventory.</i> 

 #comment 

15 Add granule g2's geoid to a text file (geoids.txt).   
16 Logically delete granule g2 from AIM:<br /><br />./EcDsBulkDelete.pl -

physical -server ${DBSERVER} -database ecs -user ${DBUSER} -password 
${DBPASSWORD} -geoidfile /path/to/geoids.txt 

  

17 <i>V-3  Verify that the operations in S-2 subclauses b – d each result in the 
export of a single HTTP DELETE, with the ID of the granule in the URL, but 
containing no granule metadata in the request body.</i> 

 #comment 

18 Verify the TCP proxy log shows a single DELETE for granule g2.   
19 Verify the TCP proxy log shows granule g2's delete has no body (no Content-

Length header, no content following the HTTP headers). 
  

20 Verify the TCP proxy shows granule g2's DELETE includes the URL-
encoded geoid in the URL.<br /><br />Example of a DELETE request for 
provider EDF_DEV02 and geoid SC:MOD10A1.005:3000159312<br /><br 
/>DELETE /catalog-
rest/providers/EDF_DEV02/granules/SC%3AMOD10A1.005%3A30001593
12 

  

 
 
TEST DATA: 
See Test Case 603. 
 
EXPECTED RESULTS: 
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   V  40  1  Verify that the manual export in S-1 results in multiple HTTP PUT requests containing the full granule metadata for each 
granule in the requested collection (but no granules belonging to other collections sharing a short name but with a 
different version ID).    

      

   V  40  2  Verify that the operations in S-2, except subclauses b – d each result in the export of a single HTTP PUT containing the 
full granule metadata.  

      

   V  40  3  Verify that the operations in S-2 subclauses b – d each result in the export of a single HTTP DELETE, with the ID of the 
granule in the URL, but containing no granule metadata in the request body.  

      

   V  40  4  Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b – d, validates against the ECHO granule 
metadata schema (https://api.echo.nasa.gov/ingest/schema/Granule.xsd).  

      

   V  40  5  Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b – d has the following elements:  
 
a)     Visible = true  
 
b)     Orderable = false  
 
c)     InsertTime = The insert time of the granule recorded in the AIM database.  
 
d)     LastUpdate = The last update time of the granule recorded in the AIM database  
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   V  40  6  Verify that the metadata generated by the action in S-2 subclause e contains a Restriction Flag value of 255.        

   V  40  7  Verify that the metadata generated by the action in S-2 subclause f contains the restriction flag value that was set in the 
database for that granule.  

      

   V  40  8  Verify that the metadata generated by the action in S-2 subclause g (and any other subclauses for which the affected 
granule did not have a restriction flag set) the restriction flag element is absent.  

      

   V  40  9  Verify that the metadata generated by the action in S-2 subclause h contains the QA values reflecting the update which 
was performed.  

      

   V  40  10  Verify that the metadata generated by the action in S-2 subclause i contains URLs for the science and metadata files, as 
well as any other ancillary files (e.g. browse) associated with the affected granule.  

      

   V  40  11  Verify that the metadata generated by the action in S-2 subclause j contains no datapool URLs.        

   V  40  12  Verify that the metadata generated by the action in S-2 subclause k contains a browse linkage URL, in addition to any 
datapool URLs.  

      

   V  40  13  Verify that the metadata generated by the action in S-2 subclause l contains no browse linkage URLs.        

   V  40  14  Verify that the metadata generated by the action in S-2 subclause m contains a reference to the newly assigned collection.        

   V  40  15  Verify that the action performed in S-2 subclause n results in the export of full granule metadata for every granule in the 
collection affected.  

      

   V  40  16  Verify that the metadata generated by the action in S-2 subclause o contains XML reflecting the replacement which was 
performed.  
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591 NOMINAL GRANULE EXPORT[S-2C]: AUTOMATIC EXPORT: PHYSICALLY DELETE 
GRANULE (ECS-ECSTC-3001) 

DESCRIPTION: 
 
 
 

  S 40 1 [Nominal Granule Export] Find two collections with ECS metadata and which share the same short name, but 
have different version IDs.  Ensure that both collections are enabled for collection and granule export.  Request the 
manual export of granule metadata for all granules in one of these collections. 

    

  S 40 2 For one of the collections in S-1 (or another collection which has ECS metadata, and is enabled for collection and 
granule export): 
 
a)     Ingest a new granule into the ECS inventory.  
 
b)     Logically delete a granule from the ECS inventory.  
 
c)     Physically delete a granule from the ECS inventory.  
 
d)     DFA a granule.  
 
e)     Hide a granule.  
 
f)      Restrict a granule.  
 
g)     Unrestrict a granule.  
 
h)     Perform a QAUpdate on a granule.  
 
i)      Publish a granule in the datapool.  
 
j)      Unpublish a granule in the datapool.  
 
k)     Link a granule to a browse granule.  
 
l)      Unlink a granule from a browse granule.  
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m)   Change the collection to which a granule belongs.  
 
n)     Move a collection.  
 
o)     Perform XML replacement on a granule. 

  
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure BMGT configuration is current and correct (config files, properties 

files, database settings, etc.). 
  

3 Ensure a PostgreSQL prompt is available, connected to the ecs database.<br 
/><br />/tools/postgres/9.2/bin/psql -U ${username} -h f4dbl03 -d ecs<br 
/>select public.set_search_path('AIM', MODE);<br />show search_path; 

Should list the schemas installed in the 
mode. should include 
'aim_&lt;MODE&gt;'. 

 

4 Ensure test data exists under 
/sotestdata/DROP_802/BE_82_01/Criteria/040/040_2_C. 

  

5 Ensure granule g3's collection is installed. E.g., the DPL Ingest GUI shows 
the collection as a configured datatype. 

  

6 Ensure the DPL Ingest GUI shows granule g3's collection is configured to be 
public on ingest. 

  

7 Ensure granule g3's collection is enabled for collection and granule 
export:<br /><br />update bg_collection_configuration<br />set 
granuleexportflag = 'Y', collectionexportflag = 'Y'<br />where shortname = 
&lt;SHORTNAME&gt;<br />and versionid = &lt;VERSIONID&gt;; 

  

8 Ensure ECHO has granule g3's collection metadata:<br /><br />curl -k -H 
Echo-Token:${TOKEN} https://testbed.echo.nasa.gov/catalog-
rest/providers/${PROVIDERID}/${URL_ENCODED_DATASETID}<br 
/><br />If ECHO is missing the collection, export it:<br /><br 
/>EcBmBMGTManualStart ${MODE} --metc --collections 
${SHORTNAME}.${VERSIONID} 

  

9 Ensure granule g3 is in AIM:<br /><br />select shortname, versionid, 
granuleid<br />from amgranule<br />where localgranuleid = 
${LOCALGRANULEID} 

  

10 Ensure ECHO has granule g3's metadata:<br /><br />curl -k -H Echo-   
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# Action Expected Result Notes 
Token:${TOKEN} https://testbed.echo.nasa.gov/catalog-
rest/providers/${PROVIDERID}/granules/${URL_ENCODED_GEOID}<br 
/><br />If ECHO is missing the granule, export it:<br /><br 
/>EcBmBMGTManualStart ${MODE} --metg --granules ${GRANULEID} 

11 Ensure a local copy of the ECHO 10 schema files is available for schema 
validation (e.g., under /tools/common/test/BE_82_01/echo10/schema).<br 
/><br />If needed, download *.xsd files from 
https://api.echo.nasa.gov/ingest/schema/. 

  

12 Ensure a mock ECHO or TCP proxy is capturing BMGT traffic.   
13 <i>Setup</i>  #comment 
14 <i>S-2 For one of the collections in S-1 (or another collection which has ECS 

metadata, and is enabled for collection and granule export):<br />c)     
Physically delete a granule from the ECS inventory.</i> 

 #comment 

15 <i>Physically delete a granule from the ECS inventory.</i>  #comment 
16 Add granule g3's geoid to a text file (geoids.txt).   
17 Logically delete granule g3 from AIM:<br /><br />./EcDsBulkDelete.pl -

physical -server ${DBSERVER} -database ecs -user ${DBUSER} -password 
${DBPASSWORD} -geoidfile /path/to/geoids.txt 

  

18 Unpublish granule g3:<br /><br />./EcDlUnpublishStart.pl -mode ${MODE} 
-g ${GRANULEID} 

  

19 Physically delete granule g3 by running deletion cleanup and choosing the 
most destructive option at every opportunity.<br /><br 
/>./EcDsDeletionCleanup.pl -mode ${MODE} -user ${DBUSER} -server 
${DBSERVER} -database ecs -batch 1000 -grbatch 100 -xmlbatch 1000 -
databatch 10000 -logbatch 100 

  

20 <i>V-3  Verify that the operations in S-2 subclauses b – d each result in the 
export of a single HTTP DELETE, with the ID of the granule in the URL, but 
containing no granule metadata in the request body.</i> 

 #comment 

21 Verify the TCP proxy log shows a single DELETE for granule g3.   
22 Verify the TCP proxy log shows granule g3's delete has no body (no Content-

Length header, no content following the HTTP headers). 
  

23 Verify the TCP proxy shows granule g3's DELETE includes the URL-
encoded geoid in the URL.<br /><br />Example of a DELETE request for 
provider EDF_DEV02 and geoid SC:MOD10A1.005:3000159312<br /><br 
/>DELETE /catalog-
rest/providers/EDF_DEV02/granules/SC%3AMOD10A1.005%3A30001593
12 
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TEST DATA: 
See Test Case 603. 
 
EXPECTED RESULTS: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

   V  40  1  Verify that the manual export in S-1 results in multiple HTTP PUT requests containing the full granule metadata for each 
granule in the requested collection (but no granules belonging to other collections sharing a short name but with a 
different version ID).    

      

   V  40  2  Verify that the operations in S-2, except subclauses b – d each result in the export of a single HTTP PUT containing the 
full granule metadata.  

      

   V  40  3  Verify that the operations in S-2 subclauses b – d each result in the export of a single HTTP DELETE, with the ID of the 
granule in the URL, but containing no granule metadata in the request body.  

      

   V  40  4  Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b – d, validates against the ECHO granule 
metadata schema (https://api.echo.nasa.gov/ingest/schema/Granule.xsd).  

      

   V  40  5  Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b – d has the following elements:        
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a)     Visible = true  
 
b)     Orderable = false  
 
c)     InsertTime = The insert time of the granule recorded in the AIM database.  
 
d)     LastUpdate = The last update time of the granule recorded in the AIM database  

   V  40  6  Verify that the metadata generated by the action in S-2 subclause e contains a Restriction Flag value of 255.        

   V  40  7  Verify that the metadata generated by the action in S-2 subclause f contains the restriction flag value that was set in the 
database for that granule.  

      

   V  40  8  Verify that the metadata generated by the action in S-2 subclause g (and any other subclauses for which the affected 
granule did not have a restriction flag set) the restriction flag element is absent.  

      

   V  40  9  Verify that the metadata generated by the action in S-2 subclause h contains the QA values reflecting the update which 
was performed.  

      

   V  40  10  Verify that the metadata generated by the action in S-2 subclause i contains URLs for the science and metadata files, as 
well as any other ancillary files (e.g. browse) associated with the affected granule.  

      

   V  40  11  Verify that the metadata generated by the action in S-2 subclause j contains no datapool URLs.        

   V  40  12  Verify that the metadata generated by the action in S-2 subclause k contains a browse linkage URL, in addition to any 
datapool URLs.  

      

   V  40  13  Verify that the metadata generated by the action in S-2 subclause l contains no browse linkage URLs.        

   V  40  14  Verify that the metadata generated by the action in S-2 subclause m contains a reference to the newly assigned collection.        

   V  40  15  Verify that the action performed in S-2 subclause n results in the export of full granule metadata for every granule in the 
collection affected.  

      

   V  40  16  Verify that the metadata generated by the action in S-2 subclause o contains XML reflecting the replacement which was       
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performed.  

 

592 NOMINAL GRANULE EXPORT[S-2D]: AUTOMATIC EXPORT: DFA GRANULE (ECS-ECSTC-
3002) 

DESCRIPTION: 
 
 
 

  S 40 1 [Nominal Granule Export] Find two collections with ECS metadata and which share the same short name, but 
have different version IDs.  Ensure that both collections are enabled for collection and granule export.  Request the 
manual export of granule metadata for all granules in one of these collections. 

    

  S 40 2 For one of the collections in S-1 (or another collection which has ECS metadata, and is enabled for collection and 
granule export): 
 
a)     Ingest a new granule into the ECS inventory.  
 
b)     Logically delete a granule from the ECS inventory.  
 
c)     Physically delete a granule from the ECS inventory.  
 
d)     DFA a granule.  
 
e)     Hide a granule.  
 
f)      Restrict a granule.  
 
g)     Unrestrict a granule.  
 
h)     Perform a QAUpdate on a granule.  
 
i)      Publish a granule in the datapool.  
 
j)      Unpublish a granule in the datapool.  
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k)     Link a granule to a browse granule.  
 
l)      Unlink a granule from a browse granule.  
 
m)   Change the collection to which a granule belongs.  
 
n)     Move a collection.  
 
o)     Perform XML replacement on a granule. 

  
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure BMGT configuration is current and correct (config files, properties 

files, database settings, etc.). 
  

3 Ensure a PostgreSQL prompt is available, connected to the ecs database.<br 
/><br />/tools/postgres/9.2/bin/psql -U ${username} -h f4dbl03 -d ecs<br 
/>select public.set_search_path('AIM', MODE);<br />show search_path; 

Should list the schemas installed in the 
mode. should include 
'aim_&lt;MODE&gt;'. 

 

4 Ensure test data exists under 
/sotestdata/DROP_802/BE_82_01/Criteria/040/040_2_D. 

  

5 Ensure granule g4's collection is installed. E.g., the DPL Ingest GUI shows 
the collection as a configured datatype. 

  

6 Ensure the DPL Ingest GUI shows granule g4's collection is configured to be 
public on ingest. 

  

7 Ensure granule g4's collection is enabled for collection and granule 
export:<br /><br />update bg_collection_configuration<br />set 
granuleexportflag = 'Y', collectionexportflag = 'Y'<br />where shortname = 
&lt;SHORTNAME&gt;<br />and versionid = &lt;VERSIONID&gt;; 

  

8 Ensure ECHO has granule g4's collection metadata:<br /><br />curl -k -H 
Echo-Token:${TOKEN} https://testbed.echo.nasa.gov/catalog-
rest/providers/${PROVIDERID}/${URL_ENCODED_DATASETID}<br 
/><br />If ECHO is missing the collection, export it:<br /><br 
/>EcBmBMGTManualStart ${MODE} --metc --collections 
${SHORTNAME}.${VERSIONID} 

  



 

1862 
 

# Action Expected Result Notes 
9 Ensure granule g4 is in AIM:<br /><br />select shortname, versionid, 

granuleid<br />from amgranule<br />where localgranuleid = 
${LOCALGRANULEID} 

  

10 Ensure ECHO has granule g4's metadata:<br /><br />curl -k -H Echo-
Token:${TOKEN} https://testbed.echo.nasa.gov/catalog-
rest/providers/${PROVIDERID}/granules/${URL_ENCODED_GEOID}<br 
/><br />If ECHO is missing the granule, export it:<br /><br 
/>EcBmBMGTManualStart ${MODE} --metg --granules ${GRANULEID} 

  

11 Ensure a local copy of the ECHO 10 schema files is available for schema 
validation (e.g., under /tools/common/test/BE_82_01/echo10/schema).<br 
/><br />If needed, download *.xsd files from 
https://api.echo.nasa.gov/ingest/schema/. 

  

12 Ensure a mock ECHO or TCP proxy is capturing BMGT traffic.   
13 <i>Setup</i>  #comment 
14 <i>S-2 For one of the collections in S-1 (or another collection which has ECS 

metadata, and is enabled for collection and granule export):<br />d)     DFA a 
granule.</i> 

 #comment 

15 *Add granule g4's geoid to a text file (geoids.txt).   
16 DFA granule g4 in AIM:<br /><br />./EcDsBulkDelete.pl -dfa -server 

${DBSERVER} -database ecs -user ${DBUSER} -password 
${DBPASSWORD} -geoidfile /path/to/geoids.txt 

  

17 <i>V-3  Verify that the operations in S-2 subclauses b – d each result in the 
export of a single HTTP DELETE, with the ID of the granule in the URL, but 
containing no granule metadata in the request body.</i> 

 #comment 

18 Verify the TCP proxy log shows a single DELETE for granule g4.   
19 Verify the TCP proxy log shows granule g4's delete has no body (no Content-

Length header, no content following the HTTP headers). 
  

20 Verify the TCP proxy shows granule g4's DELETE includes the URL-
encoded geoid in the URL.<br /><br />Example of a DELETE request for 
provider EDF_DEV02 and geoid SC:MOD10A1.005:3000159312<br /><br 
/>DELETE /catalog-
rest/providers/EDF_DEV02/granules/SC%3AMOD10A1.005%3A30001593
12 

  

 
 
TEST DATA: 
See Test Case 603. 
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EXPECTED RESULTS: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

   V  40  1  Verify that the manual export in S-1 results in multiple HTTP PUT requests containing the full granule metadata for each 
granule in the requested collection (but no granules belonging to other collections sharing a short name but with a 
different version ID).    

      

   V  40  2  Verify that the operations in S-2, except subclauses b – d each result in the export of a single HTTP PUT containing the 
full granule metadata.  

      

   V  40  3  Verify that the operations in S-2 subclauses b – d each result in the export of a single HTTP DELETE, with the ID of the 
granule in the URL, but containing no granule metadata in the request body.  

      

   V  40  4  Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b – d, validates against the ECHO granule 
metadata schema (https://api.echo.nasa.gov/ingest/schema/Granule.xsd).  

      

   V  40  5  Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b – d has the following elements:  
 
a)     Visible = true  
 
b)     Orderable = false  
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c)     InsertTime = The insert time of the granule recorded in the AIM database.  
 
d)     LastUpdate = The last update time of the granule recorded in the AIM database  

   V  40  6  Verify that the metadata generated by the action in S-2 subclause e contains a Restriction Flag value of 255.        

   V  40  7  Verify that the metadata generated by the action in S-2 subclause f contains the restriction flag value that was set in the 
database for that granule.  

      

   V  40  8  Verify that the metadata generated by the action in S-2 subclause g (and any other subclauses for which the affected 
granule did not have a restriction flag set) the restriction flag element is absent.  

      

   V  40  9  Verify that the metadata generated by the action in S-2 subclause h contains the QA values reflecting the update which 
was performed.  

      

   V  40  10  Verify that the metadata generated by the action in S-2 subclause i contains URLs for the science and metadata files, as 
well as any other ancillary files (e.g. browse) associated with the affected granule.  

      

   V  40  11  Verify that the metadata generated by the action in S-2 subclause j contains no datapool URLs.        

   V  40  12  Verify that the metadata generated by the action in S-2 subclause k contains a browse linkage URL, in addition to any 
datapool URLs.  

      

   V  40  13  Verify that the metadata generated by the action in S-2 subclause l contains no browse linkage URLs.        

   V  40  14  Verify that the metadata generated by the action in S-2 subclause m contains a reference to the newly assigned collection.        

   V  40  15  Verify that the action performed in S-2 subclause n results in the export of full granule metadata for every granule in the 
collection affected.  

      

   V  40  16  Verify that the metadata generated by the action in S-2 subclause o contains XML reflecting the replacement which was 
performed.  
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593 NOMINAL GRANULE EXPORT[S-2E]: AUTOMATIC EXPORT: HIDE A GRANULE (ECS-ECSTC-
3003) 

DESCRIPTION: 
 
 
 

  S 40 1 [Nominal Granule Export] Find two collections with ECS metadata and which share the same short name, but 
have different version IDs.  Ensure that both collections are enabled for collection and granule export.  Request the 
manual export of granule metadata for all granules in one of these collections. 

    

  S 40 2 For one of the collections in S-1 (or another collection which has ECS metadata, and is enabled for collection and 
granule export): 
 
a)     Ingest a new granule into the ECS inventory.  
 
b)     Logically delete a granule from the ECS inventory.  
 
c)     Physically delete a granule from the ECS inventory.  
 
d)     DFA a granule.  
 
e)     Hide a granule.  
 
f)      Restrict a granule.  
 
g)     Unrestrict a granule.  
 
h)     Perform a QAUpdate on a granule.  
 
i)      Publish a granule in the datapool.  
 
j)      Unpublish a granule in the datapool.  
 
k)     Link a granule to a browse granule.  
 
l)      Unlink a granule from a browse granule.  
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m)   Change the collection to which a granule belongs.  
 
n)     Move a collection.  
 
o)     Perform XML replacement on a granule. 

  
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure BMGT configuration is current and correct (config files, properties 

files, database settings, etc.). 
  

3 Ensure a PostgreSQL prompt is available, connected to the ecs database.<br 
/><br />/tools/postgres/9.2/bin/psql -U ${username} -h f4dbl03 -d ecs<br 
/>select public.set_search_path('AIM', MODE);<br />show search_path; 

Should list the schemas installed in the 
mode. should include 
'aim_&lt;MODE&gt;'. 

 

4 Ensure test data exists under 
/sotestdata/DROP_802/BE_82_01/Criteria/040/040_2_E. 

  

5 Ensure granule g5's collection is installed. E.g., the DPL Ingest GUI shows 
the collection as a configured datatype. 

  

6 Ensure the DPL Ingest GUI shows granule g5's collection is configured to be 
public on ingest. 

  

7 Ensure granule g5's collection is enabled for collection and granule 
export:<br /><br />update bg_collection_configuration<br />set 
granuleexportflag = 'Y', collectionexportflag = 'Y'<br />where shortname = 
&lt;SHORTNAME&gt;<br />and versionid = &lt;VERSIONID&gt;; 

  

8 Ensure ECHO has granule g5's collection metadata:<br /><br />curl -k -H 
Echo-Token:${TOKEN} https://testbed.echo.nasa.gov/catalog-
rest/providers/${PROVIDERID}/${URL_ENCODED_DATASETID}<br 
/><br />If ECHO is missing the collection, export it:<br /><br 
/>EcBmBMGTManualStart ${MODE} --metc --collections 
${SHORTNAME}.${VERSIONID} 

  

9 Ensure granule g5 is in AIM:<br /><br />select shortname, versionid, 
granuleid<br />from amgranule<br />where localgranuleid = 
${LOCALGRANULEID} 

  

10 Ensure ECHO has granule g5's metadata:<br /><br />curl -k -H Echo-   
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# Action Expected Result Notes 
Token:${TOKEN} https://testbed.echo.nasa.gov/catalog-
rest/providers/${PROVIDERID}/granules/${URL_ENCODED_GEOID}<br 
/><br />If ECHO is missing the granule, export it:<br /><br 
/>EcBmBMGTManualStart ${MODE} --metg --granules ${GRANULEID} 

11 Ensure a local copy of the ECHO 10 schema files is available for schema 
validation (e.g., under /tools/common/test/BE_82_01/echo10/schema).<br 
/><br />If needed, download *.xsd files from 
https://api.echo.nasa.gov/ingest/schema/. 

  

12 Ensure a mock ECHO or TCP proxy is capturing BMGT traffic.   
13 Ensure the BMGT Dispatcher is running. On the BMGT host:<br /><br />ps 

auxww | grep $MODE | grep EcBmDispatcher<br /><br />If needed, start the 
dispatcher:<br /><br />./EcBmBMGTDispatcherStart $MODE 

  

14 Ensure the BMGT Auto driver is running. On the BMGT host:<br /><br />ps 
auxww | grep $MODE | grep EcBmAuto<br /><br />If needed, start the Auto 
driver:<br /><br />./EcBmBMGTAutoStart $MODE 

  

15 <i>Setup</i>  #comment 
16 <i>S-2 For one of the collections in S-1 (or another collection which has ECS 

metadata, and is enabled for collection and granule export):<br />e)     Hide a 
granule.</i> 

 #comment 

17 Note the current time as t0.   
18 Hide granule g3 in AIM by hacking the database:<br /><br />update 

AmGranule<br />set deletefromarchive = 'H'<br />where granuleid = 
${GRANULEID} 

  

19 <i>Verification</i>  #comment 
20 <i>V-2 Verify that the operations in S-2, except subclauses b – d each result 

in the export of a single HTTP PUT containing the full granule metadata.</i> 
 #comment 

21 Verify the TCP proxy log shows a single PUT for granule g5 after time t0.<br 
/>E.g.,<br /><br />PUT /catalog-
rest/providers/${PROVIDERID}/granules/SC%3MYD14.005%3A123456 
HTTP/1.1 

  

22 Verify the TCP proxy log shows that the PUT request includes granule g5's 
full metadata. 

  

23 <i>V-4  Verify that the metadata exported in S-1 and S-2, except S-2 
subclauses b – d, validates against the ECHO granule metadata schema 
(https://api.echo.nasa.gov/ingest/schema/Granule.xsd).</i> 

 #comment 

24 Verify granule g5's exported metadata validates against the ECHO granule 
metadata schema:<br />xmllint --noout --schema /path/to/Granule.xsd 
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# Action Expected Result Notes 
g5.xml<br />or<br 
/>/tools/common/test/BE_82_01/bin/echo10_validate_metadata g g5.xml 

25 <i>V-5 Verify that the metadata exported in S-1 and S-2, except S-2 
subclauses b – d has the following elements: <br />a)     Visible = true <br 
/>b)     Orderable = true<br />c)     InsertTime = The insert time of the 
granule recorded in the AIM database. <br />d)     LastUpdate = The last 
update time of the granule recorded in the AIM database</i> 

 #comment 

26 <i>Verify that the exported metadata has the following elements, using the 
Ruby script /tools/common/test/BE_82_01/bin/xpath:</i> 

 #comment 

27 a) Visible = true<br /><br />xpath /Granule/Visible g5.xml &lt;Visible&gt;true&lt;/Visible&gt;  
28 b) Orderable = true<br /><br />xpath /Granule/Orderable g5.xml &lt;Orderable&gt;true&lt;/Orderable

&gt; 
 

29 c) InsertTime = The insert time of the granule recorded in the AIM 
database<br /><br />xpath /Granule/InsertTime g5.xml 

&lt;InsertTime&gt;YYYY-MM-
DDTHH:mm:SSZ&lt;/InsertTime&gt;
<br /><br />where the date time string 
return is equal to what is returned 
from the query to the database<br 
/><br />select archivetime<br />from 
amgranule<br />where granuleid = 
&lt;GRANULEID&gt;; 

 

30 d) LastUpdate = The last update time of the granule recorded in the AIM 
database.<br /><br />xpath /Granule/LastUpdate g5.xml 

&lt;LastUpdate&gt;YYYY-MM-
DDTHH:mm:SSZ&lt;/LastUpdate&gt
;<br /><br />where the date time 
string returned is equal to what is 
returned from the query<br /><br 
/>select lastupdate<br />from 
amgranule<br />where granuleid = 
&lt;GRANULEID&gt;; 

 

31 <i>V-6  Verify that the metadata generated by the action in S-2 subclause e 
contains a Restriction Flag value of 255.</i> 

 #comment 

32 Verify granule g5's exported metadata has a restriction flag value of 255:<br 
/><br />xpath //RestrictionFlag g5.xml 

&lt;RestrictionFlag&gt;255&lt;/Restri
ctionFlag&gt; 

 

 
 
TEST DATA: 
See Test Case 603. 
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EXPECTED RESULTS: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

   V  40  1  Verify that the manual export in S-1 results in multiple HTTP PUT requests containing the full granule metadata for each 
granule in the requested collection (but no granules belonging to other collections sharing a short name but with a 
different version ID).    

      

   V  40  2  Verify that the operations in S-2, except subclauses b – d each result in the export of a single HTTP PUT containing the 
full granule metadata.  

      

   V  40  3  Verify that the operations in S-2 subclauses b – d each result in the export of a single HTTP DELETE, with the ID of the 
granule in the URL, but containing no granule metadata in the request body.  

      

   V  40  4  Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b – d, validates against the ECHO granule 
metadata schema (https://api.echo.nasa.gov/ingest/schema/Granule.xsd).  

      

   V  40  5  Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b – d has the following elements:  
 
a)     Visible = true  
 
b)     Orderable = false  
 
c)     InsertTime = The insert time of the granule recorded in the AIM database.  
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d)     LastUpdate = The last update time of the granule recorded in the AIM database  

   V  40  6  Verify that the metadata generated by the action in S-2 subclause e contains a Restriction Flag value of 255.        

   V  40  7  Verify that the metadata generated by the action in S-2 subclause f contains the restriction flag value that was set in the 
database for that granule.  

      

   V  40  8  Verify that the metadata generated by the action in S-2 subclause g (and any other subclauses for which the affected 
granule did not have a restriction flag set) the restriction flag element is absent.  

      

   V  40  9  Verify that the metadata generated by the action in S-2 subclause h contains the QA values reflecting the update which 
was performed.  

      

   V  40  10  Verify that the metadata generated by the action in S-2 subclause i contains URLs for the science and metadata files, as 
well as any other ancillary files (e.g. browse) associated with the affected granule.  

      

   V  40  11  Verify that the metadata generated by the action in S-2 subclause j contains no datapool URLs.        

   V  40  12  Verify that the metadata generated by the action in S-2 subclause k contains a browse linkage URL, in addition to any 
datapool URLs.  

      

   V  40  13  Verify that the metadata generated by the action in S-2 subclause l contains no browse linkage URLs.        

   V  40  14  Verify that the metadata generated by the action in S-2 subclause m contains a reference to the newly assigned collection.        

   V  40  15  Verify that the action performed in S-2 subclause n results in the export of full granule metadata for every granule in the 
collection affected.  

      

   V  40  16  Verify that the metadata generated by the action in S-2 subclause o contains XML reflecting the replacement which was 
performed.  
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594 NOMINAL GRANULE EXPORT[S-2F]: AUTOMATIC EXPORT: RESTRICT GRANULE (ECS-
ECSTC-3004) 

DESCRIPTION: 
 
 
 

  S 40 1 [Nominal Granule Export] Find two collections with ECS metadata and which share the same short name, but 
have different version IDs.  Ensure that both collections are enabled for collection and granule export.  Request the 
manual export of granule metadata for all granules in one of these collections. 

    

  S 40 2 For one of the collections in S-1 (or another collection which has ECS metadata, and is enabled for collection and 
granule export): 
 
a)     Ingest a new granule into the ECS inventory.  
 
b)     Logically delete a granule from the ECS inventory.  
 
c)     Physically delete a granule from the ECS inventory.  
 
d)     DFA a granule.  
 
e)     Hide a granule.  
 
f)      Restrict a granule.  
 
g)     Unrestrict a granule.  
 
h)     Perform a QAUpdate on a granule.  
 
i)      Publish a granule in the datapool.  
 
j)      Unpublish a granule in the datapool.  
 
k)     Link a granule to a browse granule.  
 
l)      Unlink a granule from a browse granule.  
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m)   Change the collection to which a granule belongs.  
 
n)     Move a collection.  
 
o)     Perform XML replacement on a granule. 

  
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure granule g6's collection is installed. E.g., the DPL Ingest GUI shows 

the collection as a configured datatype. 
  

3 Ensure the DPL Ingest GUI shows granule g6's collection is configured to be 
public on ingest. 

  

4 Ensure granule g6's collection is enabled for collection and granule 
export:<br /><br />update bg_collection_configuration<br />set 
granuleexportflag = 'Y', collectionexportflag = 'Y'<br />where shortname = 
&lt;SHORTNAME&gt;<br />and versionid = &lt;VERSIONID&gt;; 

  

5 Ensure ECHO has granule g6's collection metadata:<br /><br />curl -k -H 
Echo-Token:${TOKEN} https://testbed.echo.nasa.gov/catalog-
rest/providers/${PROVIDERID}/${URL_ENCODED_DATASETID}<br 
/><br />If ECHO is missing the collection, export it:<br /><br 
/>EcBmBMGTManualStart ${MODE} --metc --collections 
${SHORTNAME}.${VERSIONID} 

  

6 Ensure a local copy of the ECHO 10 schema files is available for schema 
validation (e.g., under /tools/common/test/BE_82_01/echo10/schema).<br 
/><br />If needed, download *.xsd files from 
https://api.echo.nasa.gov/ingest/schema/. 

  

7 Ensure a mock ECHO or TCP proxy is capturing BMGT traffic.   
8 Ensure the BMGT Dispatcher is running. On the BMGT host:<br /><br />ps 

auxww | grep $MODE | grep EcBmDispatcher<br /><br />If needed, start the 
dispatcher:<br /><br />./EcBmBMGTDispatcherStart $MODE 

  

9 Ensure the BMGT Auto driver is running. On the BMGT host:<br /><br />ps 
auxww | grep $MODE | grep EcBmAuto<br /><br />If needed, start the Auto 
driver:<br /><br />./EcBmBMGTAutoStart $MODE 
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# Action Expected Result Notes 
10 <i>Setup</i>  #comment 
11 <i>S-2 For one of the collections in S-1 (or another collection which has ECS 

metadata, and is enabled for collection and granule export):<br />f)      
Restrict a granule.</i> 

 #comment 

12 <i>dsmdrestrictionflag contains valid values for restriction_flag.<br />New 
values can be added to dsmdrestrictionflag as long as they are between 0 and 
254</i> 

 #comment 

13 Note the current time as t0.   
14 Find a restriction flag between 0 and 254:<br /><br />select *<br />from 

dsmdrestrictionflag<br />where restrictionflag between 0 and 254;<br /><br 
/>Or, create one:<br /><br />insert into dsmdrestrictionflag<br />values (6, 
'BE_82_01 Crit 40 S-2f') 

  

15 Restrict granule g6 in AIM:<br /><br />update dsmdgranulerestriction<br 
/>set restrictionflag = ${RESTRICTION_FLAG}<br />where granuleid = 
${GRANULEID} 

  

16 <i>Verification</i>  #comment 
17 <i>V-2 Verify that the operations in S-2, except subclauses b – d each result 

in the export of a single HTTP PUT containing the full granule metadata.</i> 
 #comment 

18 Verify the TCP proxy log shows a single PUT for granule g6 after time t0. 
E.g.,<br /><br />PUT /catalog-
rest/providers/${PROVIDERID}/granules/SC%3MYD14.005%3A123456 
HTTP/1.1 

  

19 Verify the TCP proxy log shows that the PUT request includes granule g6's 
full metadata. 

  

20 <i>V-4  Verify that the metadata exported in S-1 and S-2, except S-2 
subclauses b – d, validates against the ECHO granule metadata schema 
(https://api.echo.nasa.gov/ingest/schema/Granule.xsd).</i> 

 #comment 

21 Verify granule g6's exported metadata validates against the ECHO granule 
metadata schema:<br /><br />xmllint --noout --schema /path/to/Granule.xsd 
g6.xml<br />or<br 
/>/tools/common/test/BE_82_01/bin/echo10_validate_metadata g g6.xml 

  

22 <i>V-5 Verify that the metadata exported in S-1 and S-2, except S-2 
subclauses b – d has the following elements: <br />a)     Visible = true <br 
/>b)     Orderable = true<br />c)     InsertTime = The insert time of the 
granule recorded in the AIM database. <br />d)     LastUpdate = The last 
update time of the granule recorded in the AIM database</i> 

 #comment 

23 <i>Verify that the exported metadata has the following elements, using the  #comment 
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# Action Expected Result Notes 
Ruby script /tools/common/test/BE_82_01/bin/xpath:</i> 

24 a) Visible = true<br /><br />xpath /Granule/Visible g6.xml &lt;Visible&gt;true&lt;/Visible&gt;  
25 b) Orderable = true<br /><br />xpath /Granule/Orderable g6.xml &lt;Orderable&gt;true&lt;/Orderable

&gt; 
 

26 c) InsertTime = The insert time of the granule recorded in the AIM 
database<br /><br />xpath /Granule/InsertTime g6.xml 

&lt;InsertTime&gt;YYYY-MM-
DDTHH:mm:SSZ&lt;/InsertTime&gt;
<br /><br />where the date time string 
return is equal to what is returned 
from the query to the database<br 
/><br />select archivetime<br />from 
amgranule<br />where granuleid = 
${GRANULEID}; 

 

27 d) LastUpdate = The last update time of the granule recorded in the AIM 
database.<br /><br />xpath /Granule/LastUpdate g6.xml 

&lt;LastUpdate&gt;YYYY-MM-
DDTHH:mm:SSZ&lt;/LastUpdate&gt
;<br /><br />where the date time 
string returned is equal to what is 
returned from the query<br /><br 
/>select lastupdate<br />from 
amgranule<br />where granuleid = 
${GRANULEID}; 

 

28 <i>V-7  Verify that the metadata generated by the action in S-2 subclause f 
contains the restriction flag value that was set in the database for that 
granule.</i> 

 #comment 

29 Verify granule s6's exported metadata includes the restriction flag set in the 
test:<br /><br />xpath //RestrictionFlag g6.xml 

&lt;RestrictionFlag&gt;${RESTRICT
ION_FLAG}&lt;/RestrictionFlag&gt; 

 

 
 
TEST DATA: 
See Test Case 603. 
 
EXPECTED RESULTS: 
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   V  40  1  Verify that the manual export in S-1 results in multiple HTTP PUT requests containing the full granule metadata for each 
granule in the requested collection (but no granules belonging to other collections sharing a short name but with a 
different version ID).    

      

   V  40  2  Verify that the operations in S-2, except subclauses b – d each result in the export of a single HTTP PUT containing the 
full granule metadata.  

      

   V  40  3  Verify that the operations in S-2 subclauses b – d each result in the export of a single HTTP DELETE, with the ID of the 
granule in the URL, but containing no granule metadata in the request body.  

      

   V  40  4  Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b – d, validates against the ECHO granule 
metadata schema (https://api.echo.nasa.gov/ingest/schema/Granule.xsd).  

      

   V  40  5  Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b – d has the following elements:  
 
a)     Visible = true  
 
b)     Orderable = false  
 
c)     InsertTime = The insert time of the granule recorded in the AIM database.  
 
d)     LastUpdate = The last update time of the granule recorded in the AIM database  

      

   V  40  6  Verify that the metadata generated by the action in S-2 subclause e contains a Restriction Flag value of 255.        

   V  40  7  Verify that the metadata generated by the action in S-2 subclause f contains the restriction flag value that was set in the       
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database for that granule.  

   V  40  8  Verify that the metadata generated by the action in S-2 subclause g (and any other subclauses for which the affected 
granule did not have a restriction flag set) the restriction flag element is absent.  

      

   V  40  9  Verify that the metadata generated by the action in S-2 subclause h contains the QA values reflecting the update which 
was performed.  

      

   V  40  10  Verify that the metadata generated by the action in S-2 subclause i contains URLs for the science and metadata files, as 
well as any other ancillary files (e.g. browse) associated with the affected granule.  

      

   V  40  11  Verify that the metadata generated by the action in S-2 subclause j contains no datapool URLs.        

   V  40  12  Verify that the metadata generated by the action in S-2 subclause k contains a browse linkage URL, in addition to any 
datapool URLs.  

      

   V  40  13  Verify that the metadata generated by the action in S-2 subclause l contains no browse linkage URLs.        

   V  40  14  Verify that the metadata generated by the action in S-2 subclause m contains a reference to the newly assigned collection.        

   V  40  15  Verify that the action performed in S-2 subclause n results in the export of full granule metadata for every granule in the 
collection affected.  

      

   V  40  16  Verify that the metadata generated by the action in S-2 subclause o contains XML reflecting the replacement which was 
performed.  

      

 

595 NOMINAL GRANULE EXPORT[S-2G]: AUTOMATIC EXPORT: UNRESTRICT GRANULE (ECS-
ECSTC-3005) 

DESCRIPTION: 
 
 
 

  S 40 1 [Nominal Granule Export] Find two collections with ECS metadata and which share the same short name, but     
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have different version IDs.  Ensure that both collections are enabled for collection and granule export.  Request the 
manual export of granule metadata for all granules in one of these collections. 

  S 40 2 For one of the collections in S-1 (or another collection which has ECS metadata, and is enabled for collection and 
granule export): 
 
a)     Ingest a new granule into the ECS inventory.  
 
b)     Logically delete a granule from the ECS inventory.  
 
c)     Physically delete a granule from the ECS inventory.  
 
d)     DFA a granule.  
 
e)     Hide a granule.  
 
f)      Restrict a granule.  
 
g)     Unrestrict a granule.  
 
h)     Perform a QAUpdate on a granule.  
 
i)      Publish a granule in the datapool.  
 
j)      Unpublish a granule in the datapool.  
 
k)     Link a granule to a browse granule.  
 
l)      Unlink a granule from a browse granule.  
 
m)   Change the collection to which a granule belongs.  
 
n)     Move a collection.  
 
o)     Perform XML replacement on a granule. 
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PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure granule g7's collection is installed. E.g., the DPL Ingest GUI shows 

the collection as a configured datatype. 
  

3 Ensure the DPL Ingest GUI shows granule g7's collection is configured to be 
public on ingest. 

  

4 Ensure granule g7's collection is enabled for collection and granule 
export:<br /><br />update bg_collection_configuration<br />set 
granuleexportflag = 'Y', collectionexportflag = 'Y'<br />where shortname = 
&lt;SHORTNAME&gt;<br />and versionid = &lt;VERSIONID&gt;; 

  

5 Ensure ECHO has granule g7's collection metadata:<br /><br />curl -k -H 
Echo-Token:${TOKEN} https://testbed.echo.nasa.gov/catalog-
rest/providers/${PROVIDERID}/${URL_ENCODED_DATASETID}<br 
/><br />If ECHO is missing the collection, export it:<br /><br 
/>EcBmBMGTManualStart ${MODE} --metc --collections 
${SHORTNAME}.${VERSIONID} 

  

6 Ensure granule g7 is in AIM:<br /><br />select shortname, versionid, 
granuleid<br />from amgranule<br />where localgranuleid = 
${LOCALGRANULEID} 

  

7 Ensure granule g7 has a restriction flag:<br /><br />select *<br />from 
dsmdgranulerestriction<br />where granuleid = ${GRANULEID}<br /><br 
/>If the granule has no restriction flag, add one:<br /><br />Find a restriction 
flag between 0 and 254:<br /><br />select *<br />from 
dsmdrestrictionflag<br />where restrictionflag between 0 and 254;<br /><br 
/>Or, create one:<br /><br />insert into dsmdrestrictionflag<br />values (7, 
'BE_82_01 Crit 40 S-2g')<br /><br />Restrict granule g7 in AIM:<br /><br 
/>update dsmdgranulerestriction<br />set restrictionflag = 
${RESTRICTION_FLAG}<br />where granuleid = ${GRANULEID} 

  

8 Ensure ECHO has granule g7's metadata:<br /><br />curl -k -H Echo-
Token:${TOKEN} https://testbed.echo.nasa.gov/catalog-
rest/providers/${PROVIDERID}/granules/${URL_ENCODED_GEOID}<br 
/><br />If ECHO is missing the granule, export it:<br /><br 
/>EcBmBMGTManualStart ${MODE} --metg --granules ${GRANULEID} 

  

9 Ensure ECHO has granule g7's restriction flag:<br /><br />curl -k -H Echo-
Token:${TOKEN} https://testbed.echo.nasa.gov/catalog-

&lt;RestrictionFlag&gt;${RESTRICT
ION_FLAG}&lt;/RestrictionFlag&gt; 
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# Action Expected Result Notes 
rest/providers/${PROVIDERID}/granules/${URL_ENCODED_GEOID} 
&gt; g7.xml<br /><br />/tools/common/test/BE_82_01/bin/xpath 
'//RestrictionFlag' g7.xml 

10 Ensure a local copy of the ECHO 10 schema files is available for schema 
validation (e.g., under /tools/common/test/BE_82_01/echo10/schema).<br 
/><br />If needed, download *.xsd files from 
https://api.echo.nasa.gov/ingest/schema/. 

  

11 Ensure a mock ECHO or TCP proxy is capturing BMGT traffic.   
12 Ensure the BMGT Dispatcher is running. On the BMGT host:<br /><br />ps 

auxww | grep $MODE | grep EcBmDispatcher<br /><br />If needed, start the 
dispatcher:<br /><br />./EcBmBMGTDispatcherStart $MODE 

  

13 Ensure the BMGT Auto driver is running. On the BMGT host:<br /><br />ps 
auxww | grep $MODE | grep EcBmAuto<br /><br />If needed, start the Auto 
driver:<br /><br />./EcBmBMGTAutoStart $MODE 

  

14 <i>Setup</i>  #comment 
15 <i>S-2 For one of the collections in S-1 (or another collection which has ECS 

metadata, and is enabled for collection and granule export):<br />g)     
Unrestrict a granule.</i> 

 #comment 

16 Note the time as t0.   
17 Unrestrict granule g7 in AIM:<br /><br />delete from 

dsmdgranulerestriction<br />where granuleid = ${GRANULEID} 
  

18 <i>Verification</i>  #comment 
19 <i>V-2 Verify that the operations in S-2, except subclauses b – d each result 

in the export of a single HTTP PUT containing the full granule metadata.</i> 
 #comment 

20 Verify the TCP proxy log shows a single PUT for granule g7 after time t0. 
E.g.,<br /><br />PUT /catalog-
rest/providers/${PROVIDERID}/granules/SC%3MYD14.005%3A123456 
HTTP/1.1 

  

21 Verify the TCP proxy log shows that the PUT request includes granule g7's 
full metadata. 

  

22 <i>V-4  Verify that the metadata exported in S-1 and S-2, except S-2 
subclauses b – d, validates against the ECHO granule metadata schema 
(https://api.echo.nasa.gov/ingest/schema/Granule.xsd).</i> 

 #comment 

23 Verify granule g7's exported metadata validates against the ECHO granule 
metadata schema:<br /><br />xmllint --noout --schema /path/to/Granule.xsd 
g7.xml<br />or<br 
/>/tools/common/test/BE_82_01/bin/echo10_validate_metadata g g7.xml 
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# Action Expected Result Notes 
24 <i>V-5 Verify that the metadata exported in S-1 and S-2, except S-2 

subclauses b – d has the following elements: <br />a)     Visible = true <br 
/>b)     Orderable = false<br />c)     InsertTime = The insert time of the 
granule recorded in the AIM database. <br />d)     LastUpdate = The last 
update time of the granule recorded in the AIM database</i> 

 #comment 

25 <i>Verify that the exported metadata has the following elements, using the 
Ruby script /tools/common/test/BE_82_01/bin/xpath:</i> 

 #comment 

26 a) Visible = true<br /><br />xpath /Granule/Visible g7.xml &lt;Visible&gt;true&lt;/Visible&gt;  
27 b) Orderable = true<br /><br />xpath /Granule/Orderable g7.xml &lt;Orderable&gt;true&lt;/Orderable

&gt; 
 

28 c) InsertTime = The insert time of the granule recorded in the AIM 
database<br /><br />xpath /Granule/InsertTime g7.xml 

&lt;InsertTime&gt;YYYY-MM-
DDTHH:mm:SSZ&lt;/InsertTime&gt;
<br /><br />where the date time string 
return is equal to what is returned 
from the query to the database<br 
/><br />select archivetime<br />from 
amgranule<br />where granuleid = 
${GRANULEID}; 

 

29 d) LastUpdate = The last update time of the granule recorded in the AIM 
database.<br /><br />xpath /Granule/LastUpdate g7.xml 

&lt;LastUpdate&gt;YYYY-MM-
DDTHH:mm:SSZ&lt;/LastUpdate&gt
;<br /><br />where the date time 
string returned is equal to what is 
returned from the query<br /><br 
/>select lastupdate<br />from 
amgranule<br />where granuleid = 
${GRANULEID}; 

 

30 <i>V-8  Verify that the metadata generated by the action in S-2 subclause g 
(and any other subclauses for which the affected granule did not have a 
restriction flag set) the restriction flag element is absent.</i> 

 #comment 

31 Verify granule g7's exported metadata has no RestrictionFlag element:<br 
/><br />xpath //RestrictionFlag g7.xml 

  

 
 
TEST DATA: 
See Test Case 603. 
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EXPECTED RESULTS: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

   V  40  1  Verify that the manual export in S-1 results in multiple HTTP PUT requests containing the full granule metadata for each 
granule in the requested collection (but no granules belonging to other collections sharing a short name but with a 
different version ID).    

      

   V  40  2  Verify that the operations in S-2, except subclauses b – d each result in the export of a single HTTP PUT containing the 
full granule metadata.  

      

   V  40  3  Verify that the operations in S-2 subclauses b – d each result in the export of a single HTTP DELETE, with the ID of the 
granule in the URL, but containing no granule metadata in the request body.  

      

   V  40  4  Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b – d, validates against the ECHO granule 
metadata schema (https://api.echo.nasa.gov/ingest/schema/Granule.xsd).  

      

   V  40  5  Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b – d has the following elements:  
 
a)     Visible = true  
 
b)     Orderable = false  
 
c)     InsertTime = The insert time of the granule recorded in the AIM database.  
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d)     LastUpdate = The last update time of the granule recorded in the AIM database  

   V  40  6  Verify that the metadata generated by the action in S-2 subclause e contains a Restriction Flag value of 255.        

   V  40  7  Verify that the metadata generated by the action in S-2 subclause f contains the restriction flag value that was set in the 
database for that granule.  

      

   V  40  8  Verify that the metadata generated by the action in S-2 subclause g (and any other subclauses for which the affected 
granule did not have a restriction flag set) the restriction flag element is absent.  

      

   V  40  9  Verify that the metadata generated by the action in S-2 subclause h contains the QA values reflecting the update which 
was performed.  

      

   V  40  10  Verify that the metadata generated by the action in S-2 subclause i contains URLs for the science and metadata files, as 
well as any other ancillary files (e.g. browse) associated with the affected granule.  

      

   V  40  11  Verify that the metadata generated by the action in S-2 subclause j contains no datapool URLs.        

   V  40  12  Verify that the metadata generated by the action in S-2 subclause k contains a browse linkage URL, in addition to any 
datapool URLs.  

      

   V  40  13  Verify that the metadata generated by the action in S-2 subclause l contains no browse linkage URLs.        

   V  40  14  Verify that the metadata generated by the action in S-2 subclause m contains a reference to the newly assigned collection.        

   V  40  15  Verify that the action performed in S-2 subclause n results in the export of full granule metadata for every granule in the 
collection affected.  

      

   V  40  16  Verify that the metadata generated by the action in S-2 subclause o contains XML reflecting the replacement which was 
performed.  
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596 NOMINAL GRANULE EXPORT[S-2H]: AUTOMATIC EXPORT: QAUPDATE GRANULE. (ECS-
ECSTC-3006) 

DESCRIPTION: 
 
 
 

  S 40 1 [Nominal Granule Export] Find two collections with ECS metadata and which share the same short name, but 
have different version IDs.  Ensure that both collections are enabled for collection and granule export.  Request the 
manual export of granule metadata for all granules in one of these collections. 

    

  S 40 2 For one of the collections in S-1 (or another collection which has ECS metadata, and is enabled for collection and 
granule export): 
 
a)     Ingest a new granule into the ECS inventory.  
 
b)     Logically delete a granule from the ECS inventory.  
 
c)     Physically delete a granule from the ECS inventory.  
 
d)     DFA a granule.  
 
e)     Hide a granule.  
 
f)      Restrict a granule.  
 
g)     Unrestrict a granule.  
 
h)     Perform a QAUpdate on a granule.  
 
i)      Publish a granule in the datapool.  
 
j)      Unpublish a granule in the datapool.  
 
k)     Link a granule to a browse granule.  
 
l)      Unlink a granule from a browse granule.  
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m)   Change the collection to which a granule belongs.  
 
n)     Move a collection.  
 
o)     Perform XML replacement on a granule. 

  
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure granule g8's collection is installed. E.g., the DPL Ingest GUI shows 

the collection as a configured datatype. 
  

3 Ensure the DPL Ingest GUI shows granule g8's collection is configured to be 
public on ingest. 

  

4 Ensure granule g8's collection is enabled for collection and granule 
export:<br /><br />update bg_collection_configuration<br />set 
granuleexportflag = 'Y', collectionexportflag = 'Y'<br />where shortname = 
&lt;SHORTNAME&gt;<br />and versionid = &lt;VERSIONID&gt;; 

  

5 Ensure ECHO has granule g8's collection metadata:<br /><br />curl -k -H 
Echo-Token:${TOKEN} https://testbed.echo.nasa.gov/catalog-
rest/providers/${PROVIDERID}/${URL_ENCODED_DATASETID}<br 
/><br />If ECHO is missing the collection, export it:<br /><br 
/>EcBmBMGTManualStart ${MODE} --metc --collections 
${SHORTNAME}.${VERSIONID} 

  

6 Ensure granule g8 is in AIM:<br /><br />select shortname, versionid, 
granuleid<br />from amgranule<br />where localgranuleid = 
${LOCALGRANULEID} 

  

7 Ensure ECHO has granule g8's metadata:<br /><br />curl -k -H Echo-
Token:${TOKEN} https://testbed.echo.nasa.gov/catalog-
rest/providers/${PROVIDERID}/granules/${URL_ENCODED_GEOID}<br 
/><br />If ECHO is missing the granule, export it:<br /><br 
/>EcBmBMGTManualStart ${MODE} --metg --granules ${GRANULEID} 

  

8 Ensure QAUU is configured with a test site (e.g., BMGT82):<br /><br 
/>Append the following lines to 
/custom/ecs/${MODE}/CUSTOM/cfg/EcDsAmQaUpdateUtility.properties if 
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# Action Expected Result Notes 
the are not there:<br /><br 
/>BMGT82_EMAIL_FROM_ADDRESSES=labuser@edn.ecs.nasa.gov<br 
/>BMGT82_EMAIL_REPLY_ADDRESS=labuser@edn.ecs.nasa.gov<br 
/>BMGT82_NOTIFICATION_ON_SUCCESS=N 

9 Ensure granule g8's collection is eligible for QA updates:<br /><br />select 
*<br />from dsqamutesdtsite<br />where shortname = 
'${SHORTNAME}'<br />and site = 'BMGT82'<br /><br />If no such row 
exists, add it:<br /><br />insert into dsqamutesdtsite<br />values 
('${SHORTNAME}', 'BMGT82') 

  

10 Ensure a local copy of the ECHO 10 schema files is available for schema 
validation (e.g., under /tools/common/test/BE_82_01/echo10/schema).<br 
/><br />If needed, download *.xsd files from 
https://api.echo.nasa.gov/ingest/schema/. 

  

11 Ensure a mock ECHO or TCP proxy is capturing BMGT traffic.   
12 Ensure the BMGT Dispatcher is running. On the BMGT host:<br /><br />ps 

auxww | grep $MODE | grep EcBmDispatcher<br /><br />If needed, start the 
dispatcher:<br /><br />./EcBmBMGTDispatcherStart $MODE 

  

13 Ensure the BMGT Auto driver is running. On the BMGT host:<br /><br />ps 
auxww | grep $MODE | grep EcBmAuto<br /><br />If needed, start the Auto 
driver:<br /><br />./EcBmBMGTAutoStart $MODE 

  

14 <i>Setup</i>  #comment 
15 <i>Use the Ruby script /tools/common/test/BE_82_01/common/bin/xpath to 

find XML elements.</i> 
 #comment 

16 <i>S-2 For one of the collections in S-1 (or another collection which has ECS 
metadata, and is enabled for collection and granule export):<br />h)     
Perform a QAUpdate on a granule.</i> 

 #comment 

17 <i>See the QAUU 609 Section 4.8.9: 
http://edhs1.gsfc.nasa.gov/waisdata/eed/pdf/609eed001_Rev01_File_7.pdf</i
> 

 #comment 

18 Find granule g8's metadata file:<br /><br />select p.path || '/' || 
f.archivemetfilename<br />from ammetadatafile f<br />join dsmdxmlpath 
p<br />on f.archivepathid = p.archivepathid<br />where f.granuleid = 
${GRANULEID} 

  

19 Find the name of a measured parameter to update:<br /><br />xpath 
'//MeasuredParameterContainer/ParameterName/text()' ${g8_XML_FILE} 

  

20 Find the measured parameter's science quality flag value:<br /><br />xpath 
&quot;//MeasuredParameterContainer[ParameterName='${PARAMETER_N
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# Action Expected Result Notes 
AME}']/QAFlags/ScienceQualityFlag/text()&quot; ${g8_XML_FILE} 

21 Select a different science quality flag value from the list of valid values in the 
properties file:<br /><br />grep VALID_SCIENCE_QA_FLAGS 
/usr/ecs/${MODE}/CUSTOM/cfg/EcDsAmQaUpdateUtility.properties 

  

22 Create a QA update request file named according to the the QAUU 609:<br 
/><br 
/>&lt;MODE&gt;_&lt;Site&gt;_QAUPDATE&lt;description&gt;.&lt;YYY
Y&gt;&lt;MM&gt;&lt;DD&gt;&lt;hh&gt;&lt;mm&gt;&lt;ss&gt;<br /><br 
/>E.g.,<br /><br />OPS_BMGT82_QAUPDATE_BE_82_01_Crit_50_S-
2h.20130522231600 

  

23 Write a QA update request to update a science flag, using a GranuleUR 
(replace &lt;TAB&gt; with an actual tab character):<br /><br />From 
${site}<br />begin QAMetadataUpdate Science GranuleUR<br 
/>${shortname}&lt;TAB&gt;${versionid}&lt;TAB&gt;${granuleur}&lt;TA
B&gt;${measured_parameter_name}&lt;TAB&gt;${qa_flag_value}&lt;TAB
&gt;${qa_flag_explanation}<br />end QAMetadataUpdate 

  

24 Copy the QA update request file to the QA request directory configured in the 
properties file:<br /><br />sed -n 's/QA_REQUEST_DIR *= *//p' 
/usr/ecs/${MODE}/CUSTOM/cfg/EcDsAmQaUpdateUtility.properties 

  

25 Note the current time as t0.   
26 Run QAUU, specifying the filename (but not the path) if there are other 

request files in the request directory:<br /><br />EcAmQAUUStart 
${MODE} -file ${REQUEST_FILE} -noprompt 

  

27 <i>V-2 Verify that the operations in S-2, except subclauses b – d each result 
in the export of a single HTTP PUT containing the full granule metadata.</i> 

 #comment 

28 Verify the TCP proxy log shows a single PUT for granule g8 after time t0. 
E.g.,<br /><br />PUT /catalog-
rest/providers/${PROVIDERID}/granules/SC%3MYD14.005%3A123456 
HTTP/1.1 

  

29 Verify the TCP proxy log shows that the PUT request includes granule g8's 
full metadata. 

  

30 <i>V-4  Verify that the metadata exported in S-1 and S-2, except S-2 
subclauses b – d, validates against the ECHO granule metadata schema 
(https://api.echo.nasa.gov/ingest/schema/Granule.xsd).</i> 

 #comment 

31 Verify granule g8's exported metadata validates against the ECHO granule 
metadata schema:<br /><br />xmllint --noout --schema /path/to/Granule.xsd 
g8.xml<br />or<br 
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# Action Expected Result Notes 
/>/tools/common/test/BE_82_01/bin/echo10_validate_metadata g g8.xml 

32 <i>V-5 Verify that the metadata exported in S-1 and S-2, except S-2 
subclauses b – d has the following elements: <br />a)     Visible = true <br 
/>b)     Orderable = false<br />c)     InsertTime = The insert time of the 
granule recorded in the AIM database. <br />d)     LastUpdate = The last 
update time of the granule recorded in the AIM database</i> 

 #comment 

33 <i>Verify that the exported metadata has the following elements, using the 
Ruby script /tools/common/test/BE_82_01/bin/xpath:</i> 

 #comment 

34 a) Visible = true<br /><br />xpath /Granule/Visible g8.xml &lt;Visible&gt;true&lt;/Visible&gt;  
35 b) Orderable = true<br /><br />xpath /Granule/Orderable g8.xml &lt;Orderable&gt;true&lt;/Orderable

&gt; 
 

36 c) InsertTime = The insert time of the granule recorded in the AIM 
database<br /><br />xpath /Granule/InsertTime g8.xml 

&lt;InsertTime&gt;YYYY-MM-
DDTHH:mm:SSZ&lt;/InsertTime&gt;
<br /><br />where the date time string 
return is equal to what is returned 
from the query to the database<br 
/><br />select archivetime<br />from 
amgranule<br />where granuleid = 
${GRANULEID}; 

 

37 d) LastUpdate = The last update time of the granule recorded in the AIM 
database.<br /><br />xpath /Granule/LastUpdate g8.xml 

&lt;LastUpdate&gt;YYYY-MM-
DDTHH:mm:SSZ&lt;/LastUpdate&gt
;<br /><br />where the date time 
string returned is equal to what is 
returned from the query<br /><br 
/>select lastupdate<br />from 
amgranule<br />where granuleid = 
${GRANULEID}; 

 

38 <i>V-9   Verify that the metadata generated by the action in S-2 subclause h 
contains the QA values reflecting the update which was performed.</i> 

 #comment 

39 Verify granule g8's exported metadata contains the updated QA flag 
value:<br /><br />xpath 
&quot;//MeasuredParameter[ParameterName='${measured_parameter_name
}']/QAFlags/ScienceQualityFlag/text()&quot; g8.xml 

  

40 Verify granule g8's exported metadata contains the updated QA flag 
explanation:<br /><br />xpath 
&quot;//MeasuredParameter[ParameterName='${measured_parameter_name
}']/QAFlags/ScienceQualityFlagExplanation/text()&quot; g8.xml 
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TEST DATA: 
See Test Case 603. 
 
EXPECTED RESULTS: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

   V  40  1  Verify that the manual export in S-1 results in multiple HTTP PUT requests containing the full granule metadata for each 
granule in the requested collection (but no granules belonging to other collections sharing a short name but with a 
different version ID).    

      

   V  40  2  Verify that the operations in S-2, except subclauses b – d each result in the export of a single HTTP PUT containing the 
full granule metadata.  

      

   V  40  3  Verify that the operations in S-2 subclauses b – d each result in the export of a single HTTP DELETE, with the ID of the 
granule in the URL, but containing no granule metadata in the request body.  

      

   V  40  4  Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b – d, validates against the ECHO granule 
metadata schema (https://api.echo.nasa.gov/ingest/schema/Granule.xsd).  

      

   V  40  5  Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b – d has the following elements:        
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a)     Visible = true  
 
b)     Orderable = false  
 
c)     InsertTime = The insert time of the granule recorded in the AIM database.  
 
d)     LastUpdate = The last update time of the granule recorded in the AIM database  

   V  40  6  Verify that the metadata generated by the action in S-2 subclause e contains a Restriction Flag value of 255.        

   V  40  7  Verify that the metadata generated by the action in S-2 subclause f contains the restriction flag value that was set in the 
database for that granule.  

      

   V  40  8  Verify that the metadata generated by the action in S-2 subclause g (and any other subclauses for which the affected 
granule did not have a restriction flag set) the restriction flag element is absent.  

      

   V  40  9  Verify that the metadata generated by the action in S-2 subclause h contains the QA values reflecting the update which 
was performed.  

      

   V  40  10  Verify that the metadata generated by the action in S-2 subclause i contains URLs for the science and metadata files, as 
well as any other ancillary files (e.g. browse) associated with the affected granule.  

      

   V  40  11  Verify that the metadata generated by the action in S-2 subclause j contains no datapool URLs.        

   V  40  12  Verify that the metadata generated by the action in S-2 subclause k contains a browse linkage URL, in addition to any 
datapool URLs.  

      

   V  40  13  Verify that the metadata generated by the action in S-2 subclause l contains no browse linkage URLs.        

   V  40  14  Verify that the metadata generated by the action in S-2 subclause m contains a reference to the newly assigned collection.        

   V  40  15  Verify that the action performed in S-2 subclause n results in the export of full granule metadata for every granule in the 
collection affected.  

      

   V  40  16  Verify that the metadata generated by the action in S-2 subclause o contains XML reflecting the replacement which was       
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performed.  

 

597 NOMINAL GRANULE EXPORT[S-2I]: AUTOMATIC EXPORT: PUBLISH GRANULE (ECS-
ECSTC-3007) 

DESCRIPTION: 
 
 
 

  S 40 1 [Nominal Granule Export] Find two collections with ECS metadata and which share the same short name, but 
have different version IDs.  Ensure that both collections are enabled for collection and granule export.  Request the 
manual export of granule metadata for all granules in one of these collections. 

    

  S 40 2 For one of the collections in S-1 (or another collection which has ECS metadata, and is enabled for collection and 
granule export): 
 
a)     Ingest a new granule into the ECS inventory.  
 
b)     Logically delete a granule from the ECS inventory.  
 
c)     Physically delete a granule from the ECS inventory.  
 
d)     DFA a granule.  
 
e)     Hide a granule.  
 
f)      Restrict a granule.  
 
g)     Unrestrict a granule.  
 
h)     Perform a QAUpdate on a granule.  
 
i)      Publish a granule in the datapool.  
 
j)      Unpublish a granule in the datapool.  
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k)     Link a granule to a browse granule.  
 
l)      Unlink a granule from a browse granule.  
 
m)   Change the collection to which a granule belongs.  
 
n)     Move a collection.  
 
o)     Perform XML replacement on a granule. 

  
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure granule g9's collection is installed. E.g., the DPL Ingest GUI shows 

the collection as a configured datatype. 
  

3 Ensure the DPL Ingest GUI shows granule g9's collection is configured to 
NOT be public on ingest. 

  

4 Ensure granule g9's collection is enabled for collection and granule 
export:<br /><br />update bg_collection_configuration<br />set 
granuleexportflag = 'Y', collectionexportflag = 'Y'<br />where shortname = 
&lt;SHORTNAME&gt;<br />and versionid = &lt;VERSIONID&gt;; 

  

5 Ensure ECHO has granule g9's collection metadata:<br /><br />curl -k -H 
Echo-Token:${TOKEN} https://testbed.echo.nasa.gov/catalog-
rest/providers/${PROVIDERID}/${URL_ENCODED_DATASETID}<br 
/><br />If ECHO is missing the collection, export it:<br /><br 
/>EcBmBMGTManualStart ${MODE} --metc --collections 
${SHORTNAME}.${VERSIONID} 

  

6 Ensure granule g9 is in AIM:<br /><br />select shortname, versionid, 
granuleid<br />from amgranule <br />where localgranuleid = 
${LOCALGRANULEID} 

  

7 Ensure granule g9 is not public:<br /><br />select publishtime<br />from 
amgranule <br />where granuleid = ${GRANULEID}<br /><br />If 
publishtime is not null, unpublish the granule:<br /><br 
/>EcDlUnpublishStart.pl --mode ${MODE} -g ${GRANULEID} 
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# Action Expected Result Notes 
8 Ensure ECHO has granule g9's metadata:<br /><br />curl -k -H Echo-

Token:${TOKEN} https://testbed.echo.nasa.gov/catalog-
rest/providers/${PROVIDERID}/granules/${URL_ENCODED_GEOID}<br 
/><br />If ECHO is missing the granule, export it:<br /><br 
/>EcBmBMGTManualStart ${MODE} --metg --granules ${GRANULEID} 

  

9 Ensure a local copy of the ECHO 10 schema files is available for schema 
validation (e.g., under /tools/common/test/BE_82_01/echo10/schema).<br 
/><br />If needed, download *.xsd files from 
https://api.echo.nasa.gov/ingest/schema/. 

  

10 Ensure a mock ECHO or TCP proxy is capturing BMGT traffic.   
11 Ensure the BMGT Dispatcher is running. On the BMGT host:<br /><br />ps 

auxww | grep $MODE | grep EcBmDispatcher<br /><br />If needed, start the 
dispatcher:<br /><br />./EcBmBMGTDispatcherStart $MODE 

  

12 Ensure the BMGT Auto driver is running. On the BMGT host:<br /><br />ps 
auxww | grep $MODE | grep EcBmAuto<br /><br />If needed, start the Auto 
driver:<br /><br />./EcBmBMGTAutoStart $MODE 

  

13 <i>Setup</i>  #comment 
14 <i>S-2 For one of the collections in S-1 (or another collection which has ECS 

metadata, and is enabled for collection and granule export):<br />i)      
Publish a granule in the datapool.</i> 

 #comment 

15 Note the current time as t0.   
16 Publish granule g9:<br /><br />EcDlPublishStart &lt;MODE&gt; -ecs -g 

${GRANULEID} 
  

17 <i>V-2 Verify that the operations in S-2, except subclauses b – d each result 
in the export of a single HTTP PUT containing the full granule metadata.</i> 

 #comment 

18 Verify the TCP proxy log shows a single PUT for granule g9 after time t0. 
E.g.,<br /><br />PUT /catalog-
rest/providers/${PROVIDERID}/granules/SC%3MYD14.005%3A123456 
HTTP/1.1 

  

19 Verify the TCP proxy log shows that the PUT request includes granule g9's 
full metadata. 

  

20 <i>V-4  Verify that the metadata exported in S-1 and S-2, except S-2 
subclauses b – d, validates against the ECHO granule metadata schema 
(https://api.echo.nasa.gov/ingest/schema/Granule.xsd).</i> 

 #comment 

21 Verify granule g9's exported metadata validates against the ECHO granule 
metadata schema:<br /><br />xmllint --noout --schema /path/to/Granule.xsd 
g9.xml<br />or<br 
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# Action Expected Result Notes 
/>/tools/common/test/BE_82_01/bin/echo10_validate_metadata g g9.xml 

22 <i>V-5 Verify that the metadata exported in S-1 and S-2, except S-2 
subclauses b – d has the following elements: <br />a)     Visible = true <br 
/>b)     Orderable = false<br />c)     InsertTime = The insert time of the 
granule recorded in the AIM database. <br />d)     LastUpdate = The last 
update time of the granule recorded in the AIM database</i> 

 #comment 

23 <i>Verify that the exported metadata has the following elements, using the 
Ruby script /tools/common/test/BE_82_01/bin/xpath:</i> 

 #comment 

24 a) Visible = true<br /><br />xpath /Granule/Visible g9.xml &lt;Visible&gt;true&lt;/Visible&gt;  
25 b) Orderable = true<br /><br />xpath /Granule/Orderable g9.xml &lt;Orderable&gt;true&lt;/Orderable

&gt; 
 

26 c) InsertTime = The insert time of the granule recorded in the AIM 
database<br /><br />xpath /Granule/InsertTime g9.xml 

&lt;InsertTime&gt;YYYY-MM-
DDTHH:mm:SSZ&lt;/InsertTime&gt;
<br /><br />where the date time string 
return is equal to what is returned 
from the query to the database<br 
/><br />select archivetime<br />from 
amgranule<br />where granuleid = 
${GRANULEID}; 

 

27 d) LastUpdate = The last update time of the granule recorded in the AIM 
database.<br /><br />xpath /Granule/LastUpdate g9.xml 

&lt;LastUpdate&gt;YYYY-MM-
DDTHH:mm:SSZ&lt;/LastUpdate&gt
;<br /><br />where the date time 
string returned is equal to what is 
returned from the query<br /><br 
/>select lastupdate<br />from 
amgranule<br />where granuleid = 
${GRANULEID}; 

 

28 <i>V-10  Verify that the metadata generated by the action in S-2 subclause i 
contains URLs for the science and metadata files, as well as any other 
ancillary files (e.g. browse) associated with the affected granule.</i> 

 #comment 

29 Verify that granule g9's exported metadata contains URLs for its science 
file(s):<br /><br />xpath '//OnlineAccessURL/URL/text()' granule.xml 

  

30 Verify the URL to the science file is valid by downloading it and comparing 
it to the science file in the data pool:<br /><br />curl -O 
${SCIENCE_URL}<br /><br />diff ${SCIENCE_FILE} 
/datapool/${MODE}/user${SCIENCE_URL_PATH}<br /><br />where 
${SCIENCE_URL_PATH} is the part of the ${SCIENCE_URL} after 
http://${HOST}. 
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# Action Expected Result Notes 
31 Verify that granule g9's exported metadata contains URLs for its metadata 

and associated ancillary file(s) (browse, QA, PH, HDF Map):<br /><br 
/>xpath '//OnlineResource/URL/text()' granule.xml 

  

32 Verify each OnlineResource URL is valid by downloading it and comparing 
it to the file in the data pool:<br /><br />curl -O ${URL}<br /><br />diff 
${DOWNLOADED_FILE} /datapool/${MODE}/user${URL_PATH}<br 
/><br />where ${URL_PATH} is the part of the ${URL} after 
http://${HOST}. 

  

 
 
TEST DATA: 
See Test Case 603. 
 
EXPECTED RESULTS: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

   V  40  1  Verify that the manual export in S-1 results in multiple HTTP PUT requests containing the full granule metadata for each 
granule in the requested collection (but no granules belonging to other collections sharing a short name but with a 
different version ID).    

      

   V  40  2  Verify that the operations in S-2, except subclauses b – d each result in the export of a single HTTP PUT containing the       
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full granule metadata.  

   V  40  3  Verify that the operations in S-2 subclauses b – d each result in the export of a single HTTP DELETE, with the ID of the 
granule in the URL, but containing no granule metadata in the request body.  

      

   V  40  4  Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b – d, validates against the ECHO granule 
metadata schema (https://api.echo.nasa.gov/ingest/schema/Granule.xsd).  

      

   V  40  5  Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b – d has the following elements:  
 
a)     Visible = true  
 
b)     Orderable = false  
 
c)     InsertTime = The insert time of the granule recorded in the AIM database.  
 
d)     LastUpdate = The last update time of the granule recorded in the AIM database  

      

   V  40  6  Verify that the metadata generated by the action in S-2 subclause e contains a Restriction Flag value of 255.        

   V  40  7  Verify that the metadata generated by the action in S-2 subclause f contains the restriction flag value that was set in the 
database for that granule.  

      

   V  40  8  Verify that the metadata generated by the action in S-2 subclause g (and any other subclauses for which the affected 
granule did not have a restriction flag set) the restriction flag element is absent.  

      

   V  40  9  Verify that the metadata generated by the action in S-2 subclause h contains the QA values reflecting the update which 
was performed.  

      

   V  40  10  Verify that the metadata generated by the action in S-2 subclause i contains URLs for the science and metadata files, as 
well as any other ancillary files (e.g. browse) associated with the affected granule.  

      

   V  40  11  Verify that the metadata generated by the action in S-2 subclause j contains no datapool URLs.        

   V  40  12  Verify that the metadata generated by the action in S-2 subclause k contains a browse linkage URL, in addition to any 
datapool URLs.  
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   V  40  13  Verify that the metadata generated by the action in S-2 subclause l contains no browse linkage URLs.        

   V  40  14  Verify that the metadata generated by the action in S-2 subclause m contains a reference to the newly assigned collection.        

   V  40  15  Verify that the action performed in S-2 subclause n results in the export of full granule metadata for every granule in the 
collection affected.  

      

   V  40  16  Verify that the metadata generated by the action in S-2 subclause o contains XML reflecting the replacement which was 
performed.  

      

 

598 NOMINAL GRANULE EXPORT[S-2J]: AUTOMATIC EXPORT: UNPUBLISH GRANULE (ECS-
ECSTC-3008) 

DESCRIPTION: 
 
 
 

  S 40 1 [Nominal Granule Export] Find two collections with ECS metadata and which share the same short name, but 
have different version IDs.  Ensure that both collections are enabled for collection and granule export.  Request the 
manual export of granule metadata for all granules in one of these collections. 

    

  S 40 2 For one of the collections in S-1 (or another collection which has ECS metadata, and is enabled for collection and 
granule export): 
 
a)     Ingest a new granule into the ECS inventory.  
 
b)     Logically delete a granule from the ECS inventory.  
 
c)     Physically delete a granule from the ECS inventory.  
 
d)     DFA a granule.  
 
e)     Hide a granule.  
 
f)      Restrict a granule.  
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g)     Unrestrict a granule.  
 
h)     Perform a QAUpdate on a granule.  
 
i)      Publish a granule in the datapool.  
 
j)      Unpublish a granule in the datapool.  
 
k)     Link a granule to a browse granule.  
 
l)      Unlink a granule from a browse granule.  
 
m)   Change the collection to which a granule belongs.  
 
n)     Move a collection.  
 
o)     Perform XML replacement on a granule. 

  
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure granule g10's collection is installed. E.g., the DPL Ingest GUI shows 

the collection as a configured datatype. 
  

3 Ensure the DPL Ingest GUI shows granule g10's collection is configured to 
be public on ingest. 

  

4 Ensure granule g10's collection is enabled for collection and granule 
export:<br /><br />update bg_collection_configuration<br />set 
granuleexportflag = 'Y', collectionexportflag = 'Y'<br />where shortname = 
&lt;SHORTNAME&gt;<br />and versionid = &lt;VERSIONID&gt;; 

  

5 Ensure ECHO has granule g10's collection metadata:<br /><br />curl -k -H 
Echo-Token:${TOKEN} https://testbed.echo.nasa.gov/catalog-
rest/providers/${PROVIDERID}/${URL_ENCODED_DATASETID}<br 
/><br />If ECHO is missing the collection, export it:<br /><br 
/>EcBmBMGTManualStart ${MODE} --metc --collections 
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# Action Expected Result Notes 
${SHORTNAME}.${VERSIONID} 

6 Ensure granule g10 is in AIM:<br /><br />select shortname, versionid, 
granuleid<br />from amgranule<br />where localgranuleid = 
${LOCALGRANULEID} 

  

7 Ensure granule g10 is public:<br /><br />select publishtime<br />from 
amgranule<br />where granuleid = ${GRANULEID}<br /><br />If 
publishtime is null, publish the granule:<br /><br />EcDlPublishUtilityStart 
${MODE} -ecs -g ${GRANULEID} 

  

8 Ensure ECHO has granule g10's metadata:<br /><br />curl -k -H Echo-
Token:${TOKEN} https://testbed.echo.nasa.gov/catalog-
rest/providers/${PROVIDERID}/granules/${URL_ENCODED_GEOID}<br 
/><br />If ECHO is missing the granule, export it:<br /><br 
/>EcBmBMGTManualStart ${MODE} --metg --granules ${GRANULEID} 

  

9 Ensure a local copy of the ECHO 10 schema files is available for schema 
validation (e.g., under /tools/common/test/BE_82_01/echo10/schema).<br 
/><br />If needed, download *.xsd files from 
https://api.echo.nasa.gov/ingest/schema/. 

  

10 Ensure a mock ECHO or TCP proxy is capturing BMGT traffic.   
11 Ensure the BMGT Dispatcher is running. On the BMGT host:<br /><br />ps 

auxww | grep $MODE | grep EcBmDispatcher<br /><br />If needed, start the 
dispatcher:<br /><br />./EcBmBMGTDispatcherStart $MODE 

  

12 Ensure the BMGT Auto driver is running. On the BMGT host:<br /><br />ps 
auxww | grep $MODE | grep EcBmAuto<br /><br />If needed, start the Auto 
driver:<br /><br />./EcBmBMGTAutoStart $MODE 

  

13 <i>Setup</i>  #comment 
14 <i>S-2 For one of the collections in S-1 (or another collection which has ECS 

metadata, and is enabled for collection and granule export):<br />j)      
Unpublish a granule in the datapool.</i> 

 #comment 

15 Unpublish granule g10:<br /><br />EcDlUnpublishStart.pl -mode ${MODE} 
-g ${GRANULEID} 

  

16 <i>V-2 Verify that the operations in S-2, except subclauses b – d each result 
in the export of a single HTTP PUT containing the full granule metadata.</i> 

 #comment 

17 Verify the TCP proxy log shows a single PUT for granule g10 after time t0. 
E.g.,<br /><br />PUT /catalog-
rest/providers/${PROVIDERID}/granules/SC%3MYD14.005%3A123456 
HTTP/1.1 

  

18 Verify the TCP proxy log shows that the PUT request includes granule g10's   
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# Action Expected Result Notes 
full metadata. 

19 <i>V-4  Verify that the metadata exported in S-1 and S-2, except S-2 
subclauses b – d, validates against the ECHO granule metadata schema 
(https://api.echo.nasa.gov/ingest/schema/Granule.xsd).</i> 

 #comment 

20 Verify granule g10's exported metadata validates against the ECHO granule 
metadata schema:<br /><br />xmllint --noout --schema /path/to/Granule.xsd 
g10.xml<br />or<br 
/>/tools/common/test/BE_82_01/bin/echo10_validate_metadata g g10.xml 

  

21 <i>V-5 Verify that the metadata exported in S-1 and S-2, except S-2 
subclauses b – d has the following elements: <br />a)     Visible = true <br 
/>b)     Orderable = false<br />c)     InsertTime = The insert time of the 
granule recorded in the AIM database. <br />d)     LastUpdate = The last 
update time of the granule recorded in the AIM database</i> 

 #comment 

22 <i>Verify that the exported metadata has the following elements, using the 
Ruby script /tools/common/test/BE_82_01/bin/xpath:</i> 

 #comment 

23 a) Visible = true<br /><br />xpath /Granule/Visible g10.xml &lt;Visible&gt;true&lt;/Visible&gt;  
24 b) Orderable = true<br /><br />xpath /Granule/Orderable g10.xml &lt;Orderable&gt;true&lt;/Orderable

&gt; 
 

25 c) InsertTime = The insert time of the granule recorded in the AIM 
database<br /><br />xpath /Granule/InsertTime g10.xml 

&lt;InsertTime&gt;YYYY-MM-
DDTHH:mm:SSZ&lt;/InsertTime&gt;
<br /><br />where the date time string 
return is equal to what is returned 
from the query to the database<br 
/><br />select archivetime<br />from 
amgranule<br />where granuleid = 
${GRANULEID}; 

 

26 d) LastUpdate = The last update time of the granule recorded in the AIM 
database.<br /><br />xpath /Granule/LastUpdate g10.xml 

&lt;LastUpdate&gt;YYYY-MM-
DDTHH:mm:SSZ&lt;/LastUpdate&gt
;<br /><br />where the date time 
string returned is equal to what is 
returned from the query<br /><br 
/>select lastupdate<br />from 
amgranule<br />where granuleid = 
${GRANULEID}; 

 

27 <i>V-11  Verify that the metadata generated by the action in S-2 subclause j 
contains no datapool URLs.</i> 

 #comment 

28 Verify granule g10's exported metadata contains no OnlineAccessURLs:<br 
/><br />xpath '//OnlineAccessURL' g8.xml 
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# Action Expected Result Notes 
29 Verify granule g10's exported metadata contains no OnlineResource URLs, 

except BROWSE:<br /><br />xpath '//OnlineResource' g8.xml &gt; all.txt<br 
/>xpath &quot;//OnlineResource[Type='BROWSE']&quot; g8.xml &gt; 
browse.txt<br /><br />Verify no differences are found:<br />diff all.txt 
browse.txt 

  

 
 
TEST DATA: 
See Test Case 603. 
 
EXPECTED RESULTS: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

   V  40  1  Verify that the manual export in S-1 results in multiple HTTP PUT requests containing the full granule metadata for each 
granule in the requested collection (but no granules belonging to other collections sharing a short name but with a 
different version ID).    

      

   V  40  2  Verify that the operations in S-2, except subclauses b – d each result in the export of a single HTTP PUT containing the 
full granule metadata.  

      

   V  40  3  Verify that the operations in S-2 subclauses b – d each result in the export of a single HTTP DELETE, with the ID of the       
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granule in the URL, but containing no granule metadata in the request body.  

   V  40  4  Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b – d, validates against the ECHO granule 
metadata schema (https://api.echo.nasa.gov/ingest/schema/Granule.xsd).  

      

   V  40  5  Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b – d has the following elements:  
 
a)     Visible = true  
 
b)     Orderable = false  
 
c)     InsertTime = The insert time of the granule recorded in the AIM database.  
 
d)     LastUpdate = The last update time of the granule recorded in the AIM database  

      

   V  40  6  Verify that the metadata generated by the action in S-2 subclause e contains a Restriction Flag value of 255.        

   V  40  7  Verify that the metadata generated by the action in S-2 subclause f contains the restriction flag value that was set in the 
database for that granule.  

      

   V  40  8  Verify that the metadata generated by the action in S-2 subclause g (and any other subclauses for which the affected 
granule did not have a restriction flag set) the restriction flag element is absent.  

      

   V  40  9  Verify that the metadata generated by the action in S-2 subclause h contains the QA values reflecting the update which 
was performed.  

      

   V  40  10  Verify that the metadata generated by the action in S-2 subclause i contains URLs for the science and metadata files, as 
well as any other ancillary files (e.g. browse) associated with the affected granule.  

      

   V  40  11  Verify that the metadata generated by the action in S-2 subclause j contains no datapool URLs.        

   V  40  12  Verify that the metadata generated by the action in S-2 subclause k contains a browse linkage URL, in addition to any 
datapool URLs.  

      

   V  40  13  Verify that the metadata generated by the action in S-2 subclause l contains no browse linkage URLs.        
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   V  40  14  Verify that the metadata generated by the action in S-2 subclause m contains a reference to the newly assigned collection.        

   V  40  15  Verify that the action performed in S-2 subclause n results in the export of full granule metadata for every granule in the 
collection affected.  

      

   V  40  16  Verify that the metadata generated by the action in S-2 subclause o contains XML reflecting the replacement which was 
performed.  

      

 

599 NOMINAL GRANULE EXPORT[S-2K]: AUTOMATIC EXPORT: LINK TO BROWSE (ECS-
ECSTC-3009) 

DESCRIPTION: 
 
 
 

  S 40 1 [Nominal Granule Export] Find two collections with ECS metadata and which share the same short name, but 
have different version IDs.  Ensure that both collections are enabled for collection and granule export.  Request the 
manual export of granule metadata for all granules in one of these collections. 

    

  S 40 2 For one of the collections in S-1 (or another collection which has ECS metadata, and is enabled for collection and 
granule export): 
 
a)     Ingest a new granule into the ECS inventory.  
 
b)     Logically delete a granule from the ECS inventory.  
 
c)     Physically delete a granule from the ECS inventory.  
 
d)     DFA a granule.  
 
e)     Hide a granule.  
 
f)      Restrict a granule.  
 
g)     Unrestrict a granule.  
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h)     Perform a QAUpdate on a granule.  
 
i)      Publish a granule in the datapool.  
 
j)      Unpublish a granule in the datapool.  
 
k)     Link a granule to a browse granule.  
 
l)      Unlink a granule from a browse granule.  
 
m)   Change the collection to which a granule belongs.  
 
n)     Move a collection.  
 
o)     Perform XML replacement on a granule. 

  
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure granule g11's collection is installed. E.g., the DPL Ingest GUI shows 

the collection as a configured datatype. 
  

3 Ensure the DPL Ingest GUI shows granule g11's collection is configured to 
be public on ingest. 

  

4 Ensure granule g11's collection is enabled for collection and granule 
export:<br /><br />update bg_collection_configuration<br />set 
granuleexportflag = 'Y', collectionexportflag = 'Y'<br />where shortname = 
&lt;SHORTNAME&gt;<br />and versionid = &lt;VERSIONID&gt;; 

  

5 Ensure ECHO has granule g11's collection metadata:<br /><br />curl -k -H 
Echo-Token:${TOKEN} https://testbed.echo.nasa.gov/catalog-
rest/providers/${PROVIDERID}/${URL_ENCODED_DATASETID}<br 
/><br />If ECHO is missing the collection, export it:<br /><br 
/>EcBmBMGTManualStart ${MODE} --metc --collections 
${SHORTNAME}.${VERSIONID} 

  

6 Ensure granule g11 is in AIM:<br /><br />select shortname, versionid,   
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# Action Expected Result Notes 
granuleid<br />from amgranule<br />where localgranuleid = 
${LOCALGRANULEID} 

7 Ensure granule g11 is unassociated with any browse granules:<br /><br 
/>select *<br />from ambrowsegranulexref<br />where granuleid = 
${GRANULEID}<br /><br />If the granule is associated with a browse 
granule, physically delete it and ingest it again, without associated browse. 

  

8 Ensure ECHO has granule g11's metadata:<br /><br />curl -k -H Echo-
Token:${TOKEN} https://testbed.echo.nasa.gov/catalog-
rest/providers/${PROVIDERID}/granules/${URL_ENCODED_GEOID}<br 
/><br />If ECHO is missing the granule, export it:<br /><br 
/>EcBmBMGTManualStart ${MODE} --metg --granules ${GRANULEID} 

  

9 Ensure a local copy of the ECHO 10 schema files is available for schema 
validation (e.g., under /tools/common/test/BE_82_01/echo10/schema).<br 
/><br />If needed, download *.xsd files from 
https://api.echo.nasa.gov/ingest/schema/. 

  

10 Ensure a mock ECHO or TCP proxy is capturing BMGT traffic.   
11 Ensure the BMGT Dispatcher is running. On the BMGT host:<br /><br />ps 

auxww | grep $MODE | grep EcBmDispatcher<br /><br />If needed, start the 
dispatcher:<br /><br />./EcBmBMGTDispatcherStart $MODE 

  

12 Ensure the BMGT Auto driver is running. On the BMGT host:<br /><br />ps 
auxww | grep $MODE | grep EcBmAuto<br /><br />If needed, start the Auto 
driver:<br /><br />./EcBmBMGTAutoStart $MODE 

  

13 <i>Setup</i>  #comment 
14 <i>S-2 For one of the collections in S-1 (or another collection which has ECS 

metadata, and is enabled for collection and granule export):<br />k)     Link a 
granule to a browse granule.</i> 

 #comment 

15 Ingest browse granule b1, which has been prepared to link with granule g11.   
16 <i>Verification</i>  #comment 
17 <i>V-2 Verify that the operations in S-2, except subclauses b – d each result 

in the export of a single HTTP PUT containing the full granule metadata.</i> 
 #comment 

18 Verify the TCP proxy log shows a single PUT for granule g11 after time t0. 
E.g.,<br /><br />PUT /catalog-
rest/providers/${PROVIDERID}/granules/SC%3MYD14.005%3A123456 
HTTP/1.1 

  

19 Verify the TCP proxy log shows that the PUT request includes granule g11's 
full metadata. 

  

20 <i>V-4  Verify that the metadata exported in S-1 and S-2, except S-2  #comment 
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# Action Expected Result Notes 
subclauses b – d, validates against the ECHO granule metadata schema 
(https://api.echo.nasa.gov/ingest/schema/Granule.xsd).</i> 

21 Verify granule g11's exported metadata validates against the ECHO granule 
metadata schema:<br /><br />xmllint --noout --schema /path/to/Granule.xsd 
g11.xml<br />or<br 
/>/tools/common/test/BE_82_01/bin/echo10_validate_metadata g g11.xml 

  

22 <i>V-5 Verify that the metadata exported in S-1 and S-2, except S-2 
subclauses b – d has the following elements: <br />a)     Visible = true <br 
/>b)     Orderable = false<br />c)     InsertTime = The insert time of the 
granule recorded in the AIM database. <br />d)     LastUpdate = The last 
update time of the granule recorded in the AIM database</i> 

 #comment 

23 <i>Verify that the exported metadata has the following elements, using the 
Ruby script /tools/common/test/BE_82_01/bin/xpath:</i> 

 #comment 

24 a) Visible = true<br /><br />xpath /Granule/Visible g11.xml &lt;Visible&gt;true&lt;/Visible&gt;  
25 b) Orderable = true<br /><br />xpath /Granule/Orderable g11.xml &lt;Orderable&gt;true&lt;/Orderable

&gt; 
 

26 c) InsertTime = The insert time of the granule recorded in the AIM 
database<br /><br />xpath /Granule/InsertTime g11.xml 

&lt;InsertTime&gt;YYYY-MM-
DDTHH:mm:SSZ&lt;/InsertTime&gt;
<br /><br />where the date time string 
return is equal to what is returned 
from the query to the database<br 
/><br />select archivetime<br />from 
amgranule<br />where granuleid = 
${GRANULEID}; 

 

27 d) LastUpdate = The last update time of the granule recorded in the AIM 
database.<br /><br />xpath /Granule/LastUpdate g11.xml 

&lt;LastUpdate&gt;YYYY-MM-
DDTHH:mm:SSZ&lt;/LastUpdate&gt
;<br /><br />where the date time 
string returned is equal to what is 
returned from the query<br /><br 
/>select lastupdate<br />from 
amgranule<br />where granuleid = 
${GRANULEID}; 

 

28 <i>V-12  Verify that the metadata generated by the action in S-2 subclause k 
contains a browse linkage URL, in addition to any datapool URLs.       <br 
/>Verify that the TCP proxy shows that the metadata exported for the browse 
granule contains a browse linkage URL.</i> 

 #comment 

29 Verify granule g11's exported metadata contains a browse linkage URL:<br 
/><br />xpath &quot;//OnlineResource[Type='BROWSE']&quot; g11.xml 
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# Action Expected Result Notes 
30 Verify the browse linkage URL is valid by downloading the browse file and 

comparing it to the file in the data pool:<br /><br />xpath 
&quot;//OnlineResource[Type='BROWSE']/URL/text()&quot; g11.xml<br 
/><br />curl -O ${BROWSE_URL}<br /><br />diff ${BROWSE_FILE} 
${BROWSE_URL_PATH}<br /><br />where ${BROWSE_URL_PATH} is 
the part of ${BROWSE_URL} after http://${HOST}. 

  

31    

 
 
TEST DATA: 
See Test Case 603. 
 
EXPECTED RESULTS: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

   V  40  1  Verify that the manual export in S-1 results in multiple HTTP PUT requests containing the full granule metadata for each 
granule in the requested collection (but no granules belonging to other collections sharing a short name but with a 
different version ID).    

      

   V  40  2  Verify that the operations in S-2, except subclauses b – d each result in the export of a single HTTP PUT containing the 
full granule metadata.  
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   V  40  3  Verify that the operations in S-2 subclauses b – d each result in the export of a single HTTP DELETE, with the ID of the 
granule in the URL, but containing no granule metadata in the request body.  

      

   V  40  4  Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b – d, validates against the ECHO granule 
metadata schema (https://api.echo.nasa.gov/ingest/schema/Granule.xsd).  

      

   V  40  5  Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b – d has the following elements:  
 
a)     Visible = true  
 
b)     Orderable = false  
 
c)     InsertTime = The insert time of the granule recorded in the AIM database.  
 
d)     LastUpdate = The last update time of the granule recorded in the AIM database  

      

   V  40  6  Verify that the metadata generated by the action in S-2 subclause e contains a Restriction Flag value of 255.        

   V  40  7  Verify that the metadata generated by the action in S-2 subclause f contains the restriction flag value that was set in the 
database for that granule.  

      

   V  40  8  Verify that the metadata generated by the action in S-2 subclause g (and any other subclauses for which the affected 
granule did not have a restriction flag set) the restriction flag element is absent.  

      

   V  40  9  Verify that the metadata generated by the action in S-2 subclause h contains the QA values reflecting the update which 
was performed.  

      

   V  40  10  Verify that the metadata generated by the action in S-2 subclause i contains URLs for the science and metadata files, as 
well as any other ancillary files (e.g. browse) associated with the affected granule.  

      

   V  40  11  Verify that the metadata generated by the action in S-2 subclause j contains no datapool URLs.        

   V  40  12  Verify that the metadata generated by the action in S-2 subclause k contains a browse linkage URL, in addition to any 
datapool URLs.  

      

   V  40  13  Verify that the metadata generated by the action in S-2 subclause l contains no browse linkage URLs.        
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   V  40  14  Verify that the metadata generated by the action in S-2 subclause m contains a reference to the newly assigned collection.        

   V  40  15  Verify that the action performed in S-2 subclause n results in the export of full granule metadata for every granule in the 
collection affected.  

      

   V  40  16  Verify that the metadata generated by the action in S-2 subclause o contains XML reflecting the replacement which was 
performed.  

      

 

600 NOMINAL GRANULE EXPORT[S-2L]: AUTOMATIC EXPORT: UNLINK FROM BROWSE (ECS-
ECSTC-3010) 

DESCRIPTION: 
 
 
 

  S 40 1 [Nominal Granule Export] Find two collections with ECS metadata and which share the same short name, but 
have different version IDs.  Ensure that both collections are enabled for collection and granule export.  Request the 
manual export of granule metadata for all granules in one of these collections. 

    

  S 40 2 For one of the collections in S-1 (or another collection which has ECS metadata, and is enabled for collection and 
granule export): 
 
a)     Ingest a new granule into the ECS inventory.  
 
b)     Logically delete a granule from the ECS inventory.  
 
c)     Physically delete a granule from the ECS inventory.  
 
d)     DFA a granule.  
 
e)     Hide a granule.  
 
f)      Restrict a granule.  
 
g)     Unrestrict a granule.  
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h)     Perform a QAUpdate on a granule.  
 
i)      Publish a granule in the datapool.  
 
j)      Unpublish a granule in the datapool.  
 
k)     Link a granule to a browse granule.  
 
l)      Unlink a granule from a browse granule.  
 
m)   Change the collection to which a granule belongs.  
 
n)     Move a collection.  
 
o)     Perform XML replacement on a granule. 

  
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 <i>Use the Ruby script 

&quot;/tools/common/test/BE_82_01/bin/xpath&quot; to search XML 
files.</i> 

 #comment 

3 Ensure granule g12's collection is installed. E.g., the DPL Ingest GUI shows 
the collection as a configured datatype. 

  

4 Ensure the DPL Ingest GUI shows granule g12's collection is configured to 
be public on ingest. 

  

5 Ensure granule g12's collection is enabled for collection and granule 
export:<br /><br />update bg_collection_configuration<br />set 
granuleexportflag = 'Y', collectionexportflag = 'Y'<br />where shortname = 
&lt;SHORTNAME&gt;<br />and versionid = &lt;VERSIONID&gt;; 

  

6 Ensure ECHO has granule g12's collection metadata:<br /><br />curl -k -H 
Echo-Token:${TOKEN} https://testbed.echo.nasa.gov/catalog-
rest/providers/${PROVIDERID}/${URL_ENCODED_DATASETID}<br 
/><br />If ECHO is missing the collection, export it:<br /><br 
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# Action Expected Result Notes 
/>EcBmBMGTManualStart ${MODE} --metc --collections 
${SHORTNAME}.${VERSIONID} 

7 Ensure granule g12 is in AIM:<br /><br />select shortname, versionid, 
granuleid<br />from amgranule<br />where localgranuleid = 
${LOCALGRANULEID} 

  

8 Ensure granule g12 has an associated browse (b2):<br /><br />select 
bf.onlinedirectorypath || bf.onlinefilename<br />from ambrowsegranulexref 
bx<br />join ambrowseonlinefile bf<br />on bx.browseid = bf.browseid<br 
/>where bx.granuleid = ${GRANULEID} 

  

9 Ensure ECHO has granule g12's metadata with the associated browse b2 as 
an OnlineResource:<br /><br />curl -k -H Echo-Token:${TOKEN} 
https://testbed.echo.nasa.gov/catalog-
rest/providers/${PROVIDERID}/granules/${URL_ENCODED_GEOID} 
&gt; g12.xml<br /><br />xpath 
&quot;//OnlineResource[Type='BROWSE']/URL/text()&quot; g12.xml<br 
/><br />If ECHO is missing the granule, export it:<br /><br 
/>EcBmBMGTManualStart ${MODE} --metg --granules ${GRANULEID} 

The BROWSE URL should end in the 
browse path found in the previous 
step. 

 

10 Ensure a local copy of the ECHO 10 schema files is available for schema 
validation (e.g., under /tools/common/test/BE_82_01/echo10/schema).<br 
/><br />If needed, download *.xsd files from 
https://api.echo.nasa.gov/ingest/schema/. 

  

11 Ensure a mock ECHO or TCP proxy is capturing BMGT traffic.   
12 Ensure the BMGT Dispatcher is running. On the BMGT host:<br /><br />ps 

auxww | grep $MODE | grep EcBmDispatcher<br /><br />If needed, start the 
dispatcher:<br /><br />./EcBmBMGTDispatcherStart $MODE 

  

13 Ensure the BMGT Auto driver is running. On the BMGT host:<br /><br />ps 
auxww | grep $MODE | grep EcBmAuto<br /><br />If needed, start the Auto 
driver:<br /><br />./EcBmBMGTAutoStart $MODE 

  

14 <i>Setup</i>  #comment 
15 <i>S-2 For one of the collections in S-1 (or another collection which has ECS 

metadata, and is enabled for collection and granule export):<br />L)      
Unlink a granule from a browse granule.</i> 

 #comment 

16 Note the current time as t0.   
17 Unlink the browse granule b2 in AIM:<br /><br />delete from 

AmBrowseGranuleXref<br />where BrowseId = ${b2_BROWSEID} 
  

18 <i>Verification</i>  #comment 
19 <i>V-2 Verify that the operations in S-2, except subclauses b – d each result  #comment 
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# Action Expected Result Notes 
in the export of a single HTTP PUT containing the full granule metadata.</i> 

20 Verify the TCP proxy log shows a single PUT for granule g12 after time t0. 
E.g.,<br /><br />PUT /catalog-
rest/providers/${PROVIDERID}/granules/SC%3MYD14.005%3A123456 
HTTP/1.1 

  

21 Verify the TCP proxy log shows that the PUT request includes granule g12's 
full metadata. 

  

22 <i>V-4  Verify that the metadata exported in S-1 and S-2, except S-2 
subclauses b – d, validates against the ECHO granule metadata schema 
(https://api.echo.nasa.gov/ingest/schema/Granule.xsd).</i> 

 #comment 

23 Verify granule g12's exported metadata validates against the ECHO granule 
metadata schema:<br /><br />xmllint --noout --schema /path/to/Granule.xsd 
g12.xml<br />or<br 
/>/tools/common/test/BE_82_01/bin/echo10_validate_metadata g g12.xml 

  

24 <i>V-5 Verify that the metadata exported in S-1 and S-2, except S-2 
subclauses b – d has the following elements: <br />a)     Visible = true <br 
/>b)     Orderable = false<br />c)     InsertTime = The insert time of the 
granule recorded in the AIM database. <br />d)     LastUpdate = The last 
update time of the granule recorded in the AIM database</i> 

 #comment 

25 <i>Verify that the exported metadata has the following elements, using the 
Ruby script /tools/common/test/BE_82_01/bin/xpath:</i> 

 #comment 

26 a) Visible = true<br /><br />xpath /Granule/Visible g12.xml &lt;Visible&gt;true&lt;/Visible&gt;  
27 b) Orderable = true<br /><br />xpath /Granule/Orderable g12.xml &lt;Orderable&gt;true&lt;/Orderable

&gt; 
 

28 c) InsertTime = The insert time of the granule recorded in the AIM 
database<br /><br />xpath /Granule/InsertTime g12.xml 

&lt;InsertTime&gt;YYYY-MM-
DDTHH:mm:SSZ&lt;/InsertTime&gt;
<br /><br />where the date time string 
return is equal to what is returned 
from the query to the database<br 
/><br />select archivetime<br />from 
amgranule<br />where granuleid = 
${GRANULEID}; 

 

29 d) LastUpdate = The last update time of the granule recorded in the AIM 
database.<br /><br />xpath /Granule/LastUpdate g12.xml 

&lt;LastUpdate&gt;YYYY-MM-
DDTHH:mm:SSZ&lt;/LastUpdate&gt
;<br /><br />where the date time 
string returned is equal to what is 
returned from the query<br /><br 
/>select lastupdate<br />from 
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# Action Expected Result Notes 
amgranule<br />where granuleid = 
${GRANULEID}; 

30 <i>V-13  Verify that the metadata generated by the action in S-2 subclause l 
contains no browse linkage URLs.</i> 

 #comment 

31 Verify granule g12's exported metadata includes no browse linkage 
URLs:<br /><br />xpath &quot;//OnlineResource[Type='BROWSE']&quot; 
g12.xml 

Should find no OnlineResource 
elements. 

 

 
 
TEST DATA: 
See Test Case 603. 
 
EXPECTED RESULTS: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

   V  40  1  Verify that the manual export in S-1 results in multiple HTTP PUT requests containing the full granule metadata for each 
granule in the requested collection (but no granules belonging to other collections sharing a short name but with a 
different version ID).    

      

   V  40  2  Verify that the operations in S-2, except subclauses b – d each result in the export of a single HTTP PUT containing the 
full granule metadata.  
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   V  40  3  Verify that the operations in S-2 subclauses b – d each result in the export of a single HTTP DELETE, with the ID of the 
granule in the URL, but containing no granule metadata in the request body.  

      

   V  40  4  Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b – d, validates against the ECHO granule 
metadata schema (https://api.echo.nasa.gov/ingest/schema/Granule.xsd).  

      

   V  40  5  Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b – d has the following elements:  
 
a)     Visible = true  
 
b)     Orderable = false  
 
c)     InsertTime = The insert time of the granule recorded in the AIM database.  
 
d)     LastUpdate = The last update time of the granule recorded in the AIM database  

      

   V  40  6  Verify that the metadata generated by the action in S-2 subclause e contains a Restriction Flag value of 255.        

   V  40  7  Verify that the metadata generated by the action in S-2 subclause f contains the restriction flag value that was set in the 
database for that granule.  

      

   V  40  8  Verify that the metadata generated by the action in S-2 subclause g (and any other subclauses for which the affected 
granule did not have a restriction flag set) the restriction flag element is absent.  

      

   V  40  9  Verify that the metadata generated by the action in S-2 subclause h contains the QA values reflecting the update which 
was performed.  

      

   V  40  10  Verify that the metadata generated by the action in S-2 subclause i contains URLs for the science and metadata files, as 
well as any other ancillary files (e.g. browse) associated with the affected granule.  

      

   V  40  11  Verify that the metadata generated by the action in S-2 subclause j contains no datapool URLs.        

   V  40  12  Verify that the metadata generated by the action in S-2 subclause k contains a browse linkage URL, in addition to any 
datapool URLs.  

      

   V  40  13  Verify that the metadata generated by the action in S-2 subclause l contains no browse linkage URLs.        
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   V  40  14  Verify that the metadata generated by the action in S-2 subclause m contains a reference to the newly assigned collection.        

   V  40  15  Verify that the action performed in S-2 subclause n results in the export of full granule metadata for every granule in the 
collection affected.  

      

   V  40  16  Verify that the metadata generated by the action in S-2 subclause o contains XML reflecting the replacement which was 
performed.  

      

 

601 NOMINAL GRANULE EXPORT - AUTOMATIC EXPORT - CHANGE COLLECTION (ECS-
ECSTC-3011) 

DESCRIPTION: 
 
 
 

  S 40 1 [Nominal Granule Export] Find two collections with ECS metadata and which share the same short name, but 
have different version IDs.  Ensure that both collections are enabled for collection and granule export.  Request the 
manual export of granule metadata for all granules in one of these collections. 

    

  S 40 2 For one of the collections in S-1 (or another collection which has ECS metadata, and is enabled for collection and 
granule export): 
 
a)     Ingest a new granule into the ECS inventory.  
 
b)     Logically delete a granule from the ECS inventory.  
 
c)     Physically delete a granule from the ECS inventory.  
 
d)     DFA a granule.  
 
e)     Hide a granule.  
 
f)      Restrict a granule.  
 
g)     Unrestrict a granule.  
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h)     Perform a QAUpdate on a granule.  
 
i)      Publish a granule in the datapool.  
 
j)      Unpublish a granule in the datapool.  
 
k)     Link a granule to a browse granule.  
 
l)      Unlink a granule from a browse granule.  
 
m)   Change the collection to which a granule belongs.  
 
n)     Move a collection.  
 
o)     Perform XML replacement on a granule. 

  
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 <i>Verify configurations - config files, properties files or database settings 

validate correctly for mode, host, and application</i> 
 #comment 

3 <i>Verify database connections to ecs connected to ecs db successfully in the 
configured mode</i> 

 #comment 

4 <i>Verify ECHO REST API service connections to ECHO connected to 
ECHO REST API successfully</i> 

 #comment 

5 <i>Verify there is a PDR for granules to be ingested for a collection under  
/sotestdata/DROP_802/BE_82_01/10 with ECS metadata</i> 

 #comment 

6 Ensure a mock ECHO or TCP proxy is configured to capture and log BMGT 
requests.<br /> 

  

7 <i>Setup</i>  #comment 
8 Ensure two collections C1 and C2 are installed in the mode(ESDT 

verification script) 
  

9 Ensure Collections C1 and C2 are enabled for Collection and Granule 
Export<br /> 
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# Action Expected Result Notes 
10 <i>S-2 For one of the collections in S-1 (or another collection which has ECS 

metadata, and is enabled for collection and granule export):<br />m)   Change 
the collection to which a granule belongs.</i> 

 #comment 

11 Ingest a granule to Collection C1 or locate a granule &lt;granule_id&gt; in 
Collection C1 

  

12 Change the collection information for granule &lt;granule_id&gt; in the 
AmGranule table<br />  Update AmGranule set shortname = 'c2_shortname', 
versionid = 'c2_versionid&gt; where granuleid = &lt;granule_id&gt;<br /> 

  

13 <i>V-2 Verify that the operations in S-2, except subclauses b – d each result 
in the export of a single HTTP PUT containing the full granule metadata.</i> 

 #comment 

14 Verify the TCP proxy shows that the granule metadata exported successfully.   
15 Verify that the TCP proxy shows a single HTTP PUT request   
16 Verify the TCP proxy shows that the HTTP PUT request contains the full 

granule metadata<br /> 
  

17 <i>V-4  Verify that the metadata exported in S-1 and S-2, except S-2 
subclauses b – d, validates against the ECHO granule metadata schema 
(https://api.echo.nasa.gov/ingest/schema/Granule.xsd).</i> 

 #comment 

18 xmllint --noout --schema  Granule.xsd granule.xml<br />   
19 <i>V-5 Verify that the metadata exported in S-1 and S-2, except S-2 

subclauses b – d has the following elements: <br />a)     Visible = true <br 
/>b)     Orderable = false<br />c)     InsertTime = The insert time of the 
granule recorded in the AIM database. <br />d)     LastUpdate = The last 
update time of the granule recorded in the AIM database</i> 

 #comment 

20 Verify that the metadata exported in has the following elements:<br />a) 
Visible = true<br />   xpath /GranuleMetaDataFile/Granules/Granule/Visible 
g1.xml is true<br /><br />b) Orderable = false<br />   xpath 
/GranuleMetaDataFile/Granules/Granule/Orderable g1.xml is true<br /><br 
/>c) InsertTime = The insert time of the granule recorded in the AIM 
database. <br />  xpath /GranuleMetaDataFile/Granules/Granule/InsertTime 
g1.xml equals  select archivetime from amgranule where granuleid = 
&lt;g1_granuleid&gt;;<br /><br />d) LastUpdate = The last update time of 
the granule recorded in the AIM database.  <br />  xpath 
/GranuleMetaDataFile/Granules/Granule/LastUpdate g1.xml equals select 
lastupdate from amgranule where granuleid = &lt;g1_granuleid&gt;;<br 
/><br />Example:<br />&lt;GranuleMetaDataFile&gt;<br />  
&lt;Granules&gt;<br />    &lt;Granule&gt;<br />       &lt;GranuleUR&gt; UR 
of g1 &lt;/GranuleUR&gt;<br />       &lt;InsertTime&gt;YYYY-MM-
DDTHH:MM:SS.xxxZ&lt;/InsertTime&gt;<br />       
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# Action Expected Result Notes 
&lt;LastUpdate&gt;YYYY-MM-
DDTHH:MM:SS.xxxZ&lt;/LastUpdate&gt;<br />       
&lt;Orderable&gt;false&lt;/Orderable&gt;<br />       
&lt;Visible&gt;true&lt;/Visible&gt;<br />       &lt;Collection&gt;<br />          
&lt;ShortName&gt;C2_ShortName&lt;/ShortName&gt;<br />          
&lt;VersionId&gt;C2_VersionId&lt;/VersionId&gt;<br />       
&lt;/Collection&gt;<br />  &lt;/Granules&gt;<br 
/>&lt;/GranuleMetaDataFile&gt;<br /> 

21 <i>V-14  Verify that the metadata generated by the action in S-2 subclause m 
contains a reference to the newly assigned collection.</i> 

 #comment 

22 Verify that the TCP proxy shows that the metadata exported contains 
references to the new collection C2<br />   xpath 
/GranuleMetaDataFile/Granules/Granule/Collection/ShortName  contains the 
shortname of the newly assigned collection<br />   xpath 
/GranuleMetaDataFile/Granules/Granule/Collection/VersionId  contains the 
versionid of the newly assigned collection 

  

 
 
TEST DATA: 
See Test Case 603. 
 
EXPECTED RESULTS: 
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   V  40  1  Verify that the manual export in S-1 results in multiple HTTP PUT requests containing the full granule metadata for each 
granule in the requested collection (but no granules belonging to other collections sharing a short name but with a 
different version ID).    

      

   V  40  2  Verify that the operations in S-2, except subclauses b – d each result in the export of a single HTTP PUT containing the 
full granule metadata.  

      

   V  40  3  Verify that the operations in S-2 subclauses b – d each result in the export of a single HTTP DELETE, with the ID of the 
granule in the URL, but containing no granule metadata in the request body.  

      

   V  40  4  Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b – d, validates against the ECHO granule 
metadata schema (https://api.echo.nasa.gov/ingest/schema/Granule.xsd).  

      

   V  40  5  Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b – d has the following elements:  
 
a)     Visible = true  
 
b)     Orderable = false  
 
c)     InsertTime = The insert time of the granule recorded in the AIM database.  
 
d)     LastUpdate = The last update time of the granule recorded in the AIM database  

      

   V  40  6  Verify that the metadata generated by the action in S-2 subclause e contains a Restriction Flag value of 255.        

   V  40  7  Verify that the metadata generated by the action in S-2 subclause f contains the restriction flag value that was set in the 
database for that granule.  

      

   V  40  8  Verify that the metadata generated by the action in S-2 subclause g (and any other subclauses for which the affected 
granule did not have a restriction flag set) the restriction flag element is absent.  

      

   V  40  9  Verify that the metadata generated by the action in S-2 subclause h contains the QA values reflecting the update which 
was performed.  

      

   V  40  10  Verify that the metadata generated by the action in S-2 subclause i contains URLs for the science and metadata files, as       
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well as any other ancillary files (e.g. browse) associated with the affected granule.  

   V  40  11  Verify that the metadata generated by the action in S-2 subclause j contains no datapool URLs.        

   V  40  12  Verify that the metadata generated by the action in S-2 subclause k contains a browse linkage URL, in addition to any 
datapool URLs.  

      

   V  40  13  Verify that the metadata generated by the action in S-2 subclause l contains no browse linkage URLs.        

   V  40  14  Verify that the metadata generated by the action in S-2 subclause m contains a reference to the newly assigned collection.        

   V  40  15  Verify that the action performed in S-2 subclause n results in the export of full granule metadata for every granule in the 
collection affected.  

      

   V  40  16  Verify that the metadata generated by the action in S-2 subclause o contains XML reflecting the replacement which was 
performed.  

      

 

602 NOMINAL GRANULE EXPORT[S-2N]: AUTOMATIC EXPORT: MOVE COLLECTION (ECS-
ECSTC-3012) 

DESCRIPTION: 
 
 
 

  S 40 1 [Nominal Granule Export] Find two collections with ECS metadata and which share the same short name, but 
have different version IDs.  Ensure that both collections are enabled for collection and granule export.  Request the 
manual export of granule metadata for all granules in one of these collections. 

    

  S 40 2 For one of the collections in S-1 (or another collection which has ECS metadata, and is enabled for collection and 
granule export): 
 
a)     Ingest a new granule into the ECS inventory.  
 
b)     Logically delete a granule from the ECS inventory.  
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c)     Physically delete a granule from the ECS inventory.  
 
d)     DFA a granule.  
 
e)     Hide a granule.  
 
f)      Restrict a granule.  
 
g)     Unrestrict a granule.  
 
h)     Perform a QAUpdate on a granule.  
 
i)      Publish a granule in the datapool.  
 
j)      Unpublish a granule in the datapool.  
 
k)     Link a granule to a browse granule.  
 
l)      Unlink a granule from a browse granule.  
 
m)   Change the collection to which a granule belongs.  
 
n)     Move a collection.  
 
o)     Perform XML replacement on a granule. 

  
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure granule g13's collection is installed. E.g., the DPL Ingest GUI shows 

the collection as a configured datatype. 
  

3 Ensure the DPL Ingest GUI shows granule g13's collection is configured to 
be public on ingest. 

  

4 Ensure granule g13's collection is enabled for collection and granule 
export:<br /><br />update bg_collection_configuration<br />set 
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# Action Expected Result Notes 
granuleexportflag = 'Y', collectionexportflag = 'Y'<br />where shortname = 
&lt;SHORTNAME&gt;<br />and versionid = &lt;VERSIONID&gt;; 

5 Ensure ECHO has granule g13's collection metadata:<br /><br />curl -k -H 
Echo-Token:${TOKEN} https://testbed.echo.nasa.gov/catalog-
rest/providers/${PROVIDERID}/${URL_ENCODED_DATASETID}<br 
/><br />If ECHO is missing the collection, export it:<br /><br 
/>EcBmBMGTManualStart ${MODE} --metc --collections 
${SHORTNAME}.${VERSIONID} 

  

6 Ensure granule g13 is in AIM:<br /><br />select shortname, versionid, 
granuleid<br />from amgranule<br />where localgranuleid = 
${LOCALGRANULEID} 

  

7 Ensure ECHO has granule g13's metadata:<br /><br />curl -k -H Echo-
Token:${TOKEN} https://testbed.echo.nasa.gov/catalog-
rest/providers/${PROVIDERID}/granules/${URL_ENCODED_GEOID}<br 
/><br />If ECHO is missing the granule, export it:<br /><br 
/>EcBmBMGTManualStart ${MODE} --metg --granules ${GRANULEID} 

  

8 Find the number of granules in g13's collection:<br /><br />select 
count(1)<br />from amgranule<br />where shortname = 
${SHORTNAME}<br />and versionid = ${VERSIONID} 

  

9 Find the number of associated browse granules in g13's collection:<br /><br 
/>select count(1)<br />from amgranule g<br />join ambrowsegranulexref 
bx<br />on g.granuleid = bx.granuleid<br />where g.shortname = 
${SHORTNAME}<br />and g.versionid = ${VERSIONID} 

  

10 Ensure a local copy of the ECHO 10 schema files is available for schema 
validation (e.g., under /tools/common/test/BE_82_01/echo10/schema).<br 
/><br />If needed, download *.xsd files from 
https://api.echo.nasa.gov/ingest/schema/. 

  

11 Ensure a mock ECHO or TCP proxy is capturing BMGT traffic.   
12 Ensure the BMGT Dispatcher is running. On the BMGT host:<br /><br />ps 

auxww | grep $MODE | grep EcBmDispatcher<br /><br />If needed, start the 
dispatcher:<br /><br />./EcBmBMGTDispatcherStart $MODE 

  

13 Ensure the BMGT Auto driver is running. On the BMGT host:<br /><br />ps 
auxww | grep $MODE | grep EcBmAuto<br /><br />If needed, start the Auto 
driver:<br /><br />./EcBmBMGTAutoStart $MODE 

  

14 <i>Setup</i>  #comment 
15 <i>S-2 For one of the collections in S-1 (or another collection which has ECS 

metadata, and is enabled for collection and granule export):<br />n)     Move 
 #comment 
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# Action Expected Result Notes 
a collection.</i> 

16 Note the current time as t0.   
17 Start a new proxy log that will have only requests created by the move:<br 

/><br />Stop the TCP proxy.<br />Move the log to an archived name (e.g,. by 
appending a timestamp).<br />Start the proxy. 

  

18 Move granule g13's collection different filesystem (e.g., from ${FS_OLD} to 
${FS_NEW}):<br /><br />EcDlMoveCollection.pl ${MODE} -shortname 
${SHORTNAME} -versionid ${VERSIONID} -sourcefs ${FS_OLD} -
targetfs ${FS_NEW} -verbose 

  

19 Ensure that the move collection was successful and all the files, browse links 
are moved from <br /><br 
/>/datapool/${MODE}/user/${FS_OLD}/${GROUP}/${SHORTNAME}.${
VERSIONID}<br /><br />to<br /><br 
/>/datapool/${MODE}/user/${FS_NEW}/${GROUP}/${SHORTNAME}.${
VERSIONID} 

  

20 Ensure that the files in the hidden directory structure are moved from<br 
/><br 
/>/datapool/${MODE}/user/${FS_OLD}/.orderdata/${ENCRYPTED_COLL
_DIR}<br /><br />to<br /><br 
/>/datapool/${MODE}/user/${FS_NEW}/.orderdata/${ENCRYPTED_COL
L_DIR} 

  

21 After activity in the TCP proxy log has stopped, save the log for analysis.   
22 <i>Verification</i>  #comment 
23 <i>V-2 Verify that the operations in S-2, except subclauses b – d each result 

in the export of a single HTTP PUT containing the full granule metadata.</i> 
 #comment 

24 Verify the TCP proxy log shows a single PUT for granule g13 after time t0. 
E.g.,<br /><br />PUT /catalog-
rest/providers/${PROVIDERID}/granules/SC%3MYD14.005%3A123456 
HTTP/1.1 

  

25 Verify the TCP proxy log shows that the PUT request includes granule g13's 
full metadata. 

  

26 <i>V-4  Verify that the metadata exported in S-1 and S-2, except S-2 
subclauses b – d, validates against the ECHO granule metadata schema 
(https://api.echo.nasa.gov/ingest/schema/Granule.xsd).</i> 

 #comment 

27 Verify granule g13's exported metadata validates against the ECHO granule 
metadata schema:<br /><br />xmllint --noout --schema /path/to/Granule.xsd 
g13.xml<br />or<br 
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# Action Expected Result Notes 
/>/tools/common/test/BE_82_01/bin/echo10_validate_metadata g g13.xml 

28 <i>V-5 Verify that the metadata exported in S-1 and S-2, except S-2 
subclauses b – d has the following elements: <br />a)     Visible = true <br 
/>b)     Orderable = false<br />c)     InsertTime = The insert time of the 
granule recorded in the AIM database. <br />d)     LastUpdate = The last 
update time of the granule recorded in the AIM database</i> 

 #comment 

29 <i>Verify that the exported metadata has the following elements, using the 
Ruby script /tools/common/test/BE_82_01/bin/xpath:</i> 

 #comment 

30 a) Visible = true<br /><br />xpath /Granule/Visible g13.xml &lt;Visible&gt;true&lt;/Visible&gt;  
31 b) Orderable = true<br /><br />xpath /Granule/Orderable g13.xml &lt;Orderable&gt;true&lt;/Orderable

&gt; 
 

32 c) InsertTime = The insert time of the granule recorded in the AIM 
database<br /><br />xpath /Granule/InsertTime g13.xml 

&lt;InsertTime&gt;YYYY-MM-
DDTHH:mm:SSZ&lt;/InsertTime&gt;
<br /><br />where the date time string 
return is equal to what is returned 
from the query to the database<br 
/><br />select archivetime<br />from 
amgranule<br />where granuleid = 
${GRANULEID}; 

 

33 d) LastUpdate = The last update time of the granule recorded in the AIM 
database.<br /><br />xpath /Granule/LastUpdate g13.xml 

&lt;LastUpdate&gt;YYYY-MM-
DDTHH:mm:SSZ&lt;/LastUpdate&gt
;<br /><br />where the date time 
string returned is equal to what is 
returned from the query<br /><br 
/>select lastupdate<br />from 
amgranule<br />where granuleid = 
${GRANULEID}; 

 

34 <i>V-15  Verify that the action performed in S-2 subclause n results in the 
export of full granule metadata for every granule in the collection 
affected.</i> 

 #comment 

35 Verify the number of granule PUT requests in the log matches the expected 
count:<br /><br />grep '^PUT .*/granules/' tcp.log | wc -l 

  

36 Verify granule metadata was exported for each PUT request:<br /><br />grep 
'&lt;?xml [^&gt;]*&gt;&lt;Granule&gt;' tcp.log | wc -l 

The number of metadata items should 
match the number of PUTs. 

 

37 Verify the number of browse URLs matches the expected number:<br /><br 
/>grep grep 
'&lt;OnlineResource&gt;&lt;URL&gt;[^&gt;]*&lt;/URL&gt;&lt;Type&gt;B
ROWSE&lt;/Type&gt;' tcp.log | wc -l 
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# Action Expected Result Notes 
38 Verify granule g13's exported metadata includes the new filesystem in its 

online access URL:<br /><br />xpath '//OnlineAccessURL/URL/text()' 
g13.xml<br /><br />For example,<br /><br />http://f4ftl01/${FS_NEW}/... 

  

39 Verify granule g13's exported metadata includes the new filesystem in its 
online resource URLs:<br /><br />xpath '//OnlineResource/URL/text()' 
g13.xml<br /><br />For example,<br /><br />http://f4ftl01/${FS_NEW}/... 

  

 
 
TEST DATA: 
See Test Case 603. 
 
EXPECTED RESULTS: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

   V  40  1  Verify that the manual export in S-1 results in multiple HTTP PUT requests containing the full granule metadata for each 
granule in the requested collection (but no granules belonging to other collections sharing a short name but with a 
different version ID).    

      

   V  40  2  Verify that the operations in S-2, except subclauses b – d each result in the export of a single HTTP PUT containing the 
full granule metadata.  
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   V  40  3  Verify that the operations in S-2 subclauses b – d each result in the export of a single HTTP DELETE, with the ID of the 
granule in the URL, but containing no granule metadata in the request body.  

      

   V  40  4  Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b – d, validates against the ECHO granule 
metadata schema (https://api.echo.nasa.gov/ingest/schema/Granule.xsd).  

      

   V  40  5  Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b – d has the following elements:  
 
a)     Visible = true  
 
b)     Orderable = false  
 
c)     InsertTime = The insert time of the granule recorded in the AIM database.  
 
d)     LastUpdate = The last update time of the granule recorded in the AIM database  

      

   V  40  6  Verify that the metadata generated by the action in S-2 subclause e contains a Restriction Flag value of 255.        

   V  40  7  Verify that the metadata generated by the action in S-2 subclause f contains the restriction flag value that was set in the 
database for that granule.  

      

   V  40  8  Verify that the metadata generated by the action in S-2 subclause g (and any other subclauses for which the affected 
granule did not have a restriction flag set) the restriction flag element is absent.  

      

   V  40  9  Verify that the metadata generated by the action in S-2 subclause h contains the QA values reflecting the update which 
was performed.  

      

   V  40  10  Verify that the metadata generated by the action in S-2 subclause i contains URLs for the science and metadata files, as 
well as any other ancillary files (e.g. browse) associated with the affected granule.  

      

   V  40  11  Verify that the metadata generated by the action in S-2 subclause j contains no datapool URLs.        

   V  40  12  Verify that the metadata generated by the action in S-2 subclause k contains a browse linkage URL, in addition to any 
datapool URLs.  

      

   V  40  13  Verify that the metadata generated by the action in S-2 subclause l contains no browse linkage URLs.        



 

1926 
 

   V  40  14  Verify that the metadata generated by the action in S-2 subclause m contains a reference to the newly assigned collection.        

   V  40  15  Verify that the action performed in S-2 subclause n results in the export of full granule metadata for every granule in the 
collection affected.  

      

   V  40  16  Verify that the metadata generated by the action in S-2 subclause o contains XML reflecting the replacement which was 
performed.  

      

 

603 NOMINAL GRANULE EXPORT[S-2O]: AUTOMATIC EXPORT: XML REPLACEMENT (ECS-
ECSTC-3013) 

DESCRIPTION: 
 
 
 

  S 40 1 [Nominal Granule Export] Find two collections with ECS metadata and which share the same short name, but 
have different version IDs.  Ensure that both collections are enabled for collection and granule export.  Request the 
manual export of granule metadata for all granules in one of these collections. 

    

  S 40 2 For one of the collections in S-1 (or another collection which has ECS metadata, and is enabled for collection and 
granule export): 
 
a)     Ingest a new granule into the ECS inventory.  
 
b)     Logically delete a granule from the ECS inventory.  
 
c)     Physically delete a granule from the ECS inventory.  
 
d)     DFA a granule.  
 
e)     Hide a granule.  
 
f)      Restrict a granule.  
 
g)     Unrestrict a granule.  
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h)     Perform a QAUpdate on a granule.  
 
i)      Publish a granule in the datapool.  
 
j)      Unpublish a granule in the datapool.  
 
k)     Link a granule to a browse granule.  
 
l)      Unlink a granule from a browse granule.  
 
m)   Change the collection to which a granule belongs.  
 
n)     Move a collection.  
 
o)     Perform XML replacement on a granule. 

  
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure granule g14's collection is installed. E.g., the DPL Ingest GUI shows 

the collection as a configured datatype. 
  

3 Ensure the DPL Ingest GUI shows granule g14's collection is configured to 
be public on ingest. 

  

4 Ensure granule g14's collection is enabled for collection and granule 
export:<br /><br />update bg_collection_configuration<br />set 
granuleexportflag = 'Y', collectionexportflag = 'Y'<br />where shortname = 
&lt;SHORTNAME&gt;<br />and versionid = &lt;VERSIONID&gt;; 

  

5 Ensure ECHO has granule g14's collection metadata:<br /><br />curl -k -H 
Echo-Token:${TOKEN} https://testbed.echo.nasa.gov/catalog-
rest/providers/${PROVIDERID}/${URL_ENCODED_DATASETID}<br 
/><br />If ECHO is missing the collection, export it:<br /><br 
/>EcBmBMGTManualStart ${MODE} --metc --collections 
${SHORTNAME}.${VERSIONID} 

  

6 Ensure granule g14 is in AIM:<br /><br />select shortname, versionid,   
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# Action Expected Result Notes 
granuleid<br />from amgranule<br />where localgranuleid = 
${LOCALGRANULEID} 

7 Ensure ECHO has granule g14's metadata:<br /><br />curl -k -H Echo-
Token:${TOKEN} https://testbed.echo.nasa.gov/catalog-
rest/providers/${PROVIDERID}/granules/${URL_ENCODED_GEOID}<br 
/><br />If ECHO is missing the granule, export it:<br /><br 
/>EcBmBMGTManualStart ${MODE} --metg --granules ${GRANULEID} 

  

8 Ensure a local copy of the ECHO 10 schema files is available for schema 
validation (e.g., under /tools/common/test/BE_82_01/echo10/schema).<br 
/><br />If needed, download *.xsd files from 
https://api.echo.nasa.gov/ingest/schema/. 

  

9 Ensure a mock ECHO or TCP proxy is capturing BMGT traffic.   
10 Ensure the BMGT Dispatcher is running. On the BMGT host:<br /><br />ps 

auxww | grep $MODE | grep EcBmDispatcher<br /><br />If needed, start the 
dispatcher:<br /><br />./EcBmBMGTDispatcherStart $MODE 

  

11 Ensure the BMGT Auto driver is running. On the BMGT host:<br /><br />ps 
auxww | grep $MODE | grep EcBmAuto<br /><br />If needed, start the Auto 
driver:<br /><br />./EcBmBMGTAutoStart $MODE 

  

12 <i>Setup</i>  #comment 
13 <i>S-2 For one of the collections in S-1 (or another collection which has ECS 

metadata, and is enabled for collection and granule export):<br />o)     
Perform XML replacement on a granule.</i> 

 #comment 

14 Locate granule g14's XML file in the small file archive:<br /><br />select 
p.path || '/' || m.archivemetfilename<br />from ammetadatafile m<br />join 
dsmdxmlpath p<br />on m.archivepathid = p.archivepathid<br />where 
m.granuleid = ${GRANULEID} 

  

15 Copy granule g14's XML file to a temporary working directory, using the 
following filename pattern:<br /><br 
/>${SHORTNAME}.${VERSIONID}.${GRANULEID}.xml 

  

16 Change the XML such that it remains valid. E.g., add a new 
MeasuredParameterContainer within the MeasuredParameter block:<br /><br 
/>&lt;MeasuredParameterContainer&gt;<br />    
&lt;ParameterName&gt;BE_82_01 Crit 40 S-2o&lt;/ParameterName&gt;<br 
/>    &lt;QAStats&gt;<br />        
&lt;QAPercentMissingData&gt;0&lt;/QAPercentMissingData&gt;<br />    
&lt;/QAStats&gt;<br />    &lt;QAFlags&gt;<br />        
&lt;AutomaticQualityFlag&gt;Suspect&lt;/AutomaticQualityFlag&gt;<br />    
&lt;AutomaticQualityFlagExplanation&gt;Whatever.&lt;/AutomaticQualityF
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# Action Expected Result Notes 
lagExplanation&gt;<br />        
&lt;OperationalQualityFlag&gt;Passed&lt;/OperationalQualityFlag&gt;<br 
/>        &lt;OperationalQualityFlagExplanation&gt;Why 
not?&lt;/OperationalQualityFlagExplanation&gt;<br />        
&lt;ScienceQualityFlag&gt;Suspect&lt;/ScienceQualityFlag&gt;<br />        
&lt;ScienceQualityFlagExplanation&gt;Okay&lt;/ScienceQualityFlagExplan
ation&gt;<br />    &lt;/QAFlags&gt;<br 
/>&lt;/MeasuredParameterContainer&gt; 

17 Run the XML Replacement utility on the modified metadata file<br /><br 
/>EcDsAmXruStart ${MODE} -xmlfile ${FILENAME} 

 just a note - BMGT 
currently allows 
configuration to get the 
metadata from datapool or 
archive.  This test illustrates 
why we will always need to 
get it from archive, since I 
dont believe XRU will 
propagate to datapool.  So 
we should probably remove 
that option, but if this test 
fails, this could be the 
reason<br />2/26/2013 -- 
Goff, Timothy 

18 <i>Verification</i>  #comment 
19 <i>V-2 Verify that the operations in S-2, except subclauses b – d each result 

in the export of a single HTTP PUT containing the full granule metadata.</i> 
 #comment 

20 Verify the TCP proxy log shows a single PUT for granule g14 after time t0. 
E.g.,<br /><br />PUT /catalog-
rest/providers/${PROVIDERID}/granules/SC%3MYD14.005%3A123456 
HTTP/1.1 

  

21 Verify the TCP proxy log shows that the PUT request includes granule g14's 
full metadata. 

  

22 <i>V-4  Verify that the metadata exported in S-1 and S-2, except S-2 
subclauses b – d, validates against the ECHO granule metadata schema 
(https://api.echo.nasa.gov/ingest/schema/Granule.xsd).</i> 

 #comment 

23 Verify granule g14's exported metadata validates against the ECHO granule 
metadata schema:<br /><br />xmllint --noout --schema /path/to/Granule.xsd 
g14.xml<br />or<br 
/>/tools/common/test/BE_82_01/bin/echo10_validate_metadata g g14.xml 
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# Action Expected Result Notes 
24 <i>V-5 Verify that the metadata exported in S-1 and S-2, except S-2 

subclauses b – d has the following elements: <br />a)     Visible = true <br 
/>b)     Orderable = false<br />c)     InsertTime = The insert time of the 
granule recorded in the AIM database. <br />d)     LastUpdate = The last 
update time of the granule recorded in the AIM database</i> 

 #comment 

25 <i>Verify that the exported metadata has the following elements, using the 
Ruby script /tools/common/test/BE_82_01/bin/xpath:</i> 

 #comment 

26 a) Visible = true<br /><br />xpath /Granule/Visible g14.xml &lt;Visible&gt;true&lt;/Visible&gt;  
27 b) Orderable = true<br /><br />xpath /Granule/Orderable g14.xml &lt;Orderable&gt;true&lt;/Orderable

&gt; 
 

28 c) InsertTime = The insert time of the granule recorded in the AIM 
database<br /><br />xpath /Granule/InsertTime g14.xml 

&lt;InsertTime&gt;YYYY-MM-
DDTHH:mm:SSZ&lt;/InsertTime&gt;
<br /><br />where the date time string 
return is equal to what is returned 
from the query to the database<br 
/><br />select archivetime<br />from 
amgranule<br />where granuleid = 
${GRANULEID}; 

 

29 d) LastUpdate = The last update time of the granule recorded in the AIM 
database.<br /><br />xpath /Granule/LastUpdate g14.xml 

&lt;LastUpdate&gt;YYYY-MM-
DDTHH:mm:SSZ&lt;/LastUpdate&gt
;<br /><br />where the date time 
string returned is equal to what is 
returned from the query<br /><br 
/>select lastupdate<br />from 
amgranule<br />where granuleid = 
${GRANULEID}; 

 

30 <i>V-16  Verify that the metadata generated by the action in S-2 subclause o 
contains XML reflecting the replacement which was performed.</i> 

 #comment 

31 Verify granule g14's exported metadata includes the change applied by the 
XML replacement. E.g., if a MeasuredParameterContainer was added, as in 
the example above,<br /><br />xpath 
&quot;//MeasuredParameters/MeasuredParameter[ParameterName='BE_82_
01 Crit 40 S-2o']&quot; g14.xml<br /><br />The contents of the 
&lt;MeasuredParameter&gt; block should match the added 
&lt;MeasuredParameterContainer&gt;. 

  

32    
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TEST DATA: 
See Test Case 603. 
 
EXPECTED RESULTS: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

   V  40  1  Verify that the manual export in S-1 results in multiple HTTP PUT requests containing the full granule metadata for each 
granule in the requested collection (but no granules belonging to other collections sharing a short name but with a 
different version ID).    

      

   V  40  2  Verify that the operations in S-2, except subclauses b – d each result in the export of a single HTTP PUT containing the 
full granule metadata.  

      

   V  40  3  Verify that the operations in S-2 subclauses b – d each result in the export of a single HTTP DELETE, with the ID of the 
granule in the URL, but containing no granule metadata in the request body.  

      

   V  40  4  Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b – d, validates against the ECHO granule 
metadata schema (https://api.echo.nasa.gov/ingest/schema/Granule.xsd).  

      

   V  40  5  Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b – d has the following elements:        
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a)     Visible = true  
 
b)     Orderable = false  
 
c)     InsertTime = The insert time of the granule recorded in the AIM database.  
 
d)     LastUpdate = The last update time of the granule recorded in the AIM database  

   V  40  6  Verify that the metadata generated by the action in S-2 subclause e contains a Restriction Flag value of 255.        

   V  40  7  Verify that the metadata generated by the action in S-2 subclause f contains the restriction flag value that was set in the 
database for that granule.  

      

   V  40  8  Verify that the metadata generated by the action in S-2 subclause g (and any other subclauses for which the affected 
granule did not have a restriction flag set) the restriction flag element is absent.  

      

   V  40  9  Verify that the metadata generated by the action in S-2 subclause h contains the QA values reflecting the update which 
was performed.  

      

   V  40  10  Verify that the metadata generated by the action in S-2 subclause i contains URLs for the science and metadata files, as 
well as any other ancillary files (e.g. browse) associated with the affected granule.  

      

   V  40  11  Verify that the metadata generated by the action in S-2 subclause j contains no datapool URLs.        

   V  40  12  Verify that the metadata generated by the action in S-2 subclause k contains a browse linkage URL, in addition to any 
datapool URLs.  

      

   V  40  13  Verify that the metadata generated by the action in S-2 subclause l contains no browse linkage URLs.        

   V  40  14  Verify that the metadata generated by the action in S-2 subclause m contains a reference to the newly assigned collection.        

   V  40  15  Verify that the action performed in S-2 subclause n results in the export of full granule metadata for every granule in the 
collection affected.  

      

   V  40  16  Verify that the metadata generated by the action in S-2 subclause o contains XML reflecting the replacement which was       
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performed.  

 

604 QA GRANULE URLS (ECS-ECSTC-3014) 

DESCRIPTION: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

   S  70  1  [QA Granule URLs] Find a collection whose granules are linked to public QA granules.        

   S  70  2  Insert into the hidden datapool a science granule in the selected collection.  Map the granule to a public QA granule. 
 This granule will be referred to as granule A.  

      

   S  70  3  Insert into the public datapool a science granule in the selected collection.  Do not map this granule to any QA 
granules.  This granule will be referred to as granule B.  

      

   S  70  4  Find a granule which is public, and is linked to a non-public QA granule.  This granule will be referred to as granule 
C.  Ensure that the insert of this granule has already been exported.   

      

   S  70  5  Wait for the automatic export of the granule inserts in S-2, S-3 and S-4 to complete.        
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   S  70  6  Publish granule A.        

   S  70  7  Link granule B to a public QA granule.        

   S  70  8  Publish the QA granule linked to granule C.        

   S  70  9  Wait for the automatic exports of the granule updates in S-6, S-7 and S-8 to complete.        

   S  70  10  Unpublish granule A.        

   S  70  11  Unpublish the QA granule associated with granule B.        

         12  Unlink Granule C from its linked QA granule.        

   S  70  13  Wait for the automatic export of the granules in S-10, S-11, and S-12 to complete.        

   S  70  14  In the database, link granule C to a new QA granule which is not public.        

   S  70  15  Wait for the automatic exports caused by the modification in S-14 to complete (if there are any events caused by the 
update).  

      

   S  70  16  Publish the QA granule linked to granule C.        

   S  70  17  Wait for the automatic exports caused by the modification in S-16 to complete.        

   S  70  18  Perform a manual export of granules A, B, and C.        

     
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 <i>Use /tools/common/test/BE_82_01/bin/xpath to search for XML 

elements.</i> 
 #comment 
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# Action Expected Result Notes 
3 Ensure BMGT configuration is complete and correct (config files, properties 

files, database settings, etc.). 
  

4 Ensure a PostgreSQL prompt is available and connected to the ecs 
database:<br /><br />/tools/postgres/current32/bin/psql -U ${USERNAME} -
h f4dbl03 -d ecs<br />select public.set_search_path('AIM', '${MODE}');<br 
/>show search_path; 

Should list the schemas installed in the 
mode.<br />Should include 
'aim_${MODE}'. 

 

5 Ensure collection C1 is installed. E.g., the DPL Ingest GUI shows the 
collection as a configured datatype. 

  

6 Ensure collection C1 is enabled for collection and granule export:<br /><br 
/>select  granuleexportflag , collectionexportflag<br />from 
bg_collection_configuration<br />where shortname = ${SHORTNAME}<br 
/>and versionid = ${VERSIONID}<br /><br />If either export flag is not 'Y', 
set them:<br />update bg_collection_configuration<br />set 
collectionexportflag = 'Y', granuleexportflag = 'Y'<br />where shortname = 
${SHORTNAME}<br />and versionid = ${VERSIONID}<br /><br />If the 
collection was newly abled for export in this step, wait for it and its granules 
to be exported. 

  

7 Ensure ECHO has the collection's metadata:<br /><br />curl -k -H Echo-
Token:${TOKEN} https://testbed.echo.nasa.gov/catalog-
rest/providers/${PROVIDERID}/${URL_ENCODED_DATASETID}<br 
/><br />If ECHO is missing the collection, export it:<br /><br 
/>EcBmBMGTManualStart ${MODE} --metc --collections 
${SHORTNAME}.${VERSIONID} 

  

8 Ensure the DPL Ingest GUI shows QA.001 is configured to be public on 
ingest. 

  

9 Ensure science granules A and B are not in AIM:<br /><br />select 
shortname, versionid, granuleid<br />from amgranule<br />where 
localgranuleid in ('${A_LOCALGRANULEID}', 
'${B_LOCALGRANULEID}')<br /><br />If needed, physically delete the 
granules (bulk delete, unpublish, deletion cleanup). 

Should return no rows.  

10 Ensure science granule C is in AIM:<br /><br />select shortname, versionid, 
granuleid<br />from amgranule<br />where localgranuleid = 
'${C_LOCALGRANULEID}'<br /><br />If needed, ingest the granule into 
the public data pool. 

Should return 1 row.  

11 Ensure granule C is linked to a non-public QA granule:<br /><br />select 
g.shortname, g.versionid, g.granuleid, g.publishtime,<br />  q.shortname, 
q.versionid, q.granuleid &quot;qa_id&quot;, <br />  q.publishtime 
&quot;qa_publishtime&quot;<br />from amgranule g<br />join 

Should return 1 row.<br 
/>qa_publishtime should be null. 
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# Action Expected Result Notes 
amqagranulexref qx<br />on g.granuleid = qx.scienceid<br />join amgranule 
q<br />on qx.qaid = q.granuleid<br />where g.granuleid = 
${C_GRANULEID}<br /><br />If needed, unpublish the linked QA granule. 

12 Ensure ECHO has granule C's metadata:<br /><br />curl -k -H Echo-
Token:${TOKEN} https://testbed.echo.nasa.gov/catalog-
rest/providers/${PROVIDERID}/granules/${URL_ENCODED_GEOID}<br 
/><br />If ECHO is missing the granule, export it:<br /><br 
/>EcBmBMGTManualStart ${MODE} --metg --granules ${GRANULEID} 

  

13 Ensure a mock ECHO or TCP proxy is capturing BMGT traffic.   
14 <i>Setup</i>  #comment 
15 <i>S-1 Find a collection whose granules are linked to public QA 

granules.</i> 
 #comment 

16 Ensure that there are linkage files for at least 4 QA granules to be ingested 
and linked to the 3 science granules. 

  

17 <i>S-2 Insert into the hidden datapool a science granule in the selected 
collection.<br />   Map the granule to a public QA granule.<br />   This 
granule will be referred to as granule A.</i> 

 #comment 

18 Using the DPL Ingest GUI, configure collection C1 to NOT be public on 
ingest. 

  

19 Ingest granule A (into the hidden data pool).   
20 Ingest granule A's linked QA granule (into the public data pool).   
21 <i>S-3 Insert into the public datapool a science granule in the selected 

collection.<br />   Do not map this granule to any QA granules.<br />   This 
granule will be referred to as granule B.</i> 

 #comment 

22 Using the DPL Ingest GUI, configure collection C1 to be public on ingest.   
23 Ingest granule B (into the public data pool).   
24 <i>S-4 Find a granule which is public, and is linked to a non-public QA 

granule.<br />   This granule will be referred to as granule C.<br />   Ensure 
that the insert of this granule has already been exported.</i> 

 #comment 

25 Ingested and exported in the pre-conditions.   
26 <i>S-5 Wait for the automatic export of the granule inserts in S-2, S-3 and S-

4 to complete.</i> 
 #comment 

27 Verify that the TCP proxy log shows that HTTP PUT requests are generated 
for granules A, B. Granule C should have been exported already. 

  

28 <i>V-1 Verify that the export of the insert of granule A in S-5 does not 
contain any URLs.</i> 

 #comment 
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# Action Expected Result Notes 
29 Save granule A's exported metadata from the TCP proxy log to an XML file.   
30 Verify that the TCP proxy shows that the metadata exported for granule_A 

does not contain any URLs<br />  xpath  /Granule/OnlineAccessURLs 
granule_A.xml should not have any URLs<br />  xpath  
/Granule/OnlineResources granule_A.xml should not have any URLs 

  

31 <i>V-2 Verify that the export of the insert of granules B and C in S-5 
contains only URLs for the science, metadata, and browse (if applicable) 
files, but not for a QA granule.</i> 

 #comment 

32 Verify that the TCP proxy shows that the metadata exported for granule_B 
contains science granule URL granule_B<br /> xpath 
/Granule/OnlineAccessURLs granule_B.xml should contain the science 
granule URL 

  

33 Verify that TCP proxy shows that the metadata exported for granule_B does 
not contain any QA URLs<br /> xpath /Granule/OnlineResources 
granule_B.xml should not contain any URL in OnlineResource type element 
'Quality Assurance' 

  

34 <i>Note: granule C was exported before S-4.</i>  #comment 
35 <i></i>  #comment 
36 <i>S-6 Publish granule A.</i>  #comment 
37 EcDlPublishStart $MODE -ecs -g ${granule_A}   
38 <i>S-7 Ingest a public QA granule which is linked to  granule B.</i>  #comment 
39 Ingest a QA granule QA_B linked to granule B - default publishing on   
40 <i>S-8 Publish the QA granule linked to granule C.</i>  #comment 
41 EcDlPublishStart $MODE -ecs -g ${QA_C}   
42 <i>S-9 Wait for the automatic exports of the granule updates in S-6, S-7 and 

S-8 to complete.</i> 
 #comment 

43 Wait for the TCP proxy log to show that HTTP PUT requests are exported for 
granule_A, granule_B, and granule_C. 

  

44 <i>V-3 Verify that the export of metadata for granules A B, and C in S-9 
contain the correct URL for the associated QA.</i> 

 #comment 

45 Save granule A's exported metadata from the TCP proxy log.   
46 Verify granule A's exported metadata contains an OnlineResourceURL with 

&lt;Type&gt;Quality Assurance&lt;/Type&gt;:<br /><br />xpath 
/Granule/OnlineResources granule_A.xml 

Should have block like this:<br /><br 
/>    &lt;OnlineResource&gt;<br />      
&lt;URL&gt;${QA_granule_URL}&l
t;/URL&gt;<br />      
&lt;Type&gt;Quality 
Assurance&lt;/Type&gt; 
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# Action Expected Result Notes 
47 Save granule B's exported metadata from the TCP proxy log.   
48 Verify granule B's exported metadata contains an OnlineResourceURL with 

&lt;Type&gt;Quality Assurance&lt;/Type&gt;:<br /><br />xpath 
/Granule/OnlineResources granule_B.xml 

Should have block like this:<br /><br 
/>    &lt;OnlineResource&gt;<br />      
&lt;URL&gt;${QA_granule_URL}&l
t;/URL&gt;<br />      
&lt;Type&gt;Quality 
Assurance&lt;/Type&gt; 

 

49 Save granule C's exported metadata from the TCP proxy log.   
50 Verify granule C's exported metadata contains an OnlineResourceURL with 

&lt;Type&gt;Quality Assurance&lt;/Type&gt;:<br /><br />xpath 
/Granule/OnlineResources granule_C.xml 

Should have block like this:<br /><br 
/>    &lt;OnlineResource&gt;<br />      
&lt;URL&gt;${QA_granule_URL}&l
t;/URL&gt;<br />      
&lt;Type&gt;Quality 
Assurance&lt;/Type&gt; 

 

51 Verify that the URLs of type &quot;Quality Assurance&quot; for granules A, 
B, and C all point to the correct URL of the associated QA Granule.  The 
URL may or may not be accessible, depending on the mode and the 
configuration of the FTP or HTTP server, but the correctness can be 
determined by turning the URL into a local file path, e.g.<br /><br 
/>http://f4ftl01//FS2/SAG3/g3at.004/2005.01.01/g3a.t.01528320v04.00.00.x
ml<br /><br />becomes<br /><br 
/>/datapool/${MODE}/user/FS2/SAG3/g3at.004/2005.01.01/g3a.t.01528320
v04.00.00.xml 

  

52 <i></i>  #comment 
53 <i>S-10 Unpublish granule A.</i>  #comment 
54 EcDlUnpublishStart.pl -mode $MODE -g ${granule_A}   
55 <i>S-11 Unpublish the QA granule associated with granule B.</i>  #comment 
56 EcDlUnpublishStart.pl -mode $MODE -g ${QA_B}   
57 <i>S-12 Unlink Granule C from its linked QA granule in the database xref 

table.</i> 
 #comment 

58 delete from AmQaGranuleXref<br />where qaid = ${QA_C_qaid}   
59 <i>S-13 Wait for the automatic export of the granules in S-10, S-11, and S-12 

to complete.</i> 
 #comment 

60 Wait for the TCP proxy log to show HTTP PUT requests for granules A, B, 
and C. 

  

61 <i>V-4 Verify that the export of metadata for granule A in S-13 contains no 
OnlineAccess or OnlineResource URLs.</i> 

 #comment 
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# Action Expected Result Notes 
62 Verify that the TCP proxy shows that the metadata exported for granule_A 

does not contain any URLs<br />  xpath  /Granule/OnlineAccessURLs 
granule_A.xml should not have any URLs<br />  xpath  
/Granule/OnlineResources granule_A.xml should not have any URLs 

  

63 <i>V-5 Verify that the export of metadata for granule B in S-13 contains no 
QA granule URL.</i> 

 #comment 

64 Verify that the TCP proxy shows that the metadata exported for granule_B 
contains science granule URL granule_B<br /> xpath 
/Granule/OnlineAccessURLs granule_B.xml should contain the science 
granule URL 

  

65 Verify that TCP proxy shows that the metadata exported for granule_B does 
not contain any QA URLs<br /> xpath /Granule/OnlineResources 
granule_B.xml should not contain any URL in OnlineResource type element 
'Quality Assurance' 

  

66 V-6 Verify that no export of metadata for granule C is spawned by the 
modifications in S-12 or S-14 

  

67 Verify that the TCP proxy log show no HTTP PUT requests for granule C.   
68 <i></i>  #comment 
69 <i>S-14 In the database xref table, link granule C to a new QA granule which 

is not public.</i> 
 #comment 

70 insert into AmQaGranuleXref<br />(qaid, granuleid)<br />values 
QA_C_qaid, granule_C_id 

  

71 <i>S-15 Wait for the automatic exports caused by the modification in S-14 to 
complete (if there are any events caused by the update).<br />Wait for an 
automatic dispatch wait time  to pick up any updates</i> 

 #comment 

72 <i>V-6 Verify that no export of metadata for granule C is spawned by the 
modifications in S-12 or S-14</i> 

 #comment 

73 Verify that the TCP proxy log shows no HTTP PUT requests for granule C.   
74 <i></i>  #comment 
75 <i>S-16 Publish the QA granule linked to granule C.</i>  #comment 
76 EcDlPublishStart $MODE -ecs -g ${QA_D}   
77 <i>S-17 Wait for the automatic exports caused by the modification in S-16 to 

complete.</i> 
 #comment 

78 Wait for the TCP proxy log to show an HTTP PUT request for granule C.  If a QA granule that is 
associated with another 
science granule is used, 
HTTP PUTs will be 
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# Action Expected Result Notes 
exported for both the 
science granules that the QA 
granule is associated with 
them. 

79 <i>V-7 Verify that the export of metadata for granule C in S-17 contains the 
correct URL for the new QA granule linked in S-14.</i> 

 #comment 

80 Verify that the TCP proxy shows that the metadata exported for granule_C 
contains contains QA_D URL<br />  xpath  /Granule/OnlineResources 
granule_C.xml should contain an OnlineResource element of type<br />            
&quot;Quality Assurance&quot; and the url of QA_D 

  

81 Verify granule C's exported 'Quality Assurance' URL points to granule C's 
associated QA granule in the public data pool. Either follow the URL or 
convert the URL to a local pathname rooted at '/datapool/'. 

  

82 <i></i>  #comment 
83 <i>S-18 Perform a manual export of granules A, B, and C.</i>  #comment 
84 EcBmBMGTManualStart $MODE --g 

$GRANULEID_A,$GRANULEID_B,$GRANULEID_C 
  

85 <i>V-8 Verify that the manual export of granule metadata in S-18 contains 
correct URLs for the associated QA granules for granule C, but no QA 
OnlineAccess or OnlineResource URLs for granule B, and no OnlineAccess 
or OnlineResource URLs for Granule A.<br />Verify that granules B, and C 
have Science and Metadata URLs.</i> 

 #comment 

86 Verify that the TCP proxy shows that the metadata exported for granule_A 
contains no URLs<br />  xpath  /Granule/OnlineAccessURLs granule_A.xml 
should not contain any URLs<br />  xpath  /Granule/OnlineResources 
granule_A.xml should not contain any URLs 

  

87 Verify that the TCP proxy shows that the metadata exported for granule_C 
contains science data URLs and QA URLs<br />  xpath  
/Granule/OnlineAccessURLs granule_C.xml should contain the granule_C  
URL<br />  xpath  /Granule/OnlineResources granule_C.xml should contain 
an OnlineResource TYPE element<br />            &quot;Quality 
Assurance&quot; and the url of QA_C 

  

88 Verify that the TCP proxy shows that the metadata exported for granule_B 
contains science granule URL granule_B<br /> xpath 
/Granule/OnlineAccessURLs granule_B.xml should contain the science 
granule URL 

  

89 Verify that TCP proxy shows that the metadata exported for granule_B does   
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# Action Expected Result Notes 
not contain any QA URLs<br /> xpath /Granule/OnlineResources 
granule_B.xml should not contain any URL in OnlineResource type element 
'Quality Assurance' 

90 <i>V-9 Verify that all QA URLS in the granule metadata have a URL type of 
“Quality Assurance”</i> 

 #comment 

91 xpath  /Granule/OnlineResources granule_A.xml should contain an 
OnlineResource element of type<br />            &quot;Quality 
Assurance&quot; and the url of QA_A<br /><br /> xpath  
/Granule/OnlineResources granule_B.xml should contain an OnlineResource 
element of type<br />            &quot;Quality Assurance&quot; and the url of 
QA_B<br /><br />  xpath  /Granule/OnlineResources/Type of granule_C.xml 
should<br />             contain an OnlineResource element of type<br />            
&quot;Quality Assurance&quot; and the url of QA_D 

  

 
 
TEST DATA: 
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70   

Testing 
QA 
granule 
linking and 
unlinking 

1 collection 
(C1) with 3 
science 
granules (A, 
B, C) and 
separate 
linkage files 
for 4 QA 
granules (q1, 
q2, q3, q4) 

AE_DySno.00
2 

    
/sotestdata/DROP_802/BE_82_01/Criteria/070/AE_DySno.0
02 
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EXPECTED RESULTS: 
 
 
 
 
 
 
 
 
 
 

   V  70  1  Verify that the export of the insert of granule A in S-5 does not contain any URLs.          

   V  70  2  Verify that the export of the insert of granules B and C in S-5 contains only URLs for the science, metadata, and browse 
(if applicable) files, but not for a QA granule.    

      

   V  70  3  Verify that the export of metadata for granules A, B and C in S-9 contain the correct URL for the associated QA 
granules.  

      

   V  70  4  Verify that the export of metadata for granule A in S-13 contains no OnlineAccess or OnlineResource URLs.        

   V  70  5  Verify that the export of metadata for granules B and C in S-13 contains only URLs for the science, metadata, and 
browse (if applicable) files, but not for a QA granule.    

      

   V  70  6  Verify that no export of metadata for granule C is spawned by the modifications in S-14, or that if an export is spawned, 
it contains either no QA URL or the URL prior to the modification in S-14  

      

   V  70  7  Verify that the export of metadata for granule C in S-17 contains the correct URL for the new QA granule linked in S-
14.  

      

   V  70  8  Verify that the manual export of granule metadata in S-18 contains correct URLs for the associated QA granules for 
granules A, B, and C.  

      

   V  70  9  Verify that all QA URLS in the granule metadata have a URL type of “Quality Assurance”        
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605 PH GRANULE URLS (ECS-ECSTC-3015) 

DESCRIPTION: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

   S  71  1  [PH Granule URLs] Find a collection whose granules are linked to public PH granules.        

   S  71  2  Insert into the hidden datapool a science granule in the selected collection.  Map the collection to a public PH granule. 
 This granule will be referred to as granule A.  

      

   S  71  3  Insert into the public datapool a science granule in the selected collection.  Do not map this granule to any PH 
granules.  This granule will be referred to as granule B.  

      

   S  71  4  Find a granule which is public, and is linked to a non-public PH granule.  This granule will be referred to as granule C.  
Ensure that the insert of this granule has already been exported.   

      

   S  71  5  Wait for the automatic export of the granule inserts in S-2, S-3 and S-4 to complete.        

   S  71  6  Publish granule A        
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   S  71  7  Link granule B to a public PH granule.        

   S  71  8  Publish the PH granule linked to granule C.        

   S  71  9  Wait for the automatic exports of the granule updates in S-6, S-7 and S-8 to complete.        

   S  71  10  Unpublish granule A.        

   S  71  11  Unpublish the PH granule associated with granule B        

      71  12  Unlink Granule C from its linked PH granule.        

   S  71  13  Wait for the automatic export of the granules in S-10, S-11, and S-12 to complete.        

   S  71  14  In the database, link granule C to a new PH granule which is not public.        

   S  71  15  Wait for the automatic exports caused by the modification in S-14 to complete (if there are any events caused by the 
update).  

      

   S  71  16  Publish the PH granule linked to granule C.        

   S  71  17  Wait for the automatic exports caused by the modification in S-16 to complete.        

   S  71  18  Perform a manual export of granules A, B, and C.        

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 <i>Use /tools/common/test/BE_82_01/bin/xpath to search for XML 

elements.</i> 
 #comment 

3 Ensure BMGT configuration is complete and correct (config files, properties 
files, database settings, etc.). 

  

4 Ensure a PostgreSQL prompt is available and connected to the ecs Should list the schemas installed in the  
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# Action Expected Result Notes 
database:<br /><br />/tools/postgres/current32/bin/psql -U ${USERNAME} -
h f4dbl03 -d ecs<br />select public.set_search_path('AIM', '${MODE}');<br 
/>show search_path; 

mode.<br />Should include 
'aim_${MODE}'. 

5 Ensure collection C1 is installed. E.g., the DPL Ingest GUI shows the 
collection as a configured datatype. 

  

6 Ensure collection C1 is enabled for collection and granule export:<br /><br 
/>select  granuleexportflag , collectionexportflag<br />from 
bg_collection_configuration<br />where shortname = ${SHORTNAME}<br 
/>and versionid = ${VERSIONID}<br /><br />If either export flag is not 'Y', 
set them:<br />update bg_collection_configuration<br />set 
collectionexportflag = 'Y', granuleexportflag = 'Y'<br />where shortname = 
${SHORTNAME}<br />and versionid = ${VERSIONID}<br /><br />If the 
collection was newly abled for export in this step, wait for it and its granules 
to be exported. 

  

7 Ensure ECHO has the collection's metadata:<br /><br />curl -k -H Echo-
Token:${TOKEN} https://testbed.echo.nasa.gov/catalog-
rest/providers/${PROVIDERID}/${URL_ENCODED_DATASETID}<br 
/><br />If ECHO is missing the collection, export it:<br /><br 
/>EcBmBMGTManualStart ${MODE} --metc --collections 
${SHORTNAME}.${VERSIONID} 

  

8 Ensure the DPL Ingest GUI shows PH.001 is configured to be public on 
ingest. 

  

9 Ensure science granules A and B are not in AIM:<br /><br />select 
shortname, versionid, granuleid<br />from amgranule<br />where 
localgranuleid in ('${A_LOCALGRANULEID}', 
'${B_LOCALGRANULEID}')<br /><br />If needed, physically delete the 
granules (bulk delete, unpublish, deletion cleanup). 

Should return no rows.  

10 Ensure science granule C is in AIM:<br /><br />select shortname, versionid, 
granuleid<br />from amgranule<br />where localgranuleid = 
'${C_LOCALGRANULEID}'<br /><br />If needed, ingest the granule into 
the public data pool. 

Should return 1 row.  

11 Ensure granule C is linked to a non-public PH granule:<br /><br />select 
g.shortname, g.versionid, g.granuleid, g.publishtime,<br />  p.shortname, 
p.versionid, p.granuleid &quot;ph_id&quot;,<br />  p.publishtime 
&quot;ph_publishtime&quot;<br />from amgranule g<br />join 
amphgranulexref qx<br />on g.granuleid = qx.scienceid<br />join amgranule 
p<br />on qx.phid = p.granuleid<br />where g.granuleid = 
${C_GRANULEID}<br /><br />If needed, unpublish the linked PH granule. 

Should return 1 row.<br 
/>ph_publishtime should be null. 
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# Action Expected Result Notes 
12 Ensure ECHO has granule C's metadata:<br /><br />curl -k -H Echo-

Token:${TOKEN} https://testbed.echo.nasa.gov/catalog-
rest/providers/${PROVIDERID}/granules/${URL_ENCODED_GEOID}<br 
/><br />If ECHO is missing the granule, export it:<br /><br 
/>EcBmBMGTManualStart ${MODE} --metg --granules ${GRANULEID} 

  

13 Ensure a mock ECHO or TCP proxy is capturing BMGT traffic.   
14 <i>Setup</i>  #comment 
15 <i>S-1 Find a collection whose granules are linked to public PH 

granules.</i> 
 #comment 

16 Ensure that there is a collection C1 with Science granules and public PH 
granules. 

  

17 <i>S-2 Insert into the hidden datapool a science granule in the selected 
collection.<br />Map the collection to a public PH granule.<br />This granule 
will be referred to as granule A.</i> 

 #comment 

18 Insert a science granule granule A into hidden data pool ( turn publishing off 
during ingest)<br />Insert a PH granule PH_A linked to granule A. (with 
publishing turned on) 

  

19 <i>S-3 Insert into the public datapool a science granule in the selected 
collection.<br />Do not map this granule to any PH granules.<br />This 
granule will be referred to as granule B.</i> 

 #comment 

20 Insert science granule granule B into public data pool ( turn default 
publishing on) 

  

21 <i>S-4 Find a granule which is public, and is linked to a non-public PH 
granule.<br />This granule will be referred to as granule C.<br />Ensure that 
the insert of this granule has already been exported.</i> 

 #comment 

22 <i>Granule C was exported as part of the preconditions.</i>  #comment 
23 <i>S-5 Wait for the automatic export of the granule inserts in S-2, S-3 and S-

4 to complete.</i> 
 #comment 

24 Wait for the TCP proxy to show HTTP PUT requestsfor granules A and B.   
25 <i>V-1 Verify that the export of the insert of granule A in S-5 does not 

contain any URLs.</i> 
 #comment 

26 Verify that the TCP proxy shows that the metadata exported for granule_A 
does not contain any URLs:<br /><br />xpath /Granule/OnlineAccessURLs 
granule_A.xml<br />should not have any URLs<br /><br />xpath 
/Granule/OnlineResources granule_A.xml<br />should not have any URLs 

  

27 <i>V-2 Verify that the export of the insert of granules B and C in S-5 
contains only URLs for the science, metadata, and browse (if applicable) 

 #comment 
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# Action Expected Result Notes 
files, but not for a PH granule.</i> 

28 Verify that the TCP proxy shows that the metadata exported for granule_B 
contains science granule URL granule_B:<br /><br />xpath 
/Granule/OnlineAccessURLs granule_B.xml<br />should contain the science 
granule URL 

  

29 Verify that TCP proxy shows that the metadata exported for granule_B does 
not contain any PH URLs:<br /><br />xpath /Granule/OnlineResources 
granule_B.xml<br />should not contain any URL in OnlineResource type 
element 'Production History' 

  

30 <i>Note: Granule C was already exported as part of the preconditions.</i>  #comment 
31 <i>S-6 Publish granule A</i>  #comment 
32 EcDlPublishStart &lt;MODE&gt; -ecs -g &lt;granule_A&gt;   
33 <i>S-7 Ingest a public PH granule which is linked to Granule B.</i>  #comment 
34 Ingest a PH granule PH_B linked to granule B -default publishing on   
35 <i>S-8 Publish the PH granule linked to granule C.</i>  #comment 
36 EcDlPublishStart &lt;MODE&gt; -ecs -g &lt;PH_C&gt;   
37 <i>S-9 Wait for the automatic exports of the granule updates in S-6, S-7 and 

S-8 to complete.</i> 
 #comment 

38 Wait the TCP proxy log to show HTTP PUT requests for granules A, B, and 
C. 

  

39 <i>V-3 Verify that the export of metadata for granules A, B and C in S-9 
contain the correct URL for the associated PH granules.</i> 

 #comment 

40 Verify that the TCP proxy log shows that the metadata exported for 
granule_A contains science data URLs and PH URLs:<br /><br />xpath 
/Granule/OnlineAccessURLs granule_A.xml<br />should contain the 
granule_A URL<br /><br />xpath /Granule/OnlineResources 
granule_A.xml<br />should contain an OnlineResource element of type <br 
/>&quot;Production History&quot; and the URL of PH_A 

  

41 Verify that the TCP proxy log shows that the metadata exported for 
granule_B contains science data URLs and PH URLs:<br /><br />xpath 
/Granule/OnlineAccessURLs granule_B.xml<br />should contain the 
granule_B URL.<br /><br />xpath /Granule/OnlineResources 
granule_B.xml<br />should contain an OnlineResource element of type<br 
/>&quot;Production History&quot; and the URL of PH_B. 

  

42 Verify that the TCP proxy log shows that the metadata exported for 
granule_C contains science data URLs and PH URLs:<br /><br />xpath 
/Granule/OnlineAccessURLs granule_C.xml<br />should contain the 
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# Action Expected Result Notes 
granule_C URL<br /><br />xpath /Granule/OnlineResources 
granule_C.xml<br />should contain an OnlineResource element of type<br 
/>&quot;Production History&quot; and the URL of PH_C 

43 Verify that the URLs of type &quot;Production History&quot; for granules 
A, B, and C all point to the correct URL of the associated PH Granule.  The 
URL may or may not be accessible, depending on the mode and the 
configuration of the FTP or HTTP server, but the correctness can be 
determined by turning the URL into a local file path, e.g.<br 
/>http://f4ftl01//FS2/SAG3/g3at.004/2005.01.01/g3a.t.01528320v04.00.00.x
ml<br />becomes<br 
/>/datapool/&lt;MODE&gt;/user/FS2/SAG3/g3at.004/2005.01.01/g3a.t.0152
8320v04.00.00.xml 

  

44 <i>S-10 Unpublish granule A.</i>  #comment 
45 EcDlUnpublishStart.pl -mode &lt;MODE&gt; -g &lt;granule_A&gt;   
46 <i>S-11 Unpublish the PH granule associated with granule B</i>  #comment 
47 EcDlUnpublishStart.pl -mode &lt;MODE&gt; -g &lt;PH_B&gt;   
48 <i>S-12 Unlink Granule C from its linked PH granule in the database xref 

table.</i> 
 #comment 

49 delete from AmPhGranuleXref where phid = &lt;PH_C_phid&gt;   
50 <i>S-13 Wait for the automatic export of the granules in S-10, S-11, and S-12 

to complete.</i> 
 #comment 

51 Wait for the TCP proxy log to show HTTP PUT requests for granules A and 
B. 

  

52 <i>V-4 Verify that the export of metadata for granule A in S-13 contains no 
OnlineAccess or OnlineResource URLs.</i> 

 #comment 

53 Verify that the TCP proxy log shows that the metadata exported for 
granule_A does not contain any URLs:<br /><br />xpath 
/Granule/OnlineAccessURLs granule_A.xml<br />should not have any 
URLs<br /><br />xpath /Granule/OnlineResources granule_A.xml<br 
/>should not have any URLs 

  

54 <i>V-5 Verify that the export of metadata for granule B in S-13 contains no 
PH granule URL.</i> 

 #comment 

55 Verify that the TCP proxy log shows that the metadata exported for 
granule_B contains science granule URL granule_B:<br /><br />xpath 
/Granule/OnlineAccessURLs granule_B.xml<br />should contain the science 
granule URL 

  

56 Verify that TCP proxy log shows that the metadata exported for granule_B   
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# Action Expected Result Notes 
does not contain any PH URLs:<br /><br />xpath /Granule/OnlineResources 
granule_B.xml<br />should not contain any URL in OnlineResource type 
element 'Production History' 

57 <i>V-6 Verify that no export of metadata for granule C is spawned by the 
modifications in S-12 or S-14</i> 

 #comment 

58 Verify that the TCP proxy does not show any HTTP PUT request is generated 
for granule C 

  

59 <i>S-14 In the database xref table, link granule C to a new PH granule which 
is not public.</i> 

 #comment 

60 insert into AmPhGranuleXref<br />(granuleid, phid)<br />values 
granule_C_id, PH_D_id 

  

61 <i>S-15 Wait for the automatic exports caused by the modification in S-14 to 
complete (if there are any events caused by the update).Verify that an Wait 
for automatic dispatch wait time to pick up any updates</i> 

 #comment 

62 <i>V-6 Verify that no export of metadata for granule C is spawned by the 
modifications in S-14, or that if an export is spawned, it contains either no PH 
URL or the URL prior to the modification in S-14</i> 

 #comment 

63 Verify that the TCP proxy does not show any HTTP PUT request is generated 
for granule C 

  

64 <i>S-16 Publish the PH granule linked to granule C.</i>  #comment 
65 EcDlPublishStart &lt;MODE&gt; -ecs -g &lt;PH_D&gt; -publish   
66 <i>S-17 Wait for the automatic exports caused by the modification in S-16 to 

complete.</i> 
 #comment 

67 Verify that the TCP proxy shows that a HTTP PUT request was generated for 
granule C 

  

68 <i>V-7 Verify that the export of metadata for granule C in S-17 contains the 
correct URL for the new PH granule linked in S-14.</i> 

 #comment 

69 Verify that the TCP proxy log shows that the metadata exported for 
granule_C contains contains PH_D URL:<br /><br />xpath 
/Granule/OnlineResources granule_C.xml<br />should contain an 
OnlineResource element of type<br />&quot;Production History&quot; and 
the URL of PH_D 

  

70 Verify that the URLs of type &quot;Production History&quot; for granule C 
points to the correct URL of the associated Production History.  The URL 
may or may not be accessible, depending on the mode and the configuration 
of teh FTP or HTTP server, but the correctness can be determined by turning 
the URL into a local file path, e.g.<br 
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# Action Expected Result Notes 
/>http://f4ftl01//FS2/SAG3/g3at.004/2005.01.01/g3a.t.01528320v04.00.00.x
ml<br />becomes<br 
/>/datapool/&lt;MODE&gt;/user/FS2/SAG3/g3at.004/2005.01.01/g3a.t.0152
8320v04.00.00.xml 

71 <i>S-18 Perform a manual export of granules A, B, and C.</i>  #comment 
72 EcBmBMGTManualStart $MODE --metg -g 

$GRANULEID_A,$GRANULEID_B,$GRANULEID_C 
  

73 <i>V-8 Verify that the manual export of granule metadata in S-18 contains 
correct URLs for the associated PH granules for granule C, but no PH 
OnlineAccess or OnlineResource URLs for granule B, and no OnlineAccess 
or OnlineResource URLs for Granule A.  Verify that granules B, and C have 
Science and Metadata URLs.</i> 

 #comment 

74 Verify that the TCP proxy log shows that the metadata exported for 
granule_A contains no science data URLs or PH URLs:<br /><br />xpath 
/Granule/OnlineAccessURLs granule_A.xml<br />should contain no 
URLs<br /><br />xpath /Granule/OnlineResources granule_A.xml<br 
/>should contain no URLs 

  

75 Verify that the TCP proxy log shows that the metadata exported for 
granule_C contains science data URLs and PH URLs:<br /><br />xpath 
/Granule/OnlineAccessURLs granule_C.xml<br />should contain the 
granule_C URL<br /><br />xpath /Granule/OnlineResources 
granule_C.xml<br />should contain an OnlineResource TYPE element<br 
/>&quot;Production History&quot; and the URL of QA_C 

  

76 Verify that the TCP proxy log shows that the metadata exported for 
granule_B contains science granule URL granule_B:<br /><br />xpath 
/Granule/OnlineAccessURLs granule_B.xml<br />should contain the science 
granule URL 

  

77 Verify that TCP proxy log shows that the metadata exported for granule_B 
does not contain any PH URLs:<br /><br />xpath /Granule/OnlineResources 
granule_B.xml<br />should not contain any URL in OnlineResource type 
element 'Production History' 

  

78 <i>V-9 Verify that all PH URLS in the granule metadata have a URL type of 
“Production History”</i> 

 #comment 

79 xpath /Granule/OnlineResources granule_A.xml<br />should contain an 
OnlineResource element of type<br />&quot;Production History&quot; and 
the URL of PH_A<br /><br />xpath /Granule/OnlineResources 
granule_B.xml<br />should contain an OnlineResource element of type<br 
/>&quot;Production History&quot; and the URL of PH_B<br /><br />xpath 
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# Action Expected Result Notes 
/Granule/OnlineResources granule_C.xml<br />should contain an 
OnlineResource element of type<br />&quot;Production History&quot; and 
the URL of PH_D 

 
 
TEST DATA: 
 
 
 

Cri
t id 

Cri
t 
ccr 
no 

Test Data 
Descriptio
n 

Data Type 
Requirements 

Metadata 
Requirement
s 

Volume 
Requirement
s 

Size 
Requirement
s 

Data Location 
Readines
s Status 

71   
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granule 
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unlinking 

AE_DySno.00
2 

1 collection 
 
3 science 
granules 
 
1 PH granule 

    
/sotestdata/DROP_802/BE_82_01/Criteria/071/AE_DySno.0
02 

  

 
EXPECTED RESULTS: 
 
 
 
 
 
 
 
 
 
 

   V  71  1  Verify that the export of the insert of granule A in S-5 does not contain any URLs.          

   V  71  2  Verify that the export of the insert of granules B and C in S-5 contains only URLs for the science, metadata, and browse 
(if applicable) files, but not for a PH granule.    
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   V  71  3  Verify that the export of metadata for granules A, B and C in S-9 contain the correct URL for the associated PH 
granules.  

      

   V  71  4  Verify that the export of metadata for granule A in S-13 contains no OnlineAccess or OnlineResource URLs.        

   V  71  5  Verify that the export of metadata for granules B and C in S-13 contains only URLs for the science, metadata, and 
browse (if applicable) files, but not for a PH granule.    

      

   V  71  6  Verify that no export of metadata for granule C is spawned by the modifications in S-14, or that if an export is spawned, 
it contains either no PH URL or the URL prior to the modification in S-14  

      

   V  71  7  Verify that the export of metadata for granule C in S-17 contains the correct URL for the new PH granule linked in S-14.        

   V  71  8  Verify that the manual export of granule metadata in S-18 contains correct URLs for the associated PH granules for 
granules A, B, and C.  

      

   V  71  9  Verify that all PH URLS in the granule metadata have a URL type of “Production History”        

 

606 HDF MAP GRANULE URLS (ECS-ECSTC-3016) 

DESCRIPTION: 
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   S  72  1  [HDF Map Granule URLs] Find a collection whose granules are linked to public HDF Map granules.        

   S  72  2  Insert into the hidden datapool a science granule in the selected collection.  Map the collection to a public HDF Map 
granule.  This granule will be referred to as granule A.  

      

   S  72  3  Insert into the public datapool a science granule in the selected collection.  Do not map this granule to any HDF Map 
granules.  This granule will be referred to as granule B.  

      

   S  72  4  Find a granule which is public, and is linked to a non-public HDF Map granule.  This granule will be referred to as 
granule C.  Ensure that the insert of this granule has already been exported.   

      

   S  72  5  Wait for the automatic export of the granule inserts in S-2, S-3 and S-4 to complete.        

   S  72  6  Publish granule A        

   S  72  7  Link granule B to a public HDF Map granule.        

   S  72  8  Publish the HDF Map granule linked to granule C.        

   S  72  9  Wait for the automatic exports of the granule updates in S-6, S-7 and S-8 to complete.        

   S  72  10  Unpublish granule A.        

   S  72  11  Unpublish the HDF Map granule associated with granule B        

      72  12  Unlink Granule C from its linked HDF Map granule.        

   S  72  13  Wait for the automatic export of the granules in S-10, S-11, and S-12 to complete.        

   S  72  14  Perform a manual export of granules A, B, and C.        

 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 <i>Use /tools/common/test/BE_82_01/bin/xpath to search for XML 

elements.</i> 
 #comment 

3 Ensure BMGT configuration is complete and correct (config files, properties 
files, database settings, etc.). 

  

4 Ensure a PostgreSQL prompt is available and connected to the ecs 
database:<br /><br />/tools/postgres/current32/bin/psql -U ${USERNAME} -
h f4dbl03 -d ecs<br />select public.set_search_path('AIM', '${MODE}');<br 
/>show search_path; 

Should list the schemas installed in the 
mode.<br />Should include 
'aim_${MODE}'. 

 

5 Ensure collection C1 is installed. E.g., the DPL Ingest GUI shows the 
collection as a configured datatype. 

  

6 Ensure collection C1 is enabled for collection and granule export:<br /><br 
/>select  granuleexportflag , collectionexportflag<br />from 
bg_collection_configuration<br />where shortname = ${SHORTNAME}<br 
/>and versionid = ${VERSIONID}<br /><br />If either export flag is not 'Y', 
set them:<br />update bg_collection_configuration<br />set 
collectionexportflag = 'Y', granuleexportflag = 'Y'<br />where shortname = 
${SHORTNAME}<br />and versionid = ${VERSIONID}<br /><br />If the 
collection was newly abled for export in this step, wait for it and its granules 
to be exported. 

  

7 Ensure ECHO has the collection's metadata:<br /><br />curl -k -H Echo-
Token:${TOKEN} https://testbed.echo.nasa.gov/catalog-
rest/providers/${PROVIDERID}/${URL_ENCODED_DATASETID}<br 
/><br />If ECHO is missing the collection, export it:<br /><br 
/>EcBmBMGTManualStart ${MODE} --metc --collections 
${SHORTNAME}.${VERSIONID} 

  

8 Ensure the DPL Ingest GUI shows HDF_MAP.001 is configured to be public 
on ingest. 

  

9 Ensure science granules A and B are not in AIM:<br /><br />select 
shortname, versionid, granuleid<br />from amgranule<br />where 
localgranuleid in ('${A_LOCALGRANULEID}', 
'${B_LOCALGRANULEID}')<br /><br />If needed, physically delete the 
granules (bulk delete, unpublish, deletion cleanup). 

Should return no rows.  

10 Ensure science granule C is in AIM:<br /><br />select shortname, versionid, 
granuleid<br />from amgranule<br />where localgranuleid = 
'${C_LOCALGRANULEID}'<br /><br />If needed, ingest the granule into 

Should return 1 row.  
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# Action Expected Result Notes 
the public data pool. 

11 Ensure granule C is linked to a non-public HDF_MAP granule:<br /><br 
/>select g.shortname, g.versionid, g.granuleid, g.publishtime,<br />  
h.shortname, h.versionid, h.granuleid &quot;hdf_id&quot;,<br />  
h.publishtime &quot;hdf_publishtime&quot;<br />from amgranule g<br 
/>join amhdfmapgranulexref hx<br />on g.granuleid = hx.scienceid<br />join 
amgranule h<br />on hx.hdfmapid = h.granuleid<br />where g.granuleid = 
${C_GRANULEID}<br /><br />If needed, unpublish the linked HDF_MAP 
granule. 

Should return 1 row.<br 
/>hdf_publishtime should be null. 

 

12 Ensure ECHO has granule C's metadata:<br /><br />curl -k -H Echo-
Token:${TOKEN} https://testbed.echo.nasa.gov/catalog-
rest/providers/${PROVIDERID}/granules/${URL_ENCODED_GEOID}<br 
/><br />If ECHO is missing the granule, export it:<br /><br 
/>EcBmBMGTManualStart ${MODE} --metg --granules ${GRANULEID} 

  

13 Ensure a mock ECHO or TCP proxy is capturing BMGT traffic.   
14 <i>Setup</i>  #comment 
15 <i>S-1 Find a collection whose granules are linked to public HDF Map 

granules.</i> 
 #comment 

16 <i>S-2 Insert into the hidden datapool a science granule in the selected 
collection.<br />Map the collection to a public HDF Map granule.<br />This 
granule will be referred to as granule A.</i> 

 #comment 

17 Use the DPL Ingest GUI to configure the test collection to NOT be public on 
ingest and to NOT generate HDF Map granules on ingest. 

  

18 Ingest science granule A.   
19 Manually generate an HDF Map granule:<br /><br 

/>EcAmInsertMapGenerationRequest.pl -mode $MODE -g ${granule_A} 
  

20 Publish the generated HDF Map granule:<br /><br />EcDlPublishStart 
$MODE -ecs -g ${granule_HDF_A} 

  

21 <i>S-3 Insert into the public datapool a science granule in the selected 
collection.<br />Do not map this granule to any HDF Map granules.<br 
/>This granule will be referred to as granule B.</i> 

 #comment 

22 Use the DPL Ingest GUI to configure the test collection to be public on ingest 
and to NOT generate HDF Map granules on ingest. 

  

23 Ingest granule B.   
24 <i>S-4 Find a granule which is public, and is linked to a non-public HDF 

Map granule.<br />This granule will be referred to as granule C.<br />Ensure 
that the insert of this granule has already been exported.</i> 

 #comment 
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# Action Expected Result Notes 
25 Exported as part of the preconditions.   
26 <i>S-5 Wait for the automatic export of the granule inserts in S-2, S-3 and S-

4 to complete.</i> 
 #comment 

27 Verify that the TCP proxy shows that HTTP PUT requests are generated for 
granules A and B.<br />Granule C was exported before S-4. 

  

28 <i>V-1 Verify that the export of the insert of granule A in S-5 does not 
contain any URLs.</i> 

 #comment 

29 Verify that the TCP proxy shows that the metadata exported for granule_A 
does not contain any URLs:<br /><br />xpath /Granule/OnlineAccessURLs 
granule_A.xml<br />should not have any URLs<br /><br />xpath 
/Granule/OnlineResources granule_A.xml<br />should not have any URLs 

  

30 <i>V-2 Verify that the export of the insert of granules B and C in S-5 
contains only URLs for the science, metadata, and browse (if applicable) 
files, but not for a HDF Map granule.</i> 

 #comment 

31 Verify that the TCP proxy shows that the metadata exported for granule_B 
contains science granule URL granule_B:<br /><br />xpath 
/Granule/OnlineAccessURLs granule_B.xml<br />should contain the science 
granule URL 

  

32 Verify that TCP proxy shows that the metadata exported for granule_B does 
not contain any HDF Map URLs:<br /><br />xpath 
/Granule/OnlineResources granule_B.xml<br />should not contain any URL 
in OnlineResource type element 'HDF Map' 

  

33 <i>Note: granule C was exported before S-4, not in S-4.</i>  #comment 
34 <i>S-6 Publish granule A</i>  #comment 
35 EcDlPublishStart &lt;MODE&gt; -ecs -g &lt;granule_A&gt;   
36 <i>S-7 Generate a public HDF Map granule which is linked to Granule 

B.</i> 
 #comment 

37 EcAmInsertMapGenerationRequest.pl -mode &lt;MODE&gt; -g 
&lt;granule_B&gt; 

  

38 <i>S-8 Publish the HDF Map granule linked to granule C.</i>  #comment 
39 EcDlPublishStart &lt;MODE&gt; -ecs -g &lt;HDF_C&gt;   
40 <i>S-9 Wait for the automatic exports of the granule updates in S-6, S-7 and 

S-8 to complete.</i> 
 #comment 

41 Verify that the TCP proxy shows that HTTP PUT requests are generated for 
granule_A, granule_B and granule_C 

  

42 <i>V-3 Verify that the export of metadata for granules A, B and C in S-9 
contain the correct URL for the associated HDF Map.</i> 

 #comment 
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# Action Expected Result Notes 
43 Verify that the TCP proxy shows that the metadata exported for granule_A 

contains science data URLs and HDF Map URLs:<br /><br />xpath  
/Granule/OnlineAccessURLs granule_A.xml<br />should contain the 
granule_A  URL<br /><br />xpath  /Granule/OnlineResources 
granule_A.xml<br />should contain an OnlineResource element of type<br 
/>&quot;HDF Map&quot; and the url of HDF_A 

  

44 Verify that the TCP proxy shows that the metadata exported for granule_B 
contains science data URLs and HDF Map URLs:<br /><br />xpath  
/Granule/OnlineAccessURLs granule_B.xml<br />should contain the 
granule_B URL<br /><br />xpath  /Granule/OnlineResources 
granule_B.xml<br />should contain an OnlineResource element of type<br 
/>&quot;HDF Map&quot; and the url of HDF_B 

  

45 Verify that the TCP proxy shows that the metadata exported for granule_C 
contains science data URLs and HDF Map URLs:<br /><br />xpath  
/Granule/OnlineAccessURLs granule_C.xml<br />should contain the 
granule_C URL<br /><br />xpath /Granule/OnlineResources 
granule_C.xml<br />should contain an OnlineResource element of type<br 
/>&quot;HDF Map&quot; and the url of HDF_C 

  

46 Verify that the URLs of type &quot;HDF Map&quot; for granules A, B, and 
C all point to the correct URL of the associated HDF map.  The URL may or 
may not be accessible, depending on the mode and the configuration of the 
FTP or HTTP server, but the correctness can be determined by turning the 
URL into a local file path, e.g.<br 
/>http://f4ftl01//FS2/SAG3/g3at.004/2005.01.01/g3a.t.01528320v04.00.00.x
ml<br />becomes<br 
/>/datapool/&lt;MODE&gt;/user/FS2/SAG3/g3at.004/2005.01.01/g3a.t.0152
8320v04.00.00.xml 

  

47 <i>S-10 Unpublish granule A.</i>  #comment 
48 EcDlUnpublishStart.pl -mode &lt;MODE&gt; -g &lt;granule_A&gt;   
49 <i>S-11 Unpublish the HDF Map granule associated with granule B</i>  #comment 
50 EcDlUnpublishStart.pl -mode &lt;MODE&gt; -g &lt;HDF_B&gt;   
51 <i>S-12 Unlink Granule C from its linked HDF Map granule in the database 

xref table.</i> 
 #comment 

52 delete from AmHdfMapGranuleXref where hdfmapid = 
&lt;HDF_C_hdfmapid&gt; 

  

53 <i>S-13 Wait for the automatic export of the granules in S-10, S-11, and S-12 
to complete.</i> 

 #comment 
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# Action Expected Result Notes 
54 Wait for the TCP proxy log to show HTTP PUT requests for granules A and 

B. 
  

55 <i>V-4 Verify that the export of metadata for granule A in S-13 contains no 
OnlineAccess or OnlineResource URLs.</i> 

 #comment 

56 Verify that the TCP proxy shows that the metadata exported for granule_A 
does not contain any URLs:<br /><br />xpath /Granule/OnlineAccessURLs 
granule_A.xml<br />should not have any URLs<br /><br />xpath  
/Granule/OnlineResources granule_A.xml<br />should not have any URLs 

  

57 <i>V-5 Verify that the export of metadata for granule B in S-13 contains no 
HDF Map granule URL.</i> 

 #comment 

58 Verify that the TCP proxy shows that the metadata exported for granule_B 
contains science granule URL granule_B:<br /><br />xpath 
/Granule/OnlineAccessURLs granule_B.xml<br />should contain the science 
granule URL 

  

59 Verify that TCP proxy shows that the metadata exported for granule_B does 
not contain any HDF Map URLs:<br /><br />xpath 
/Granule/OnlineResources granule_B.xml<br />should not contain any URL 
in OnlineResource type element 'HDF Map' 

  

60 <i>V-6 Verify that no export of metadata for granule C is spawned by the 
modifications in S-12</i> 

 #comment 

61 Verify that the TCP proxy does not show any HTTP PUT request is generated 
for granule C 

  

62 <i>S-14 Perform a manual export of granules A, B, and C.</i>  #comment 
63 EcBmBMGTManualStart $MODE --metg --g 

$GRANULEID_A,$GRANULEID_B,$GRANULEID_C 
  

64 <i>V-7 Verify that the manual export of granule metadata in S-14 contains no 
HDF Map OnlineAccess or OnlineResource URLs for granules A, B or C.<br 
/>Verify that granules B, and C have Science and Metadata URLs.</i> 

 #comment 

65 Verify that the TCP proxy shows that the metadata exported for granule_A 
does not contain a science granule URL:<br /><br />xpath 
/Granule/OnlineAccessURLs granule_A.xml<br />should return no results 

  

66 Verify that TCP proxy shows that the metadata exported for granule_A does 
not contain any HDF Map URLs:<br /><br />xpath 
/Granule/OnlineResources granule_A.xml<br />should return no results 

  

67 Verify that the TCP proxy shows that the metadata exported for granule_B 
contains science granule URL granule_B:<br /><br />xpath 
/Granule/OnlineAccessURLs granule_B.xml<br />should contain the science 
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# Action Expected Result Notes 
granule URL 

68 Verify that TCP proxy shows that the metadata exported for granule_B does 
not contain any HDF Map URLs:<br /><br />xpath 
/Granule/OnlineResources granule_B.xml<br />should not contain any URL 
in OnlineResource type element 'HDF Map' 

  

69 Verify that the TCP proxy shows that the metadata exported for granule_C 
contains science granule URL granule_C:<br /><br />xpath 
/Granule/OnlineAccessURLs granule_C.xml<br />should contain the science 
granule URL 

  

70 Verify that TCP proxy shows that the metadata exported for granule_C does 
not contain any HDF Map URLs:<br /><br />xpath 
/Granule/OnlineResources granule_C.xml<br />should not contain any URL 
in OnlineResource type element 'HDF Map' 

  

71 <i>V-8 Verify that all HDF Map URLS in the granule metadata have a URL 
type of “HDF Map”</i> 

 #comment 

72 xpath /Granule/OnlineResources granule_A.xml Should contain an OnlineResource 
element of type &quot;HDF 
Map&quot; and the URL of HDF_A. 

 

73 xpath /Granule/OnlineResources granule_B.xml Should contain an OnlineResource 
element of type &quot;HDF 
Map&quot; and the URL of HDF_B. 

 

74 xpath /Granule/OnlineResources granule_C.xml Should contain an OnlineResource 
element of type &quot;HDF 
Map&quot; and the URL of HDF_D. 
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EXPECTED RESULTS: 
 
 
 
 
 
 
 
 

   V  72  1  Verify that the export of the insert of granule A in S-5 does not contain any URLs.          

   V  72  2  Verify that the export of the insert of granules B and C in S-5 contains only URLs for the science, metadata, and 
browse (if applicable) files, but not for a HDF Map granule.    

      

   V  72  3  Verify that the export of metadata for granules A, B and C in S-9 contain the correct URL for the associated HDF Map 
granules.  

      

   V  72  4  Verify that the export of metadata for granule A in S-13 contains no OnlineAccess or OnlineResource URLs.        

   V  72  5  Verify that the export of metadata for granules B and C in S-13 contains only URLs for the science, metadata, and 
browse (if applicable) files, but not for a HDF Map granule.    

      

   V  72  6  Verify that the manual export of granule metadata in S-14 contains correct URLs for the associated HDF Map granules 
for granules A, B, and C.  
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   V  72  7  Verify that all HDF Map URLS in the granule metadata have a URL type of “HDF Map”        

 

607 GRANULE DELETION (ECS-ECSTC-3017) 

DESCRIPTION: 
 
 
 
 

   S  80  1  [Granule Deletion] Stop the BMGT automatic driver 
process so that new events are not picked up.  

      

   S  80  2  Perform the following for a single granule:  
 
a)     Insert the granule.  
 
b)     Update the granule.  
 
c)     Delete the granule.  

      

   S  80  3  Restart BMGT.        

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 <i>Use /tools/common/test/BE_82_01/bin/xpath to search for XML 

elements.</i> 
 #comment 

3 Ensure BMGT configuration is complete and correct (config files, properties 
files, database settings, etc.). 

  

4 Ensure a PostgreSQL prompt is available and connected to the ecs 
database:<br /><br />/tools/postgres/current32/bin/psql -U ${USERNAME} -
h f4dbl03 -d ecs<br />select public.set_search_path('AIM', '${MODE}');<br 
/>show search_path; 

Should list the schemas installed in the 
mode.<br />Should include 
'aim_${MODE}'. 
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# Action Expected Result Notes 
5 Ensure the test collection is installed. E.g., the DPL Ingest GUI shows the 

collection as a configured datatype. 
  

6 Ensure the test collection is enabled to be public on ingest, using DPL Ingest 
GUI. 

  

7 Ensure the test collection is enabled for collection and granule export:<br 
/><br />select  granuleexportflag , collectionexportflag<br />from 
bg_collection_configuration<br />where shortname = ${SHORTNAME}<br 
/>and versionid = ${VERSIONID}<br /><br />If either export flag is not 'Y', 
set them:<br />update bg_collection_configuration<br />set 
collectionexportflag = 'Y', granuleexportflag = 'Y'<br />where shortname = 
${SHORTNAME}<br />and versionid = ${VERSIONID}<br /><br />If the 
collection was newly abled for export in this step, wait for it and its granules 
to be exported. 

  

8 Ensure ECHO has the collection's metadata:<br /><br />curl -k -H Echo-
Token:${TOKEN} https://testbed.echo.nasa.gov/catalog-
rest/providers/${PROVIDERID}/${URL_ENCODED_DATASETID}<br 
/><br />If ECHO is missing the collection, export it:<br /><br 
/>EcBmBMGTManualStart ${MODE} --metc --collections 
${SHORTNAME}.${VERSIONID}<br />Ensure the test granule is not in 
AIM:<br /><br />select shortname, versionid, granuleid<br />from 
amgranule<br />where localgranuleid = '${LOCALGRANULEID}'<br /><br 
/>If needed, physically delete the granules (bulk delete, unpublish, deletion 
cleanup). 

  

9 Ensure a mock ECHO or TCP proxy is capturing BMGT traffic.   
10 <i>Setup</i>  #comment 
11 <i>S-1 Stop the BMGT automatic driver process so that new events are not 

picked up.</i> 
 #comment 

12 Stop BMGT automatic driver:<br /><br />./EcBmBMGTAutoStop $MODE   
13 <i>S-2 Perform the following for a single granule:<br />    a) Insert the 

granule.<br />    b) Update the granule.<br />    c) Delete the granule.</i> 
 #comment 

14 <i>V-1 Verify that the actions in S-2 trigger events in the AIM event 
queue.</i> 

 #comment 

15 <i>a) Insert the granule.</i>  #comment 
16 Note the current time as t0.   
17 Ingest the test granule into the public data pool.   
18 Verify dsmdgreventhistory has a GRINSERT event for the test granule 

enqueued after time t0:<br /><br />select dbid, eventtype, eventtime<br 
Should have 1 record.<br />The 
eventtime should be close to the ingest 
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# Action Expected Result Notes 
/>from dsmdeventhistory<br />where eventtype = 'GRINSERT';<br />and 
eventtime &gt; '${TIME_T0}'<br />and dbid = ${GRANULEID} 

time. 

19 <i>b) Update the granule.</i>  #comment 
20 Note the current time as t1.   
21 Update the test granule. E.g, update the DayNightFlag to a different value:<br 

/><br />declare l_daynightflag amgranule.daynightflag%type;<br /><br 
/>select granuleid, daynightflag<br />into l_daynightflag<br />from 
amgranule<br />where granuleid = ${GRANULEID};<br /><br />--(if old 
value was 'Day');<br />if l_daynightflag = 'Day' then<br />    update 
amgranule<br />    set daynightflag = 'Night'<br />    where granuleid = 
${GRANULEID};<br />else<br />    update amgranule<br />    set 
daynightflag = 'Day'<br />    where granuleid = ${GRANULEID};<br />end 
if;<br /><br />return l_daynightflag;<br /><br />-- Save the original 
daynightflag if needed to reset. 

  

22 Verify dsmdgreventhistory has a GRUPDATE event for the test granule 
enqueued after time t1:<br /><br />select dbid, eventtype, eventtime<br 
/>from dsmdeventhistory<br />where eventtype = 'GRUPDATE';<br />and 
eventtime &gt; '${TIME_T1}'<br />and dbid = ${GRANULEID} 

Should have 1 record.<br />The 
eventtime should be close to the 
update time. 

 

23 <i>d) Delete the granule.</i>  #comment 
24 Create a geoids.txt file for the test granule:<br /><br 

/>SC:${SHORTNAME}.${VERSIONID}:${GRANULEID} 
  

25 Note the current time as t2.   
26 Bulk Delete the test granule:<br /><br />./EcDsBulkDelete.pl -mode $MODE 

-physical -geoidfile /path/to/geoids.txt -server f4dbl03 -database ecs -user 
EcDsAmGranuleDeletion -password password 

  

27 Verify dsmdgreventhistory has a GRDELETE event for the test granule 
enqueued after time t2:<br /><br />select dbid, eventtype, eventtime<br 
/>from dsmdeventhistory<br />where eventtype = 'GRDELETE';<br />and 
eventtime &gt; '${TIME_T2}'<br />and dbid = ${GRANULEID} 

Should have 1 record.<br />The 
eventtime should be close to the bulk 
delete time. 

 

28 <i>S-3 Restart BMGT.</i>  #comment 
29 ./EcBmBMGTAutoStart $MODE   
30 <i>V-2 Verify that after BMGT is restarted in S-3, no granule insert (HTTP 

PUT)s are exported for the actions in S-2.</i> 
 #comment 

31 Verify that the tcp.log shows no HTTP PUT requests for the test granule 
corresponding to the Insert and Update events for the test granule. 

  

32 <i>V-3 Verify that a single HTTP DELETE is exported to ECHO, or an 
ECHO stand-in.<br />Verify that the URL to which the DELETE is exported 

 #comment 
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# Action Expected Result Notes 
contains an identifier for the deleted granule, and the request body is 
empty.</i> 

33 Verify that that the tcp.log shows an HTTP DELETE request is exported for 
the test granule after time t2. 

  

34 Verify that the request body for the HTTP DELETE request is empty.   
35 <i>V-4 Verify that the granule delete export is successful, and that if ECHO 

reports an error for the deletion of a non existent granule, BMGT ignores this 
error.<br />It is however acceptable for ECHO to not report such an 
error.</i> 

 #comment 

36 Verify that BMGT does not report an error afer time t2.   

 
 
TEST DATA: 
 
 
 

Cri
t id 

Cri
t 
ccr 
no 

Test Data 
Descriptio
n 

Data Type 
Requirements 

Metadata 
Requirement
s 

Volume 
Requirement
s 

Size 
Requirement
s 

Data Location 
Readines
s Status 

80   

1 science 
granule to 
ingest, 
update, 
and delete 

MOD10A1.00
5 

  1 granule   
/sotestdata/DROP_802/BE_82_01/Criteria/080/MOD10A1.00
5 

  

 
EXPECTED RESULTS: 
 
 
 
 
 

   V  80  1  Verify that the actions in S-2 trigger events in the AIM event queue.        

   V  80  2  Verify that after BMGT is restarted in S-3, no granule insert (HTTP PUT)s are exported for the actions in S-2.        
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   V  80  3  Verify that a single HTTP DELETE is exported to ECHO, or an ECHO stand-in.  Verify that the URL to which the 
DELETE is exported contains an identifier for the deleted granule, and the request body is empty.  

      

   V  80  4  Verify that the granule delete export is successful, and that if ECHO reports an error for the deletion of a non existent 
granule, BMGT ignores this error.  It is however acceptable for ECHO to not report such an error.  

      

 

608 QA UPDATE (ECS-ECSTC-3018) 

DESCRIPTION: 
 
 

   S  90  1  [QA Update] Perform a QA update on one or more 
granules  

      

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 <i>Use /tools/common/test/BE_82_01/bin/xpath to search for XML 

elements.</i> 
 #comment 

3 Ensure BMGT configuration is complete and correct (config files, properties 
files, database settings, etc.). 

  

4 Ensure a PostgreSQL prompt is available and connected to the ecs 
database:<br /><br />/tools/postgres/current32/bin/psql -U ${USERNAME} -
h f4dbl03 -d ecs<br />select public.set_search_path('AIM', '${MODE}');<br 
/>show search_path; 

Should list the schemas installed in the 
mode.<br />Should include 
'aim_${MODE}'. 

 

5 Ensure the BMGT dispatcher and auto driver are running. On the BMGT 
host:<br /><br />ps auxww | grep $MODE | grep -E 
'EcBmDispatcher|EcBmAuto'<br /><br />If needed, start BMGT:<br /><br 
/>./EcBmBMGTAppStart $MODE 

  

6 Ensure the test collection is installed. E.g., the DPL Ingest GUI shows the 
collection as a configured datatype. 

  

7 Ensure the test collection is enabled for collection and granule export:<br 
/><br />select  granuleexportflag , collectionexportflag<br />from 
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# Action Expected Result Notes 
bg_collection_configuration<br />where shortname = ${SHORTNAME}<br 
/>and versionid = ${VERSIONID}<br /><br />If either export flag is not 'Y', 
set them:<br />update bg_collection_configuration<br />set 
collectionexportflag = 'Y', granuleexportflag = 'Y'<br />where shortname = 
${SHORTNAME}<br />and versionid = ${VERSIONID}<br /><br />If the 
collection was newly enabled for export in this step, wait for it and its 
granules to be exported. 

8 Ensure ECHO has the collection's metadata:<br /><br />curl -k -H Echo-
Token:${TOKEN} https://testbed.echo.nasa.gov/catalog-
rest/providers/${PROVIDERID}/${URL_ENCODED_DATASETID}<br 
/><br />If ECHO is missing the collection, export it:<br /><br 
/>EcBmBMGTManualStart ${MODE} --metc --collections 
${SHORTNAME}.${VERSIONID} 

  

9 Ensure granules g1, g2, g3, and g4 are in AIM:<br /><br />select shortname, 
versionid, granuleid<br />from amgranule<br />where localgranuleid in 
('${LOCALGRANULEID}', ...)<br /><br />If needed, ingest the granules 
into the public data pool. 

Should return 1 row.  

10 Ensure ECHO has metadata for granules g1, g2, g3, and g4. For each 
granule,<br /><br />curl -k -H Echo-Token:${TOKEN} 
https://testbed.echo.nasa.gov/catalog-
rest/providers/${PROVIDERID}/granules/${URL_ENCODED_GEOID}<br 
/><br />If ECHO is missing the granules, export them:<br /><br 
/>EcBmBMGTManualStart ${MODE} --metg --granules 
${GRANULEID},... 

  

11 Ensure QAUU is configured with a test site (e.g., BMGT82):<br /><br 
/>Append the following lines to 
/custom/ecs/${MODE}/CUSTOM/cfg/EcDsAmQaUpdateUtility.properties if 
the are not there:<br /><br 
/>BMGT82_EMAIL_FROM_ADDRESSES=labuser@edn.ecs.nasa.gov<br 
/>BMGT82_EMAIL_REPLY_ADDRESS=labuser@edn.ecs.nasa.gov<br 
/>BMGT82_NOTIFICATION_ON_SUCCESS=N 

  

12 Ensure the test collection is eligible for QA updates:<br /><br />select *<br 
/>from dsqamutesdtsite<br />where shortname = '${SHORTNAME}'<br 
/>and site = 'BMGT82'<br /><br />If no such row exists, add it:<br /><br 
/>insert into dsqamutesdtsite<br />values ('${SHORTNAME}', 'BMGT82') 

  

13 Ensure a mock ECHO or TCP proxy is capturing BMGT traffic.   
14 <i>Setup</i>  #comment 
15 <i>S-1 [QA Update] Perform a QA update on one or more granules</i>  #comment 
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# Action Expected Result Notes 
16 Find the granules' metadata files:<br /><br />select f.granuleid, p.path || '/' || 

f.archivemetfilename<br />from ammetadatafile f<br />join dsmdxmlpath 
p<br />on f.archivepathid = p.archivepathid<br />where f.granuleid in 
(${g1},${g2},${g3},${g4}) 

  

17 Find the names of measured parameters to update.  For each granule,<br 
/><br />xpath '//MeasuredParameterContainer/ParameterName/text()' 
${XML_FILE} 

  

18 Find the measured parameters' science quality flag values.  For each 
granule,<br /><br />xpath 
&quot;//MeasuredParameterContainer[ParameterName='${PARAMETER_N
AME}']/QAFlags/ScienceQualityFlag/text()&quot; ${XML_FILE} 

  

19 Select different science quality flag values from the list of valid values in the 
properties file:<br /><br />grep VALID_SCIENCE_QA_FLAGS 
/usr/ecs/${MODE}/CUSTOM/cfg/EcDsAmQaUpdateUtility.properties 

  

20 Create a QA update request file to update science flags, named according to 
the the QAUU 609:<br /><br 
/>&lt;MODE&gt;_&lt;Site&gt;_QAUPDATE&lt;description&gt;.&lt;YYY
Y&gt;&lt;MM&gt;&lt;DD&gt;&lt;hh&gt;&lt;mm&gt;&lt;ss&gt;<br /><br 
/>E.g.,<br /><br 
/>OPS_BMGT82_QAUPDATE_BE_82_01_Crit_90_Science.201305291530
00 

  

21 Write a QA update request to update science flags, using GranuleURs 
(replace &lt;TAB&gt; with an actual tab character):<br /><br />From 
${site}<br />begin QAMetadataUpdate Science GranuleUR<br 
/>${shortname}&lt;TAB&gt;${versionid}&lt;TAB&gt;${g1_granuleur}&lt;
TAB&gt;${measured_parameter_name}&lt;TAB&gt;${qa_flag_value}&lt;T
AB&gt;${qa_flag_explanation}<br 
/>${shortname}&lt;TAB&gt;${versionid}&lt;TAB&gt;${g2_granuleur}&lt;
TAB&gt;${measured_parameter_name}&lt;TAB&gt;${qa_flag_value}&lt;T
AB&gt;${qa_flag_explanation}<br />end QAMetadataUpdate 

  

22 Find the measured parameters' operational quality flag values.  For each 
granule,<br /><br />xpath 
&quot;//MeasuredParameterContainer[ParameterName='${PARAMETER_N
AME}']/QAFlags/OperationalQualityFlag/text()&quot; ${XML_FILE} 

  

23 Select different operational quality flag values from the list of valid values in 
the properties file:<br /><br />grep VALID_OPERATIONAL_QA_FLAGS 
/usr/ecs/${MODE}/CUSTOM/cfg/EcDsAmQaUpdateUtility.properties 

  

24 Create a QA update request file to update operational flags, named according   
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# Action Expected Result Notes 
to the the QAUU 609:<br /><br 
/>&lt;MODE&gt;_&lt;Site&gt;_QAUPDATE&lt;description&gt;.&lt;YYY
Y&gt;&lt;MM&gt;&lt;DD&gt;&lt;hh&gt;&lt;mm&gt;&lt;ss&gt;<br /><br 
/>E.g.,<br /><br 
/>OPS_BMGT82_QAUPDATE_BE_82_01_Crit_90_Operational.20130529
153000 

25 Write a QA update request to update operational flags, using GranuleURs 
(replace &lt;TAB&gt; with an actual tab character):<br /><br />From 
${site}<br />begin QAMetadataUpdate Operational GranuleUR<br 
/>${shortname}&lt;TAB&gt;${versionid}&lt;TAB&gt;${g3_granuleur}&lt;
TAB&gt;${measured_parameter_name}&lt;TAB&gt;${qa_flag_value}&lt;T
AB&gt;${qa_flag_explanation}<br 
/>${shortname}&lt;TAB&gt;${versionid}&lt;TAB&gt;${g4_granuleur}&lt;
TAB&gt;${measured_parameter_name}&lt;TAB&gt;${qa_flag_value}&lt;T
AB&gt;${qa_flag_explanation}<br />end QAMetadataUpdate 

  

26 Find the QA update request directory configured in the properties file:<br 
/><br />sed -n 's/QA_REQUEST_DIR *= *//p' 
/usr/ecs/${MODE}/CUSTOM/cfg/EcDsAmQaUpdateUtility.properties 

  

27 Delete any files in the QA update request directory.   
28 Copy the QA update request files to the QA request directory.   
29 Note the current time as t0.   
30 Run QAUU:<br /><br />EcDsAmQAUUStart ${MODE} -noprompt   
31 <i>Verification</i>  #comment 
32 <i>V-1 Verify that for each granule involved in the QA Update, an HTTP 

PUT is exported to ECHO or an ECHO stand-in.</i> 
 #comment 

33 Verify the TCP proxy log shows one PUT for each granule after time t0.   
34 <i>V-2 Verify that the HTTP PUT contains the full granule metadata, 

including the updated QA values reflecting the QA Update.</i> 
 #comment 

35 Save each granule's exported metadata from the TCP proxy log to a separate 
XML file. 

  

36 Verify granule g1's exported metadata contains the ScienceQualityFlag and 
the ScienceQualityFlagExplanation associated with the MeasuredParameter 
specified in the Science QA request file:<br /><br />xpath 
&quot;//MeasuredParameter[ParameterName='${g1_parametername}']/QAFl
ags/ScienceQualityFlag/text()&quot; g1.xml<br />xpath 
&quot;//MeasuredParameter[ParameterName='${g1_parametername}']/QAFl
ags/ScienceQualityFlagExplanation/text()&quot; g1.xml 
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# Action Expected Result Notes 
37 Verify granule g2's exported metadata contains the ScienceQualityFlag and 

the ScienceQualityFlagExplanation associated with the MeasuredParameter 
specified in the Science QA request file:<br /><br />xpath 
&quot;//MeasuredParameter[ParameterName='${g2_parametername}']/QAFl
ags/ScienceQualityFlag/text()&quot; g2.xml<br />xpath 
&quot;//MeasuredParameter[ParameterName='${g2_parametername}']/QAFl
ags/ScienceQualityFlagExplanation/text()&quot; g2.xml 

  

38 Verify granule g3's exported metadata contains the OperationalQualityFlag 
and the OperationalQualityFlagExplanation associated with the 
MeasuredParameter specified in the Operational QA request file:<br /><br 
/>xpath 
&quot;//MeasuredParameter[ParameterName='${g3_parametername}']/QAFl
ags/OperationalQualityFlag/text()&quot; g3.xml<br />xpath 
&quot;//MeasuredParameter[ParameterName='${g3_parametername}']/QAFl
ags/OperationalQualityFlagExplanation/text()&quot; g3.xml 

  

39 Verify granule g4's exported metadata contains the OperationalQualityFlag 
and the OperationalQualityFlagExplanation associated with the 
MeasuredParameter specified in the Operational QA request file:<br /><br 
/>xpath 
&quot;//MeasuredParameter[ParameterName='${g4_parametername}']/QAFl
ags/OperationalQualityFlag/text()&quot; g4.xml<br />xpath 
&quot;//MeasuredParameter[ParameterName='${g4_parametername}']/QAFl
ags/OperationalQualityFlagExplanation/text()&quot; g4.xml 

  

 
 
TEST DATA: 
 
 
 
 

Cri
t id 

Cri
t 
ccr 
no 

Test Data 
Descriptio
n 

Data Type 
Requirements 

Metadata 
Requirement
s 

Volume 
Requirement
s 

Size 
Requirement
s 

Data Location 
Readines
s Status 

90   
Science 
QA flag 
update 

MYD10A1.00
5 

  2 granules   
/sotestdata/DROP_802/BE_82_01/Criteria/090/MYD10A1.00
5 
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Cri
t id 

Cri
t 
ccr 
no 

Test Data 
Descriptio
n 

Data Type 
Requirements 

Metadata 
Requirement
s 

Volume 
Requirement
s 

Size 
Requirement
s 

Data Location 
Readines
s Status 

90   
Operationa
l QA flag 
update 

MYD10A1.00
5 

  2 granules   
/sotestdata/DROP_802/BE_82_01/Criteria/090/MYD10A1.00
5 

  

 
EXPECTED RESULTS: 
 
 
 

   V  90  1  Verify that for each granule involved in the QA Update, an HTTP PUT is exported to ECHO or an ECHO stand-
in.    

      

   V  90  2  Verify that the HTTP PUT contains the full granule metadata, including the updated QA values reflecting the QA 
Update.  

      

 

609 ISO NOMINAL GRANULE EXPORT: GRANULE EXPORT BY COLLECTION (ECS-ECSTC-3019) 

DESCRIPTION: 
 
 
 

   S  100  1  [ISO Nominal Granule Export] Find two collections with ISO metadata and which share the same short name, 
but have different version IDs.  Ensure that both collections are enabled for collection and granule export. 
 Request the manual export of granule metadata for all granules in one of these collections. 

      

   S  100  2  For one of the collections in S-1 (or another collection which has ISO metadata, and is enabled for collection and 
granule export): 
 
a) Ingest a new granule into the ECS inventory. 
 
b) Logically delete a granule from the ECS inventory. 
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c) Physically delete a granule from the ECS inventory. 
 
d) DFA a granule. 
 
e) Hide a granule. 
 
f) Restrict a granule. 
 
g) Unrestrict a granule. 
 
h) Publish a granule in the datapool. 
 
i) Unpublish a granule in the datapool. 
 
j) Change the collection which a granule belongs to. 
 
k) Move a collection. 
 
l) Perform XML replacement on a granule.  

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 <i>Use /tools/common/test/BE_82_01/bin/xpath to extract XML 

elements.</i> 
 #comment 

3 Ensure test collections C1, C2 are installed.   
4 Ensure both collections are configured to be public on ingest.   
5 Ensure test granules have been ingested for each collection.   
6 Ensure the BMGT automatic driver is running.   
7 Ensure a TCP proxy or mock ECHO is capturing BMGT traffic.   
8 <i>Setup</i>  #comment 
9 <i>S-1 Find two collections with ISO metadata and which share the same 

short name, but have different version IDs.<br />Ensure that both collections 
are enabled for collection and granule export.<br />Request the manual 
export of granule metadata for all granules in one of these collections.</i> 

 #comment 
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# Action Expected Result Notes 
10 Ensure both ISO collections are enabled for both collection and granule 

export:<br /><br />update bg_collection_configuration<br />set 
granuleexport = 'Y', collectionexport = 'Y'<br />where shortname = 
$SHORT_NAME<br />and versionid in ($C1_VERSION_ID, 
$C2_VERSION_ID) 

  

11 Request a manual export of collection C1:<br /><br 
/>EcBmBMGTManualStart --mode &lt;MODE&gt; --metg  --collections 
&lt;SHORTNAME&gt;.&lt;VERSION_ID&gt; 

  

12 <i>Verification</i>  #comment 
13 <i>V-1 Verify that the manual export in S-1 results in multiple HTTP PUT 

requests containing the full granule metadata for each granule in the 
requested collection (but not any granules belonging to other collections 
sharing a short name but with a different version ID).</i> 

 #comment 

14 Verify the TCP proxy log shows a PUT for each C1 granule.   
15 Verify the TCP proxy log shows no PUTs for any C2 granules.   
16 Save the body of each PUT to a separate XML file.   
17 Verify that each granule's exported metadata is complete and correct when 

compared with its local metadata.  To do this, find the path to the native 
metadata (printed in the generator log) and diff this file against the exported 
metadata.  Verify that the exported metadata is a superset of the native 
metadata. 

  

18 <i>V-4 Verify that the metadata exported in S-1 and S-2, except S-2 
subclauses b-d, validates against TBD ISO Schema.</i> 

 #comment 

19 Verify that each granule's exported metadata validates against TBD ISO 
schema:<br /><br />/tools/libxml2-2.9.1/bin/xmllint --noout --schema 
/ecs/formal/ESDT/Sm/schema/ISO-SMAP/schema.xsd METADATA_FILE 

  

20 <i>V-5 Verify that the metadata exported in S-1 and S-2, except S-2 
subclauses b-d has the following elements:<br />    a) InsertTime = The insert 
time of the granule recorded in the AIM database.<br />    b) LastUpdate = 
The last update time of the granule recorded in the AIM database</i> 

 #comment 

21 Query amgranule for each exported granule's InsertTime and LastUpdate:<br 
/><br />select granuleid, archivetime, lastupdate<br />from amgranule<br 
/>where granuleid in ($GRANULE_IDS) 

  

22 Use an XPath utility to extract the InsertTime from each granule's exported 
metadata:<br /><br />xpath 
&quot;//gmd:CI_Citation[gmd:title/gco:CharacterString='InsertTime']/gmd:d
ate/gmd:CI_Date/gmd:date/gco:DateTime/text()&quot; granule.xml 
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# Action Expected Result Notes 
23 Verify each granule's InsertTime matches its archivetime from amgranule.   
24 Use an XPath utility to extract the UpdateTime from each granule's exported 

metadata:<br /><br />xpath 
&quot;//gmd:CI_Citation[gmd:title/gco:CharacterString='UpdateTime']/gmd:
date/gmd:CI_Date/gmd:date/gco:DateTime/text()&quot; granule.xml 

  

25 Verify each granule's UpdateTime matches its lastupdate from amgranule.   

 
 
TEST DATA: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Crit 
id 

Crit 
ccr no 

Test Data 
Description 

Data Type 
Requirements 

Metadata Requirements 
Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

100 
S-1 

      
2 ISO collections with the same 
ShortName but different VersionIds (C1, 
C2). 

        

100 
S-1 

      
Several granules for each of C1 and C2     
(3 or more). 

        

100 
S-1a 

      One new C2 granule.         

100       One new C2 granule.         
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Crit 
id 

Crit 
ccr no 

Test Data 
Description 

Data Type 
Requirements 

Metadata Requirements 
Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

S-1b 

100 
S-1c 

      One new C2 granule.         

100 
S-1d 

      One new C2 granule.         

100 
S-1e 

      One new C2 granule.         

100 
S-1f 

      One new C2 granule.         

100 
S-1g 

      One new C2 granule.         

100 
S-1h 

      One new C2 granule.         

100 
S-1i 

      One new C2 granule.         

100 
S-1j 

      One new C2 granule.         

100 
S-1k 

      C2 from S-1.         

100 
S-1l 

      One new C2 granule.         

 
EXPECTED RESULTS: 
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   V  100  1  Verify that the manual export in S-1 results in multiple HTTP PUT requests containing the full granule metadata for each 
granule in the requested collection (but not any granules belonging to other collections sharing a short name but with a 
different version ID).    

      

   V  100  2  Verify that the operations in S-2, excepting subclauses b-d each result in the export of a single HTTP PUT containing the 
full granule metadata.  

      

   V  100  3  Verify that the operations in S-2 subclauses b-d each result in the export of a single HTTP DELETE, with the ID of the 
granule in the URL, but not containing any granule metadata in the request body.  

      

   V  100  4  Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b-d, validates against TBD ISO Schema.        

   V  100  5  Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b-d has the following elements:  
 
a)     InsertTime = The insert time of the granule recorded in the AIM database.  
 
b)     LastUpdate = The last update time of the granule recorded in the AIM database  

      

   V  100  6  Verify that the metadata for the granule in S-2 subclause e includes elements marking the granule as ‘hidden’ in 
accordance to the ISO schema and SDPS to ECHO ICD.  

      

   V  100  7  Verify that the metadata for the granule in S-2 subclause f includes elements marking the granule as ‘restricted’ in 
accordance to the ISO schema and SDPS to ECHO ICD.  

      

   V  100  8  Verify that the metadata for the granule in S-2 subclause g (and any other subclauses for which the affected granule did 
not have a restriction flag set) do not contain any elements marking the granules as ‘hidden’ or ‘restricted’ in accordance 
to the ISO schema and SDPS to ECHO ICD.  

      

   V  100  9  Verify that the metadata generated by the action in S-2 subclause h contains URLs for the science and metadata files.        

   V  100  10  Verify that the metadata generated by the action in S-2 subclause i contains no datapool URLs.        
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   V  100  11  Verify that the metadata generated by the action in S-2 subclause j contains a reference to the newly assigned collection.        

   V  100  12  Verify that the action performed in S-2 subclause k results in the export of full granule metadata for every granule in the 
collection affected.  

      

   V  100  13  Verify that the metadata generated by the action in S-2 subclause l contains XML reflecting the replacement which was 
performed.  

      

  
 

610 ISO NOMINAL COLLECTION EXPORT (ECS-ECSTC-3020) 

DESCRIPTION: 
 
 
 

   S  105  1  [ISO Nominal Collection Export] Find two collections with ISO metadata and which share the same short 
name, but different version IDs.  Request the manual export of collection metadata for one of these collections.  

      

   S  105  2  Find collections which have ISO Metadata:  
 
a)     Insert a new collection into the ECS inventory (and enable for collection export).  
 
b)     Delete a collection from the ECS inventory.  
 
c)     Perform an update on an existing collection.  
 
For a collection which is currently disabled for collection export, enable it for collection (but not granule) 
export.  

      

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 <i>Use /tools/common/test/BE_82_01/bin/xpath to extract XML  #comment 
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# Action Expected Result Notes 
elements.</i> 

3 <i>Use /tools/libxml2-2.9.1/bin/xmllint to verify ISO XML against ISO 
schema.</i> 

 #comment 

4 Ensure test collections C1, C2, C4, C5, and C6 are installed.   
5 Ensure each of collections C1, C2, C4, and C5 is enabled for collection 

export:<br /><br />update bg_collection_configuration<br />collectionexport 
= 'Y'<br />where shortname = &lt;SHORT_NAME&gt;<br />and versionid = 
&lt;VERSION_ID&gt; 

  

6 Ensure collection C6 is disabled for collection or granule export<br /><br 
/>update bg_collection_configuration<br />collectionexport = 'N', 
granuleexport = 'N'<br />where shortname = 
&lt;C3_SHORT_NAME&gt;<br />and versionid = 
&lt;C3_VERSION_ID&gt; 

  

7 Ensure a TCP proxy or mock ECHO is capturing BMGT traffic.   
8 <i>Setup</i>  #comment 
9 <i>S-1 Find two collections with ISO metadata and which share the same 

short name, but different version IDs.<br />Request the manual export of 
collection metadata for one of these collections.</i> 

 #comment 

10 Request a manual export of collection C1:<br /><br 
/>EcBmBMGTManualStart --mode &lt;MODE&gt; --metc  --collections 
&lt;C1_SHORTNAME&gt;.&lt;C1_VERSION_ID&gt; 

  

11 <i>S-2 Find collections which have ISO Metadata:<br />    a) Insert a new 
collection into the ECS inventory (and enable for collection export).<br />    
b) Delete a collection from the ECS inventory.<br />    c) Perform an update 
on an existing collection.<br />    d) For a collection which is currently 
disabled for collection export, enable it for collection (but not granule) 
export.</i> 

 #comment 

12 <i>S-2a</i>  #comment 
13 Copy collection C3's descriptor file to 

/usr/ecs/&lt;MODE&gt;/CUSTOM/data/ESS/ on the same host as the ESDT 
Maintenance GUI. 

  

14 Use the ESDT Maintenance GUI to install collection C3.<br /><br />Follow 
the wiki instructions, stopping before the DPL Maintenance GUI:<br 
/>http://edhs1.gsfc.nasa.gov:40000/bin/view/EDF/AddESDT 

  

15 Enable collection C3 for collection export:<br /><br />update 
bg_collection_configuration<br />collectionexport = 'Y'<br />where 
shortname = &lt;C3_SHORT_NAME&gt;<br />and versionid = 
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# Action Expected Result Notes 
&lt;C3_VERSION_ID&gt; 

16 <i>S-2b</i>  #comment 
17 Use the ESDT Maintenance GUI to delete collection C4.   
18 <i>S-2c</i>  #comment 
19 Copy collection C5's updated descriptor file to 

/usr/ecs/&lt;MODE&gt;/CUSTOM/data/ESS/ on the same host as the ESDT 
Maintenance GUI. 

  

20 Use the ESDT Maintenance GUI to update collection C5.   
21 <i>S-2d</i>  #comment 
22 Enable collection C6 for collection export:<br /><br />update 

bg_collection_configuration<br />collectionexport = 'Y'<br />where 
shortname = &lt;C6_SHORT_NAME&gt;<br />and versionid = 
&lt;C6_VERSION_ID&gt; 

  

23 <i>Verification</i>  #comment 
24 <i>V-1 Verify that the manual export in S-1 results in a single HTTP PUT 

request containing the full collection metadata for the requested collection 
(but not any other collections sharing a short name but with a different 
version ID).</i> 

 #comment 

25 Verify the TCP proxy logs a single PUT for collection C1's manual export.   
26 Verify the TCP proxy logs the full metadata for collection C1.   
27 Verify the TCP proxy logs no request for C2 (or any other collection with the 

same ShortName). 
  

28 <i>V-2 Verify that the operations in S-2 subclauses a, c, and d each result in 
the export of a single HTTP PUT containing the full collection metadata.</i> 

 #comment 

29 Verify the TCP proxy logs a single PUT for each collection C3, C5, and C6.   
30 Verify the TCP proxy logs the full metadata for each collection C3, C5, and 

C6. 
  

31 <i>V-3 Verify that the operation in S-2 subclause b results in the export of a 
single HTTP DELETE, with the ID of the collection in the URL, but not 
containing any collection metadata in the request body.</i> 

 #comment 

32 Verify the TCP proxy logs a single DELETE for collection C4.   
33 Verify the URL for collection C4's request includes C4's dataset ID.   
34 Verify collection C4's request has an empty body.   
35 <i>V-4 Verify that the metadata exported in S-1 and S-2, except S-2 

subclause b, validates against the TBD ISO schema.</i> 
 #comment 

36 For each PUT, save the request body to a separate XML file.   
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# Action Expected Result Notes 
37 Verify that each granule's exported metadata validates against ISO 

schema:<br /><br />xmllint --noout --schema 
/ecs/formal/ESDT/Sm/schema/ISO-SMAP/schema.xsd METADATA_FILE 

  

38 <i>V-5 Verify that the metadata exported in S-1 and S-2, except S-2 
subclause b has the following elements:<br />    a) InsertTime = The insert 
time of the collection recorded in the AIM database.<br />    b) LastUpdate = 
The last update time of the collection recorded in the AIM database.</i> 

 #comment 

39 Query amcollection for each exported collection's InsertTime and 
LastUpdate:<br /><br />select inserttime, lastupdate<br />from 
amcollection<br />where shortname = &lt;SHORT_NAME&gt;<br />and 
versionid = &lt;VERSION_ID&gt; 

  

40 Use an XPath utility to extract the InsertTime from each granule's exported 
metadata:<br /><br />xpath 
&quot;//gmd:CI_Citation[gmd:title/gco:CharacterString='UpdateTime']/gmd:
date/gmd:CI_Date/gmd:date/gco:DateTime/text()&quot; granule.xml 

  

41 Verify each collection's exported metadata InsertTime matches its 
amcollection inserttime. 

  

42 Use an XPath utility to extract the UpdateTime from each granule's exported 
metadata:<br /><br />xpath 
&quot;//gmd:CI_Citation[gmd:title/gco:CharacterString='InsertTime']/gmd:d
ate/gmd:CI_Date/gmd:date/gco:DateTime/text()&quot; granule.xml 

  

43 Verify each collection's exported metadata UpdateTime matches its 
amcollection lastupdate. 

  

 
 
TEST DATA: 
 
 
 
 
 
 
 

Crit 
id 

Crit 
ccr no 

Test Data 
Description 

Data Type 
Requirements 

Metadata Requirements 
Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

105       2 ISO collections with the same ShortName         
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Crit 
id 

Crit 
ccr no 

Test Data 
Description 

Data Type 
Requirements 

Metadata Requirements 
Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

S-1 but different VersionIds (C1, C2). 

105 
S-2a 

      
1 ISO collection to install during the test 
(C3). 

        

105 
S-2b 

      
1 ISO collection to delete during the test 
(C4). 

        

105 
S-2c 

      
1 ISO collection to be updated (C5), plus an 
extra descriptor file with which to update the 
collection. 

        

105 
S-2d 

      1 ISO collection (C6).         

 
EXPECTED RESULTS: 
 
 
 
 
 
 

   V  105  1  Verify that the manual export in S-1 results in a single HTTP PUT request containing the full collection metadata for 
the requested collection (but not any other collections sharing a short name but with a different version ID).    

      

   V  105  2  Verify that the operations in S-2 subclauses a, c, and d each result in the export of a single HTTP PUT containing the 
full collection metadata.  

      

   V  105  3  Verify that the operation in S-2 subclause b results in the export of a single HTTP DELETE, with the ID of the 
collection in the URL, but not containing any collection metadata in the request body.  

      

   V  105  4  Verify that the metadata exported in S-1 and S-2, except S-2 subclause b, validates against the TBD ISO schema.        

   V  105  5  Verify that the metadata exported in S-1 and S-2, except S-2 subclause b has the following elements:  
 
a)     InsertTime = The insert time of the collection recorded in the AIM database.  
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b)     LastUpdate = The last update time of the collection recorded in the AIM database.  

 

611 MISR BROWSE LINKS – SCIENCE BEFORE BROWSE (ECS-ECSTC-3021) 

DESCRIPTION: 
 
 
 
 
 

   S  110  1  [MISR Browse Links – Science Before Browse] This criterion will test the export of the MISBR science 
granules and their linkage with previously inserted MISR Level 1 and Level 2 science granules. The test uses the 
following granules.  
 
Matching Granules: Select at least one granule from a MISR Level 1 ESDT, and for each a MISBR granule that 
can be associated with it (cameraIds match, its temporal coverage intersects that of the MISR Level 1 granule and 
it has a matching SP_AM_MISR_ProductVersion product specific attribute value). Also select at least one 
granule from a MISR Level 2 ESDT and at least one MIB2GEOP granule. For each of those granules, select a 
MISBR granule that can be associated with it (i.e., has a cameraId of ‘AN’ and a temporal coverage that intersects 
with that of the MISR Level 2 respectively MIB2GEOP granule).  
 
Non-Matching Granules: Select one MISBR with a cameraId that is not ‘AN’ and a temporal coverage that 
intersects with that of the MISR Level 2 granule. Select one other MISBR granule with a cameraId of ‘AN’ whose 
temporal coverage does not match any of the selected MISR Level 1 and Level 2 granules. Select one more 
MISBR granule whose camera Id is not ‘AN’ and matches the cameraId and temporal coverage of one of the 
MISR Level 1 granules in the ‘matching’ group, but has a different SP_AM_MISR_ProductVersion. Select at 
least one other MISR Level 1 and one MISR Level 2 granule that do not match any MISBR selected for the test.  
 
None of the MISR Level 1 and Level 2 granules selected for the test shall match up with MISBR granules that 
already exist in the inventory. None of the MISBR granules selected for the test shall match up with MISR 
granules that already exist in the inventory.  
 
The selected MISR collections must be eligible for granule export to ECHO and to export their browse links to 
ECHO.  The selected collections must also be configured to be public in the datapool.  

      

   S  110  2  Ingest the MISR Level 1, Level 2, and MIB2GEOP granules referenced in step S-1.        
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   S  110  3  Wait for the ingest of the MISR granules in S-2 to be picked up by the automatic polling process and their 
metadata exported.  

      

   S  110  4  Ingest the MISBR granules referenced in step S-1.        

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 <i>Use the xpath script to extract elements from XML files: 

/tools/common/test/BE_82_01/bin/xpath</i> 
 #comment 

3 Ensure the test MISBR, MISR Level 1, MISR Level 2, and MIB2GEOP 
collections are installed. 

  

4 Ensure the test collections are configured to be public on ingest.   
5 Ensure test collections are configured for collection and granule export.   
6 Ensure AIM has no MISR granules that match the test MISBR granules.<br 

/><br />Use the xpath utility to get the Path Number, Orbit Number, Product 
Version, and Camera ID from the browse metadata file:<br /><br />xpath 
&quot;//PSAs/PSA[PSAName='SP_AM_PATH_NO']/PSAValue/text()&quo
t; misbr.xml<br /><br />xpath 
'//OrbitCalculatedSpatialDomain/OrbitCalculatedSpatialDomainContainer/Or
bitNumber/text()' misbr.xml<br /><br />xpath 
&quot;//PSAs/PSA[PSAName='SP_AM_MISR_ProductVersion']/PSAValue
/text()&quot; misbr.xml<br /><br />xpath 
'//Platform/Instrument/Sensor/SensorShortName/text()' misbr.xml<br /><br 
/>Query AIM for matching MISR Level 1 granules:<br />select 
esdt(g.shortname, g.versionid) ESDT, g.granuleid<br />from amgranule g<br 
/>join dsmdmisrattributes a<br />on g.granuleid = a.granuleid<br />join 
dsmdmisrcamera c<br />on g.granuleid = c.granuleid<br />join 
dsmdmisrprocessingcriteria p<br />on (g.shortname = p.shortname<br />  and 
g.versionid = p.versionid)<br />where p.type = '1'<br />and a.orbitnumber = 
$ORBITNUMBER<br />and a.pathno = $PATHNUMBER<br />and 
a.productversion = $PRODUCTVERSION<br />and c.cameraid = 
$CAMERAID<br /><br />Query AIM for matching MISR Level 2 
granules:<br />select esdt(g.shortname, g.versionid) ESDT, g.granuleid<br 
/>from amgranule g<br />join dsmdmisrattributes a<br />on g.granuleid = 
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# Action Expected Result Notes 
a.granuleid<br />join dsmdmisrcamera c<br />on g.granuleid = 
c.granuleid<br />join dsmdmisrprocessingcriteria p<br />on (g.shortname = 
p.shortname<br />  and g.versionid = p.versionid)<br />where p.type = '2'<br 
/>and a.orbitnumber = $ORBITNUMBER<br />and a.pathno = 
$PATHNUMBER<br />and c.cameraid = 'AN' 

7 Ensure AIM has no MISBR granules that match the test MISR granules.<br 
/><br />Use the xpath utility to get the Path Number, Orbit Number, Product 
Version, and Camera ID from the granule metadata files:<br /><br />xpath 
&quot;//PSAs/PSA[PSAName='SP_AM_PATH_NO']/PSAValue/text()&quo
t; granule.xml<br /><br />xpath 
'//OrbitCalculatedSpatialDomain/OrbitCalculatedSpatialDomainContainer/Or
bitNumber/text()' granule.xml<br /><br />xpath 
&quot;//PSAs/PSA[PSAName='SP_AM_MISR_ProductVersion']/PSAValue
/text()&quot;<br /><br />xpath 
'//Platform/Instrument/Sensor/SensorShortName/text()' granule.xml<br /><br 
/>Query AIM for MISBR matching the MISR Level 1 granules:<br />select 
esdt(g.shortname, g.versionid) ESDT, g.granuleid<br />from amgranule g<br 
/>join dsmdmisrattributes a<br />on g.granuleid = a.granuleid<br />join 
dsmdmisrcamera c<br />on g.granuleid = c.granuleid<br />join 
dsmdmisrprocessingcriteria p<br />on (g.shortname = p.shortname<br />  and 
g.versionid = p.versionid)<br />where p.type = 'B'<br />and a.orbitnumber = 
$ORBITNUMBER<br />and a.pathno = $PATHNUMBER<br />and 
a.productversion = $PRODUCTVERSION<br />and c.cameraid = 
$CAMERAID<br /><br />Query AIM for MISBR matching the MISR Level 
2 granules:<br />select esdt(g.shortname, g.versionid) ESDT, g.granuleid<br 
/>from amgranule g<br />join dsmdmisrattributes a<br />on g.granuleid = 
a.granuleid<br />join dsmdmisrcamera c<br />on g.granuleid = 
c.granuleid<br />join dsmdmisrprocessingcriteria p<br />on (g.shortname = 
p.shortname<br />  and g.versionid = p.versionid)<br />where p.type = 'B'<br 
/>and a.orbitnumber = $ORBITNUMBER<br />and a.pathno = 
$PATHNUMBER<br />and c.cameraid = 'AN' 

  

8 Ensure EcDlInsertUtility.properties has this:<br /><br 
/>MISR_SPECIAL_PROCESSING=Y<br /><br />Bounce DPAD after 
changing the value:<br /><br />./EcDlActionDriverStart $MODE 

  

9 Ensure that a TCP proxy or mock ECHO is capturing BMGT traffic.   
10 Ensure the BMGT dispatcher and auto driver are running:<br /><br 

/>./EcBmBMGTAppStart $MODE 
ps auxww | sed -n 
'/OPS\/CUSTOM/{;s/.* -D\(Bmgt[^ 
]*\).*/\1/p;}'<br /><br 
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# Action Expected Result Notes 
/>BmgtComponent=EcBmDispatcher
<br 
/>BmgtComponent=EcBmAuto<br 
/>BmgtComponent=EcBmMonitor 

11 <i>Setup</i>  #comment 
12 <i>S-1 This criterion will test the export of the MISBR science granules and 

their linkage with previously inserted MISR Level 1 and Level 2 science 
granules. The test uses the following granules.<br /><br />Matching 
Granules: Select at least one granule from a MISR Level 1 ESDT, and for 
each a MISBR granule that can be associated with it (cameraIds match, its 
temporal coverage intersects that of the MISR Level 1 granule and it has a 
matching SP_AM_MISR_ProductVersion product specific attribute value). 
Also select at least one granule from a MISR Level 2 ESDT and at least one 
MIB2GEOP granule. For each of those granules, select a MISBR granule that 
can be associated with it (i.e., has a cameraId of ‘AN’ and a temporal 
coverage that intersects with that of the MISR Level 2 respectively 
MIB2GEOP granule).<br /><br />Non-Matching Granules: Select one 
MISBR with a cameraId that is not ‘AN’ and a temporal coverage that 
intersects with that of the MISR Level 2 granule. Select one other MISBR 
granule with a cameraId of ‘AN’ whose temporal coverage does not match 
any of the selected MISR Level 1 and Level 2 granules. Select one more 
MISBR granule whose camera Id is not ‘AN’ and matches the cameraId and 
temporal coverage of one of the MISR Level 1 granules in the ‘matching’ 
group, but has a different SP_AM_MISR_ProductVersion. Select at least one 
other MISR Level 1 and one MISR Level 2 granule that do not match any 
MISBR selected for the test.<br /><br />None of the MISR Level 1 and Level 
2 granules selected for the test shall match up with MISBR granules that 
already exist in the inventory. None of the MISBR granules selected for the 
test shall match up with MISR granules that already exist in the inventory.<br 
/><br />The selected MISR collections must be eligible for granule export to 
ECHO and to export their browse links to ECHO.  The selected collections 
must also be configured to be public in the datapool.</i> 

 #comment 

13 <i>S-2 Ingest the MISR Level 1, Level 2, and MIB2GEOP granules 
referenced in step S-1.</i> 

 #comment 

14 Note the current time as t0.   
15 Ingest test MISR granules but not the test MISBR granules.   
16 <i>S-3 Wait for the ingest of the MISR granules in S-2 to be picked up by the 

automatic polling process and their metadata exported.</i> 
 #comment 
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# Action Expected Result Notes 
17 Wait for one of the following export indicators:<br /><br />The BMGT log 

shows that the MISR granule metadata has been exported.<br /><br />The 
BMGT GUI shows the test MISR granule exports succeeded.<br /><br />The 
TCP proxy logs HTTP PUT requests for all the test MISR granules. 

  

18 <i>V-1 Verify that the export in S-3 contains the granules ingested in S-2</i>  #comment 
19 Already verified by waiting in S-3.   
20 Verify each HTTP PUT request contains full granule metadata for each MISR 

granule. 
  

21 <i>V-2 Verify that the metadata exported in S-3 contains no browse URLs 
for the granules ingested in S-2.</i> 

 #comment 

22 Save each granule's exported metadata from the TCP proxy log to a separate 
XML file. 

  

23 Verify no exported granule metadata after time t0 contains OnlineResource 
URLs with Type BROWSE. For each exported granule, the following XPath 
should have no URLs:<br /><br />xpath 
&quot;//OnlineResource[Type='BROWSE']/URL&quot; granule.xml 

  

24 <i>S-4 Ingest the MISBR granules referenced in step S-1.</i>  #comment 
25 Note the current time as t1.   
26 Ingest the test MISBR granules.   
27 <i>V-3 Verify that the granules ingested in S-4 are picked up and exported 

by the automatic polling process.</i> 
 #comment 

28 Verify the BMGT log shows that the MISBR granule metadata has been 
exported. 

  

29 Verify the BMGT GUI shows the test MISBR granule exports succeeded.   
30 Verify the TCP proxy logs HTTP PUT requests for all the test MISBR 

granules after time t1. 
  

31 <i>V-4 Verify that the second set of exports, after S-4, contains science 
granule metadata for both the MISR Level 1 &amp; 2 and MISBR granules 
ingested in S-4.</i> 

 #comment 

32 Verify, after time t1, the mock ECHO logs a single HTTP PUT for each of 
the MISBR, MISR Level 1, and MISR Level 2 granules. 

  

33 Save each of the MISBR, MISR Level 1, and MISR Level 2 granules' 
metadata, exported after time t1, to a separate XML file. 

  

34 Verify that each of the granules exported after time t1 validates against the 
ECHO 10 Granule.xsd schema. For each granule file,<br /><br 
/>/tools/common/test/BE_82_01/bin/echo10_validate_metadata granule.xml 
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# Action Expected Result Notes 
35 <i>V-5 Verify that the second set of exports, after S-4, also contains the full 

granule metadata for the MISR Level 1 &amp; 2 granules ingested in S-2 that 
are linked with the MISBR granules ingested in step S-4 (i.e., for the 
matching granules), and does not include metadata for the other, non-
matching granules.<br />Verify that this granule metadata includes Browse 
link URLs, and that these URLs are correct.</i> 

 #comment 

36 Verify, after time t1, each HTTP PUT request contains full granule metadata 
for each of the MISR Level 1 and MISR Level 2 granules associated with the 
MISBR ingested in S-4. 

  

37 Verify that after time t1 all exported MISR granules that appear in the TCP 
proxy log are associated with the MISBR ingested in S-4. 

  

38 Verify the exported metadata for MISR Level 1 and MISR Level 2 granules 
includes OnlineResource BROWSE URLs:<br /><br />xpath 
&quot;//OnlineResource[Type='BROWSE']/URL&quot; granule.xml 

  

39 Verify each OnlineResource BROWSE URL points to the correct Browse file 
in the data pool. 

  

40 <i>V-6 Verify that the URLs exported for the MIB2GEOP granules show 
them linked with MISBR granules that were selected according to the rules 
that apply to MISR Level 2 granules.</i> 

 #comment 

41 Verify the OnlineResource URLs for the MIB2GEOP granules point to 
matching MISBR granules, according to MISR Level 2 matching rules.<br 
/><br />To find a MISBR matching an ingested MISRSC granule,<br /><br 
/>select b.misrbrid<br />from AmBrowseGranuleXref bgx<br />join 
ambrowse b<br />on bgx.browseid = b.browseid<br />where bgx.granuleid = 
&lt;MISRSC_granuleId&gt; 

  

 
 
TEST DATA: 
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Cri
t id 

Cri
t 
ccr 
no 

Test Data 
Descriptio
n 

Data Type 
Requirement
s 

Metadata Requirements 
Volume 
Requirement
s 

Size 
Requirement
s 

Data Location 
Readines
s Status 

        

At least one granule from a 
MISR Level 1 ESDT, and for 
each a MISBR granule that can 
be associated with it 
(cameraIds match, its temporal 
coverage intersects that of the 
MISR Level 1 granule and it 
has a matching 
SP_AM_MISR_ProductVersio
n product specific attribute 
value). 

    
/sotestdata/DROP_802/BE_82_01/Criteria/11
0 

  

        

At least one granule from a 
MISR Level 2 ESDT and for 
each a MISBR granule that can 
be associated with it (i.e., has a 
cameraId of ‘AN’ and a 
temporal coverage that 
intersects with that of the 
MISR Level 2). 

    
/sotestdata/DROP_802/BE_82_01/Criteria/11
0 

  

        

At least one MIB2GEOP 
granule and for each a MISBR 
granule that can be associated 
with it (i.e., has a cameraId of 
‘AN’ and a temporal coverage 
that intersects with that of the 
MIB2GEOP granule). 

    
/sotestdata/DROP_802/BE_82_01/Criteria/11
0 

  

 
EXPECTED RESULTS: 
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   V  110  1  Verify that the export in S-3 contains the granules ingested in S-2        

   V  110  2  Verify that the metadata exported in S-3 contains no browse URLs for the granules ingested in S-2.         

   V  110  3  Verify that the granules ingested in S-4 are picked up and exported by the automatic polling process.        

   V  110  4  Verify that the second set of exports, after S-4, contains science granule metadata for both the MISR Level 1 & 2 and 
MISBR granules ingested in S-4.   

      

   V  110  5  Verify that the second set of exports, after S-4, also contains the full granule metadata for the MISR Level 1 & 2 granules 
ingested in S-2 that are linked with the MISBR granules ingested in step S-4 (i.e., for the matching granules), and does not 
include metadata for the other, non-matching granules.  Verify that this granule metadata includes Browse link URLs, and 
that these URLs are correct.  

      

   V  110  6  Verify that the URLs exported for the MIB2GEOP granules show them linked with MISBR granules that were selected 
according to the rules that apply to MISR Level 2 granules.  

      

 

612 MISR BROWSE LINKS – BROWSE BEFORE SCIENCE (ECS-ECSTC-3022) 

DESCRIPTION: 
 
 
 
 
 

   S  115  1  [MISR Browse Links – Browse Before Science] This criterion will test the export of the MISBR science 
granules and their linkage with subsequently inserted MISR Level 1 and Level 2 science granules. The test uses 
the following granules.  
 
Matching Granules: Select at least one granule from a MISR Level 1 ESDT, and for each a MISBR granule that 
can be associated with it (cameraIds match, its temporal coverage intersects that of the MISR Level 1 granule and 
it has a matching SP_AM_MISR_ProductVersion product specific attribute value). Also select at least one 
granule from a MISR Level 2 ESDT and at least one MIB2GEOP granule. For each of those granules, select a 
MISBR granule that can be associated with it (i.e., has a cameraId of ‘AN’ and a temporal coverage that intersects 
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with that of the MISR Level 2 respectively MIB2GEOP granule).  
 
Non-Matching Granules: Select one MISBR with a cameraId that is not ‘AN’ and a temporal coverage that 
intersects with that of the MISR Level 2 granule. Select one other MISBR granule with a cameraId of ‘AN’ whose 
temporal coverage does not match any of the selected MISR Level 1 and Level 2 granules. Select one more 
MISBR granule whose camera Id is not ‘AN’ and matches the cameraId and temporal coverage of one of the 
MISR Level 1 granules in the ‘matching’ group, but has a different SP_AM_MISR_ProductVersion. Select at 
least one other MISR Level 1 and one MISR Level 2 granule that do not match any MISBR selected for the test.  
 
None of the MISR Level 1 and Level 2 granules selected for the test shall match up with MISBR granules that 
already exist in the inventory. None of the MISBR granules selected for the test shall match up with MISR 
granules that already exist in the inventory.  
 
The selected MISR collections must be eligible for granule export to ECHO and to export their browse links to 
ECHO.  The selected collections must also be configured to be public in the Datapool  

   S  115  2  Ingest the MISBR granules referenced in step S-1.        

   S  115  3  Wait for the ingest of the MISR granules in S-2 to be picked up by the automatic polling process and their 
metadata exported.  

      

   S  115  4  Ingest the MISR Level 1, Level 2, and MIB2GEOP granules referenced in step S-1.        

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure the test MISBR, MISR Level 1, MISR Level 2, and MIB2GEOP 

collections are installed. 
  

3 Ensure the test collections are configured to be public on ingest.   
4 Ensure test collections are configured for collection and granule export.   
5 Ensure AIM has no MISR granules that match the test MISBR granules.<br 

/><br />Use the xpath utility to get the Path Number, Orbit Number, Product 
Version, and Camera ID from the browse metadata file:<br /><br />xpath 
&quot;//PSAs/PSA[PSAName='SP_AM_PATH_NO']/PSAValue/text()&quo
t; misbr.xml<br /><br />xpath 
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# Action Expected Result Notes 
'//OrbitCalculatedSpatialDomain/OrbitCalculatedSpatialDomainContainer/Or
bitNumber/text()' misbr.xml<br /><br />xpath 
&quot;//PSAs/PSA[PSAName='SP_AM_MISR_ProductVersion']/PSAValue
/text()&quot; misbr.xml<br /><br />xpath 
'//Platform/Instrument/Sensor/SensorShortName/text()' misbr.xml<br /><br 
/>Query AIM for matching MISR Level 1 granules:<br />select 
esdt(g.shortname, g.versionid) ESDT, g.granuleid<br />from amgranule g<br 
/>join dsmdmisrattributes a<br />on g.granuleid = a.granuleid<br />join 
dsmdmisrcamera c<br />on g.granuleid = c.granuleid<br />join 
dsmdmisrprocessingcriteria p<br />on (g.shortname = p.shortname<br />  and 
g.versionid = p.versionid)<br />where p.type = '1'<br />and a.orbitnumber = 
$ORBITNUMBER<br />and a.pathno = $PATHNUMBER<br />and 
a.productversion = $PRODUCTVERSION<br />and c.cameraid = 
$CAMERAID<br /><br />Query AIM for matching MISR Level 2 
granules:<br />select esdt(g.shortname, g.versionid) ESDT, g.granuleid<br 
/>from amgranule g<br />join dsmdmisrattributes a<br />on g.granuleid = 
a.granuleid<br />join dsmdmisrcamera c<br />on g.granuleid = 
c.granuleid<br />join dsmdmisrprocessingcriteria p<br />on (g.shortname = 
p.shortname<br />  and g.versionid = p.versionid)<br />where p.type = '2'<br 
/>and a.orbitnumber = $ORBITNUMBER<br />and a.pathno = 
$PATHNUMBER<br />and c.cameraid = 'AN' 

6 Ensure AIM has no MISBR granules that match the test MISR granules.<br 
/><br />Use the xpath utility to get the Path Number, Orbit Number, Product 
Version, and Camera ID from the granule metadata files:<br /><br />xpath 
&quot;//PSAs/PSA[PSAName='SP_AM_PATH_NO']/PSAValue/text()&quo
t; granule.xml<br /><br />xpath 
'//OrbitCalculatedSpatialDomain/OrbitCalculatedSpatialDomainContainer/Or
bitNumber/text()' granule.xml<br /><br />xpath 
&quot;//PSAs/PSA[PSAName='SP_AM_MISR_ProductVersion']/PSAValue
/text()&quot;<br /><br />xpath 
'//Platform/Instrument/Sensor/SensorShortName/text()' granule.xml<br /><br 
/>Query AIM for MISBR matching the MISR Level 1 granules:<br />select 
esdt(g.shortname, g.versionid) ESDT, g.granuleid<br />from amgranule g<br 
/>join dsmdmisrattributes a<br />on g.granuleid = a.granuleid<br />join 
dsmdmisrcamera c<br />on g.granuleid = c.granuleid<br />join 
dsmdmisrprocessingcriteria p<br />on (g.shortname = p.shortname<br />  and 
g.versionid = p.versionid)<br />where p.type = 'B'<br />and a.orbitnumber = 
$ORBITNUMBER<br />and a.pathno = $PATHNUMBER<br />and 
a.productversion = $PRODUCTVERSION<br />and c.cameraid = 
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# Action Expected Result Notes 
$CAMERAID<br /><br />Query AIM for MISBR matching the MISR Level 
2 granules:<br />select esdt(g.shortname, g.versionid) ESDT, g.granuleid<br 
/>from amgranule g<br />join dsmdmisrattributes a<br />on g.granuleid = 
a.granuleid<br />join dsmdmisrcamera c<br />on g.granuleid = 
c.granuleid<br />join dsmdmisrprocessingcriteria p<br />on (g.shortname = 
p.shortname<br />  and g.versionid = p.versionid)<br />where p.type = 'B'<br 
/>and a.orbitnumber = $ORBITNUMBER<br />and a.pathno = 
$PATHNUMBER<br />and c.cameraid = 'AN' 

7 Ensure EcDlInsertUtility.properties has this:<br /><br 
/>MISR_SPECIAL_PROCESSING=Y 

  

8 Ensure that a TCP proxy or mock ECHO is capturing BMGT traffic.   
9 <i>Setup</i>  #comment 
10 <i>S-1 This criterion will test the export of the MISBR science granules and 

their linkage with subsequently inserted MISR Level 1 and Level 2 science 
granules.<br />The test uses the following granules.<br /><br />Matching 
Granules: Select at least one granule from a MISR Level 1 ESDT, and for 
each a MISBR granule that can be associated with it (cameraIds match, its 
temporal coverage intersects that of the MISR Level 1 granule and it has a 
matching SP_AM_MISR_ProductVersion product specific attribute value). 
Also select at least one granule from a MISR Level 2 ESDT and at least one 
MIB2GEOP granule. For each of those granules, select a MISBR granule that 
can be associated with it (i.e., has a cameraId of ‘AN’ and a temporal 
coverage that intersects with that of the MISR Level 2 respectively 
MIB2GEOP granule).<br /><br />Non-Matching Granules: Select one 
MISBR with a cameraId that is not ‘AN’ and a temporal coverage that 
intersects with that of the MISR Level 2 granule. Select one other MISBR 
granule with a cameraId of ‘AN’ whose temporal coverage does not match 
any of the selected MISR Level 1 and Level 2 granules. Select one more 
MISBR granule whose camera Id is not ‘AN’ and matches the cameraId and 
temporal coverage of one of the MISR Level 1 granules in the ‘matching’ 
group, but has a different SP_AM_MISR_ProductVersion. Select at least one 
other MISR Level 1 and one MISR Level 2 granule that do not match any 
MISBR selected for the test.<br /><br />None of the MISR Level 1 and Level 
2 granules selected for the test shall match up with MISBR granules that 
already exist in the inventory. None of the MISBR granules selected for the 
test shall match up with MISR granules that already exist in the inventory.<br 
/><br />The selected MISR collections must be eligible for granule export to 
ECHO and to export their browse links to ECHO.  The selected collections 

 #comment 
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# Action Expected Result Notes 
must also be configured to be public in the Datapool</i> 

11 <i>S-2 Ingest the MISBR granules referenced in step S-1.</i>  #comment 
12 Note the current time as t0.   
13 Ingest the test MISBR granules.   
14 <i>S-3 Wait for the ingest of the MISR granules in S-2 to be picked up by the 

automatic polling process and their metadata exported.</i> 
 #comment 

15 Wait for one of the following export indicators:<br /><br />The BMGT log 
shows that the MISBR granule metadata has been exported.<br /><br />The 
BMGT GUI shows the test MISBR granule exports succeeded.<br /><br 
/>The mock ECHO logs HTTP PUT requests for all the test MISBR granules. 

  

16 <i>V-1 Verify that the export in S-3 contains the full granule metadata for the 
MISBR granules ingested in S-2.</i> 

 #comment 

17 Verify the TCP proxy log shows that after time t0 a single HTTP PUT 
request is exported for each MISBR granule ingested. 

  

18 Verify the body of each MISBR PUT request contains the full granule 
metadata. 

  

19 <i>V-2 Verify that the metadata exported in S-3 contains no browse 
URLs.</i> 

 #comment 

20 Verify the exported MISBR metadata contains no OnlineResource 
elements:<br /><br />xpath '//OnlineResource' misbr.xml 

  

21 <i>S-4 Ingest the MISR Level 1, Level 2, and MIB2GEOP granules 
referenced in step S-1.</i> 

 #comment 

22 Note the current time as t1.   
23 Ingest the remaining test MISR granules (Level 1, Level 2, MIB2GEOP).   
24 <i>V-3 Verify that the granules ingested in S-4 are picked up and exported 

by the automatic polling process.</i> 
 #comment 

25 Verify the TCP proxy log shows that after time t1 a single HTTP PUT 
request is exported for each MISR granule ingested after the MISBR 
granules. 

  

26 <i>V-4 Verify that the second set of exports, after S-4, contains science 
granule metadata for the MISR Level 1 &amp; 2 ingested in S-4.</i> 

 #comment 

27 Verify the body of each MISR PUT request contains the full granule 
metadata. 

  

28 <i>V-5 Verify that the granule metadata for the ingests in S-4, includes 
Browse link URLs referring to the appropriate MISBR granules ingested in 
S-2, and that these URLs are correct.</i> 

 #comment 
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# Action Expected Result Notes 
29 Verify the body of each MISR PUT request contains an OnlineResource 

URL:<br /><br />xpath '//OnlineResource/URL' misr.xml 
  

30 Verify each OnlineResource URL points to the correct MISBR, according to 
MISR Level 1 and Level 2 matching rules:<br /><br />Find the association 
first through AmBrowseGranuleXref, then the misbrids in AmBrowse using 
the browseids, then use ProcGetGrFiles to get the file information, then go to 
tcp.log to grep the BRWS for the SC granule. 

  

31 Verify each OnlineResource URL points to the correct browse file in the data 
pool. 

  

32 <i>V-6 Verify that the URLs exported for the MIB2GEOP granules show 
them linked with MISBR granules that were selected according to the rules 
that apply to MISR Level 2 granules.</i> 

 #comment 

33 Verify each OnlineResource URL in the exported MIB2GEOP metadata 
points to the correct MISBR, according to MISR Level 2 matching rules.<br 
/><br />To find a MISBR matching an ingested MISRSC granule,<br /><br 
/>select b.misrbrid<br />from AmBrowseGranuleXref bgx<br />join 
ambrowse b<br />on bgx.browseid = b.browseid<br />where bgx.granuleid = 
&lt;MISRSC_granuleId&gt; 

  

 
 
TEST DATA: 
 
 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata Requirements 
Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

115       

At least one granule from a MISR Level 1 ESDT, and for 
each a MISBR granule that can be associated with it 
(cameraIds match, its temporal coverage intersects that of 
the MISR Level 1 granule and it has a matching 
SP_AM_MISR_ProductVersion product specific attribute 
value). 

        

115       At least one granule from a MISR Level 2 ESDT and for         
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Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata Requirements 
Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

each a MISBR granule that can be associated with it (i.e., 
has a cameraId of ‘AN’ and a temporal coverage that 
intersects with that of the MISR Level 2). 

115       

At least one MIB2GEOP granule and for each a MISBR 
granule that can be associated with it (i.e., has a cameraId of 
‘AN’ and a temporal coverage that intersects with that of the 
MIB2GEOP granule). 

        

 
EXPECTED RESULTS: 
 
 
 
 
 
 
 

   V  115  1  Verify that the export in S-3 contains the full granule metadata for the MISBR granules ingested in S-2.        

   V  115  2  Verify that the metadata exported in S-3 contains no browse URLs.         

   V  115  3  Verify that the granules ingested in S-4 are picked up and exported by the automatic polling process.        

   V  115  4  Verify that the second set of exports, after S-4, contains science granule metadata for the MISR Level 1 & 2 ingested 
in S-4.   

      

   V  115  5  Verify that the granule metadata for the ingests in S-4, includes Browse link URLs referring to the appropriate MISBR 
granules ingested in S-2, and that these URLs are correct.  

      

   V  115  6  Verify that the URLs exported for the MIB2GEOP granules show them linked with MISBR granules that were 
selected according to the rules that apply to MISR Level 2 granules.  
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613 NOMINAL AUTOMATIC EXPORT (ECS-ECSTC-3023) 

DESCRIPTION: 
 
 
 
 
 
 

   S  120  1  [Nominal Automatic Export] Start the BMGT core application (Dispatcher) and event poller (Event Driver), 
specifying the ECS mode in which to run.  

      

   S  120  2  Ensure that there are no pending or in process BMGT exports, then suspend both BMGT processing (Dispatcher) and 
polling for automatic export events (Event Driver).  

      

   S  120  3  Configure BMGT to poll for new events every 30 seconds, and configure the maximum number of events to enqueue 
at a time to be 100.  

      

   S  120  4  Perform the following operations, each on a different collection or granule:  
 
a)     Install 2 new collections  
 
b)     Delete 1 collection  
 
c)     Ingest 10 granules  
 
d)     Publish 10 granules and unpublish 10 more  
 
e)     Perform 5 of each of the following:  
 
a.     Browse linkage  
 
b.     QA Linkage  
 
c.     PH linkage  
 
d.     HDF Map Linkage  
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f)      Delete 10 granules (5 logically, 5 physically)  
 
g)     Publish a MISBR granule which is linked to at least 1 MISR Level 1 or 2 granule.  
 
h)     Publish an MISR Level 1 or 2 granule which is linked to a MISBR granule.  
 
Ensure that no other events are performed on these items during the course of this test.  

   S  120  5  Resume polling for automatic export events, but not BMGT export.        

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure that no one else uses the mode during the course of this test.   
3 Ensure BMGT configuration is current and correct (config files, database 

settings, etc.). 
  

4 Ensure a PostgreSQL prompt is available, connected to the ecs database.   
5 Ensure collections C1, C2 are not yet installed.   
6 Ensure collections C3, C4 are installed.   
7 Ensure collections C3, C4 are enabled for collection and granule export.   
8 Ensure granules g1 .. g10 are not yet in AIM.   
9 Ensure granules g11 .. g20, from collection C4, are in the hidden data pool 

and their granule IDs are in a text file, such as granuleids_g11-g20.txt. 
  

10 Ensure granules g21 .. g30, from collection C4, are in the public data pool 
and their granule IDs are in a text file, such as granuleids_g21-g30.txt. 

  

11 Ensure granules g31 .. g50, from collection C4, are in the public data pool 
and their granule IDs are in a text file, such as granuleids_g31-g50.txt. 

  

12 Ensure granules g51 .. g60 are in the public data pool and their granule IDs 
are in a text file, such as granuleids_g51-g60.txt. 

  

13 Ensure collection C4 is configured to not be public on ingest.   
14 Ensure collection C4 is configured to not create HDF maps on ingest.   
15 Ensure MISR granule m1 is linked to MISBR granule b1:<br /><br />select 

*<br />from dsmdmisrbrowsegranulexref<br />where granuleid = 
m1_GRANULEID<br />and browseid = b1_GRANULEID 
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# Action Expected Result Notes 
16 Ensure MISR granule m2 is linked to MISBR granule b2:<br /><br />select 

*<br />from dsmdmisrbrowsegranulexref<br />where granuleid = 
m2_GRANULEID<br />and browseid = b2_GRANULEID 

  

17 Ensure m1, b1, m2, b2 are in the public data pool.   
18 Ensure m1, m2 have associated browse granules. These should have been 

created when the public b1 and b2 were linked to the public m1 and m2.<br 
/><br />select *<br />from ambrowsegranulexref<br />where granuleid in 
(m1_GRANULEID, m2_GRANULEID) 

  

19 Unpublish b1, m2.   
20 Ensure a TCP proxy or mock ECHO is capturing BMGT traffic.   
21 Note the time before creating events as t0.   
22 <i>Setup</i>  #comment 
23 <i>S-1 Start the BMGT core application (Dispatcher) and event poller (Event 

Driver), specifying the ECS mode in which to run.</i> 
 #comment 

24 ssh to the BMGT host (normal site map: x4oml01; alternate site map: 
x4spl01). 

  

25 If testing in a DEV* mode, set an appropriate view:<br /><br />c setview 
${BMGT_VIEW} 

  

26 Determine whether BMGT dispatcher is running:<br /><br />ps auxww | grep 
$MODE | grep EcBmDispatcher 

  

27 If the BMGT dispatcher is not running, start it:<br /><br />cd 
/usr/ecs/$MODE/CUSTOM/utilities<br />./EcBmBMGTDispatcherStart 
$MODE 

  

28 Determine whether BMGT auto driver is running:<br /><br />ps auxww | 
grep $MODE | grep EcBmAuto 

  

29 If the BMGT auto driver is not running, start it:<br /><br />cd 
/usr/ecs/$MODE/CUSTOM/utilities<br />./EcBmBMGTAutoStart $MODE 

  

30 <i>S-2 Ensure that there are no pending or in process BMGT exports, then 
suspend both BMGT processing (Dispatcher) and polling for automatic 
export events (Event Driver).</i> 

 #comment 

31 Ensure that there are no pending exports by checking the GUI or by querying 
the database:<br /><br />select *<br />from bg_export_request<br />where 
status = 'PENDING'; 

  

32 If there are PENDING requests, move them to CANCELED (note that there 
is only 1 &quot;L&quot;):<br /><br />update bg_export_request<br />set 
status = 'CANCELED'<br />where status = 'PENDING' 

  

33 Suspend the dispatcher via the GUI:<br /><br />On the &quot;System   
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# Action Expected Result Notes 
Status&quot; tab, on the &quot;Dispatcher&quot; row, click the 
&quot;Pause&quot; button. 

34 Suspend the auto driver via the GUI:<br /><br />On the &quot;System 
Status&quot; tab, Pause the EVENT queue. 

  

35 <i>S-3 Configure BMGT to poll for new events every 30 seconds, and 
configure the maximum number of events to enqueue at a time to be 100.</i> 

 #comment 

36 In the BMGT GUI, on the &quot;BMGT Configuration&quot; tab, set 
BMGT.AutoDriver.PollingFrequency to 30000 (30 000 ms). 

  

37 In the BMGT GUI, on the &quot;BMGT Configuration&quot; tab, set 
BMGT.AutoDriver.MaxEvents to 100. 

  

38 <i>S-4 Perform the following operations, each on a different collection or 
granule:</i> 

 #comment 

39 <i>a) Install 2 new collections</i>  #comment 
40 Use the ESDT Maintenance GUI to install collections C1 and C2.   
41 Verify C1 and C2 have been added to AIM:<br /><br />select *<br />from 

amcollection<br />where (shortname = 'C1_SHORTNAME' and versionid = 
C1_VERSIONID)<br />or (shortname = 'C2_SHORTNAME' and versionid 
= C2_VERSIONID) 

  

42 Verify an event was generated for each of C1 and C2:<br /><br />select *<br 
/>from dsmdgreventhistory<br />where eventtime &gt; (now() - interval '10 
minutes')<br />and ((shortname = 'C1_SHORTNAME' and versionid = 
C1_VERSIONID)<br />or (shortname = 'C2_SHORTNAME' and versionid 
= C2_VERSIONID))<br />and eventtype = 'CLINSERT' 

  

43 <i>b) Delete 1 collection</i>  #comment 
44 Use the ESDT Maintenance GUI to delete collection C3.   
45 Verify C3 has been removed from AIM:<br /><br />select *<br />from 

amcollection<br />where shortname = 'C3_SHORTNAME'<br />and 
versionid = C3_VERSIONID 

  

46 Verify a row has been added to dsmdgreventhistory for C3:<br /><br />select 
*<br />from dsmdgreventhistory<br />where eventtime &gt; (now() - interval 
'10 minutes')<br />and shortname = 'C3_SHORTNAME'<br />and versionid 
= C3_VERSIONID<br />and eventtype = 'CLDELETE' 

  

47 <i>c) Ingest 10 granules</i>  #comment 
48 Ingest granules g1 .. g10 and save their granule IDs to at text file: 

granuleids_g01-g10.txt. 
  

49 Verify g1..g10 have been added to AIM:<br /><br />select archivetime, 
esdt(shortname, versionid), granuleid,<br />  publishtime, isorderonly, 
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# Action Expected Result Notes 
deleteeffectivedate, deletefromarchive<br />from amgranule<br />where 
granuleid in (${g1_GRANULEID}, ..., ${g10_GRANULEID}) 

50 Verify an event was generated for each of g1..g10:<br /><br />select *<br 
/>from dsmdgreventhistory<br />where eventtime &gt; (now() - interval '10 
minutes')<br />and dbid in (${g1_GRANULEID}, ..., 
${g10_GRANULEID}) 

  

51 <i>d) Publish 10 granules and unpublish 10 more</i>  #comment 
52 Publish granules g11 .. g20:<br /><br />./EcDlPublishUtilityStart ${MODE} 

-ecs -file /path/to/granuleids_g11-g20.txt 
  

53 Verify g11..g20 have been published:<br /><br />select archivetime, 
esdt(shortname, versionid), granuleid,<br />  publishtime, isorderonly, 
deleteeffectivedate, deletefromarchive<br />from amgranule<br />where 
granuleid in (${g11_GRANULEID}, ..., ${g20_GRANULEID})<br />and 
publishtime is not null<br />and isorderonly is null 

  

54 Verify an event was generated for each of g11..g20:<br /><br />select *<br 
/>from dsmdgreventhistory<br />where eventtime &gt; (now() - interval '10 
minutes')<br />and dbid in (${g11_GRANULEID}, ..., 
${g20_GRANULEID}) 

  

55 Unpublish granules g21 .. g30:<br /><br />./EcDlUnpublishStart.pl -mode 
&lt;MODE&gt; -f /path/to/granuleids_g21-g30.txt 

  

56 Verify g21..g30 have been unpublished:<br /><br />select archivetime, 
esdt(shortname, versionid), granuleid,<br />  publishtime, isorderonly, 
deleteeffectivedate, deletefromarchive<br />from amgranule<br />where 
granuleid in (${g21_GRANULEID}, ..., ${g30_GRANULEID})<br />and 
publishtime is null<br />and isorderonly is not null 

  

57 <i>e) Perform 5 of each of the following:<br />        a. Browse linkage<br />    
b. QA Linkage<br />        c. PH linkage<br />        d. HDF Map Linkage</i> 

 #comment 

58 Ingest 5 browse linkages, linking browse granules to granules g31 .. g35.   
59 Verify granules g31..g35 are each linked to browse granules:<br /><br 

/>select *<br />from ambrowsegranulexref<br />where granuleid in 
(${g31_GRANULEID}, ..., ${g35_GRANULEID}) 

  

60 Verify an event was added for each linked browse:<br /><br />select 
esdt(g.shortname, g.versionid), g.granuleid<br />from dsmdgreventhistory 
h<br />join amgranule g<br />on h.dbid = g.granuleid<br />where 
g.granuleid in (${g31_GRANULEID}, ..., ${g35_GRANULEID})<br />and 
h.eventtime &gt; (now() - interval '10 minutes'); 

  

61 Ingest 5 QA linkages, linking QA granules to granules g36 .. g40.   
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# Action Expected Result Notes 
62 Verify granules g36..g40 are each linked to QA granules:<br /><br />select 

*<br />from amqagranulexref<br />where granuleid in 
(${g36_GRANULEID}, ..., ${g40_GRANULEID}) 

  

63 Verify an event was added for each QA linkage:<br /><br />select 
esdt(g.shortname, g.versionid), g.granuleid<br />from dsmdgreventhistory 
h<br />join amgranule g<br />on h.dbid = g.granuleid<br />where 
g.granuleid in (${g36_GRANULEID}, ..., ${g40_GRANULEID})<br />and 
h.eventtime &gt; (now() - interval '10 minutes'); 

  

64 Ingest 5 PH linkages, linking PH granules to granules g41 .. g45.   
65 Verify granules g41..g45 are each linked to QA granules:<br /><br />select 

*<br />from amphgranulexref<br />where granuleid in 
(${g40_GRANULEID}, ..., ${g45_GRANULEID}) 

  

66 Verify an event was added for each PH linkage:<br /><br />select 
esdt(g.shortname, g.versionid), g.granuleid<br />from dsmdgreventhistory 
h<br />join amgranule g<br />on h.dbid = g.granuleid<br />where 
g.granuleid in (${g40_GRANULEID}, ..., ${g45_GRANULEID})<br />and 
h.eventtime &gt; (now() - interval '10 minutes'); 

  

67 Generate HDF Maps for granules g46 .. g50:<br /><br 
/>./EcAmInsertMapGenerationRequest.pl -m &lt;MODE&gt; -f 
/path/to/granuleids_g46-g50.txt 

  

68 Verify granules g46..g50 are each linked to HDF MAP granules:<br /><br 
/>select *<br />from amhdfmapgranulexref<br />where granuleid in 
(${g46_GRANULEID}, ..., ${g50_GRANULEID}) 

  

69 Verify an event was added for each HDF MAP linkage:<br /><br />select 
esdt(g.shortname, g.versionid), g.granuleid<br />from dsmdgreventhistory 
h<br />join amgranule g<br />on h.dbid = g.granuleid<br />where 
g.granuleid in (${g46_GRANULEID}, ..., ${g50_GRANULEID})<br />and 
h.eventtime &gt; (now() - interval '10 minutes'); 

  

70 <i>f) Delete 10 granules (5 logically, 5 physically)</i>  #comment 
71 Logically delete granules g51 .. g60:<br /><br />./EcDsBulkDelete.pl -

physical -user EcDsAmGranuleDeletion -geoidfile /path/to/geoids_g51-
g60.txt 

  

72 Verify g51..g60 have been marked deleted:<br /><br />select archivetime, 
esdt(shortname, versionid), granuleid,<br />  publishtime, isorderonly, 
deleteeffectivedate, deletefromarchive<br />from amgranule<br />where 
granuleid in (${g51_GRANULEID}, ..., ${g60_GRANULEID})<br />and 
deleteeffectivedate is not null 
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# Action Expected Result Notes 
73 Verify an event was added for each granule delete:<br /><br />select 

esdt(g.shortname, g.versionid), g.granuleid<br />from dsmdgreventhistory 
h<br />join amgranule g<br />on h.dbid = g.granuleid<br />where 
g.granuleid in (${g51_GRANULEID}, ..., ${g60_GRANULEID})<br />and 
h.eventtime &gt; (now() - interval '10 minutes'); 

  

74 <i>Physically delete granules g56 .. g60:</i>  #comment 
75 Unpublish granules g56 .. g60:<br /><br />./EcDlUnpublishStart.pl -mode 

${MODE} -f /path/to/granuleids_g56-g60.txt 
  

76 Run DeletionCleanup, choosing the most destructive option at every 
opportunity:<br /><br />./EcDsDeletionCleanup.pl -user 
EcDsAmGranuleDeletion -mode ${MODE} -server ${DB_SERVER} -
database ecs -batch 10000 -grbatch 100 -xmlbatch 1000 -databatch 10000 -
logbatch 100 

  

77 <i>g) Publish a MISBR granule which is linked to at least 1 MISR Level 1 or 
2 granule.</i> 

 #comment 

78 Publish MISBR granule b1:<br /><br />./EcDlPublishUtilityStart ${MODE} 
-ecs -g ${b1_GRANULEID} 

  

79 Verify b1 is public:<br /><br />select archivetime, esdt(shortname, 
versionid), granuleid,<br />  publishtime, isorderonly, deleteeffectivedate, 
deletefromarchive<br />from amgranule<br />where granuleid = 
${b1_GRANULEID}<br />and publishtime is not null<br />and isorderonly 
is null 

  

80 Verify no event was added for m1 or b1:<br /><br />select esdt(g.shortname, 
g.versionid), g.granuleid<br />from dsmdgreventhistory h<br />join 
amgranule g<br />on h.dbid = g.granuleid<br />where g.granuleid in 
(${m1_GRANULEID}, ${b1_GRANULEID})<br />and h.eventtime &gt; 
(now() - interval '2 minutes'); 

  

81 <i>h) Publish a MISR Level 1 or 2 granule which is linked to a MISBR 
granule.</i> 

 #comment 

82 Publish MISR granule m2:<br /><br />./EcDlPublishUtilityStart ${MODE} -
ecs -g ${m2_GRANULEID} 

  

83 Verify m2 is public:<br /><br />select archivetime, esdt(shortname, 
versionid), granuleid,<br />  publishtime, isorderonly, deleteeffectivedate, 
deletefromarchive<br />from amgranule<br />where granuleid = 
${m2_GRANULEID}<br />and publishtime is not null<br />and isorderonly 
is null 

  

84 Verify events were added for m2 and b2:<br /><br />select esdt(g.shortname,   
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# Action Expected Result Notes 
g.versionid), g.granuleid<br />from dsmdgreventhistory h<br />join 
amgranule g<br />on h.dbid = g.granuleid<br />where g.granuleid in 
(${m2_GRANULEID}, ${b2_GRANULEID})<br />and h.eventtime &gt; 
(now() - interval '2 minutes'); 

85 <i>Ensure that no other events are performed on these items during the 
course of this test.</i> 

 #comment 

86 <i>S-5 Resume polling for automatic export events, but not BMGT 
export.</i> 

 #comment 

87 Record time as t_auto_start_time.   
88 In the BMGT GUI, on the &quot;System Status&quot; tab, Resume the 

EVENT queue. 
  

89 <i>Verification</i>  #comment 
90 <i>V-1 Verify that the BMGT starts polling for events to process following 

its resumption in S-5.</i> 
 #comment 

91 Verify the BMGT GUI, &quot;Export Requests&quot; tab begins displaying 
requests for all the events created above. 

  

92 Verify that bg_export_request table contains the queued requests:<br /><br 
/>select *<br />from bg_export_request<br />where enqueuetime &gt; t0 

  

93 <i>V-2 Verify that when BMGT starts polling for events, it prints a message 
to the log, followed by another message when it completes polling.<br 
/>Verify that the logs are written to the conventional ECS location (i.e. under 
/usr/ecs/&lt;MODE&gt;/CUSTOM/logs) and indicate the time at which 
polling started and completed, as well as how many events were found and 
enqueued..</i> 

 #comment 

94 Verify that bmgt_log is written to 
/usr/ecs/${MODE}/CUSTOM/logs/EcBmBMGTAutomaticDriver.log 

  

95 Verify that the bmgt_log contains a message indicating the time that BMGT 
started polling for events. 

  

96 Verify that the bmgt_log contains a message indicating the time that BMGT 
completed polling for events. 

  

97 Verify that the bmgt log contains a message indicating the number of events 
found in the polling cycle. 

  

98 Verify that the bmgt log contains a messge indicating the number of events 
queued in the polling cycle. 

  

99 <i>V-3 Verify that all of the events in S-4 are added to the BMGT queue 
within 30 seconds of the polling process being resumed.<br />Verify that 
they are displayed in the BMGT GUI and listed as automatic export requests 

 #comment 
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# Action Expected Result Notes 
resulting from events.</i> 

100 Verify that the BMGT GUI &quot;Export Requests&quot; tab lists all the 
events generated above. 

  

101 Verify that the events listed on the BMGT GUI &quot;Export 
Requests&quot; tab all have &quot;Export Queue&quot; values of 
&quot;EVENT&quot; (the BMGT GUI calls the auto driver the 
&quot;Catalog Event Driver&quot;). 

  

102 Verify that the enqueuetime of the final event queued is less than 
t_dispatcher_start_time + 30 s. 

  

103 <i>S-6 Resume BMGT Export Processing</i>  #comment 
104 In the BMGT GUI on the &quot;System Status&quot; tab, click the 

&quot;Resume&quot; button on the &quot;Dispatcher&quot; row. 
  

105 <i>V-4 Verify that all of the events in S-4 are eventually exported to ECHO 
(or an ECHO stand-in).<br />Verify that inserts are exported as HTTP PUTs 
and deletes as HTTP DELETEs, appropriately to the type of operation that 
was performed in S-4.</i> 

 #comment 

106 Verify that the BMGT GUI &quot;Export Request&quot; tab eventually lists 
all events enqueued during the test as having &quot;SUCCESS&quot; status. 

  

107 <i>Use the TCP proxy (or mock ECHO) log to verify events were exported 
as appropriate HTTP actions.</i> 

 #comment 

108 Verify metadata for collections C1, C2 were exported as HTTP PUTs, 
containing full collection metadata. 

  

109 Verify an HTTP DELETE was exported for collection C3.   
110 Verify metadata for granules g1..g50 were exported as HTTP PUTs, 

containing full granule metadata. 
  

111 Verify HTTP DELETEs were exported for granules g51..g60.   
112 Verify metadata for granules m1, b1, m2, b2 were exported as HTTP PUTs, 

containing full granule metadata. 
  

113 <i>V-5 Verify that the database and the log files (at ‘info’ level) contain 
information on the process of each event through the system such that it is 
possible to identify when the metadata was generated, when the export was 
sent to ECHO, and when the response was received, etc.</i> 

 #comment 

114 Choose a small number of events to spot check.   
115 Verify the Dispatcher log shows when each event was generated.   
116 Verify the Dispatcher log shows when each event was exported to ECHO.   
117 Verify the Dispatcher log shows when each response was received from   
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# Action Expected Result Notes 
ECHO. 

118 Verify that the metadata generation time (starttime), export time, and 
response received time (completiontime) are recorded for each event:<br 
/><br />select c.shortname, c.versionid, r.granuleid, a.starttime, a.exporttime, 
a.completiontime<br />from bg_export_activity a<br />join 
bg_export_request r<br />on a.requestid = r.requestid<br />join 
bg_collection_configuration c<br />on r.collectionid = c.collectionid<br 
/>where r.granuleid in (${GRANULEIDS})<br />or r.collectionid in 
(${COLLECTIONIDS}) 

  

119 <i>V-6 Verify that the BMGT GUI displays the completed export events, 
indicating that they were the result of an automatic, event driven export.<br 
/>Verify that it indicates that the events were successfully exported and 
indicates the time of export as well as granule or collection ID.</i> 

 #comment 

120 Verify the BMGT GUI &quot;Export Activity/Activity-Errors&quot; tab lists 
each event from this test as having &quot;Export Queue&quot; = 
&quot;EVENT&quot; and &quot;Status&quot; = &quot;SUCCESS&quot;. 

  

121 Verify the BMGT GUI &quot;Export Activity/Activity-Errors&quot; tab lists 
the &quot;Export DateTime&quot; for each event from this test. 

  

122 Verify the BMGT GUI &quot;Export Activity/Activity-Errors&quot; tab lists 
the collection ID for each collection event from this test. E.g.,<br /><br 
/>CL:MIL3YAL.005:87801 

  

123 Verify the BMGT GUI &quot;Export Activity/Activity-Errors&quot; tab lists 
the granule ID for each granule event from this test. E.g.,<br /><br 
/>SC:MOD29P1D.005:123456 

  

124 <i>V-7 Verify that for each item in S-4, the following was exported:<br />    
a) 2 HTTP PUT requests containing full collection metadata.<br />    b) 1 
HTTP DELETE request.<br />    c) 10 HTTP PUT requests containing full 
granule metadata.<br />    d) 20 HTTP PUT requests containing full granule 
metadata.  The published granules must have Online Access and Online 
Resource URLs, and the unpublished must not.<br />    e) 20 HTTP PUT 
requests containing full granule metadata.<br />    f) 10 HTTP DELETE 
requests.<br />    g) No PUT or DELETE for the MISBR granule or the 
MISR science granules linked to the MISBR granule.<br />    h) 1 HTTP 
PUT request containing full granule metadata for the published granule, and 
containing the correct browse link URL for this linked MISBR.</i> 

 #comment 

125 <i>PUTs, DELETEs, and existence of exported metadata were verified as 
part of V-4.</i> 

 #comment 

126 d) Verify granules g11..g20 have OnlineAccess URLs, using an xpath   
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# Action Expected Result Notes 
utility:<br /><br />xpath '//OnlineAccessURL/URL' granule_g1[1-9].xml 
granule_g20.xml 

127 d) Verify granules g11..g20 have OnlineResource URLs, using an xpath 
utility:<br /><br />xpath '//OnlineResource/URL' granule_g1[1-9].xml 
granule_g20.xml 

  

128 d) Verify granules g21..g30 have no OnlineAccess or OnlineResource URLs, 
using an xpath utility:<br /><br />xpath 
'(//OnlineAccessURL|//OnlineResource)/URL' granule_g2[1-9].xml 
granule_g30.xml 

  

129 g) Verify the TCP proxy log shows no PUT for either b1 or b2 (the MISBR 
granules). 

  

130 g) Verify the TCP proxy log shows no PUT for either m1 or m2 (the MISR 
granules). 

  

131 h) Verify the TCP proxy log shows a PUT for m2 with full granule metadata.   
132 h) Verify m2's exported metadata contains an Online Resource URL, linking 

it to b2. 
  

 
 
TEST DATA: 
Crit 120 test data locations are relative to /sotestdata/DROP_802/BE_82_01/Criteria/120 
 
  
 
 
 
 
 
 
 
 
 
 
 

Crit 
id 

Crit 
ccr no 

Test Data Description 
Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

S4-a   2 collections             
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Crit 
id 

Crit 
ccr no 

Test Data Description 
Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

S4-c   10 granules             

S4-d   10 granules             

S4-
e-a 

  5 browse granules             

S4-
e-b 

  5 QA granules             

S4-
e-c 

  5 PH granules             

S4-
e-d 

  
5 science granules which can be 
enabled for HDF Map generation 

            

S4-g   
1 MISBR granule (b1) linked to a 
MISR granule (m1) 

            

S4-h   
1 MISR granule (m2) linked to a 
MISBR granule (b2) 

            

 
EXPECTED RESULTS: 
 
 
 
 
 
 
 
 

   V  120  1  Verify that the BMGT starts polling for events to process following its resumption in S-5.        

   V  120  2  Verify that when BMGT starts polling for events, it prints a message to the log, followed by another message when it 
completes polling.  Verify that the logs are written to the conventional ECS location (i.e. under 
/usr/ecs/<MODE>/CUSTOM/logs) and indicate the time at which polling started and completed, as well as how many events 
were found and enqueued..  
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   V  120  3  Verify that all of the events in S-4 are added to the BMGT queue within 30 seconds of the polling process being resumed. 
 Verify that they are displayed in the BMGT GUI and listed as automatic export requests resulting from events.  

      

   V  120  4  Resume BMGT Export processing. Verify that all of the events in S-4 are eventually exported to ECHO (or an ECHO stand-
in).  Verify that inserts are exported as HTTP PUTs and deletes as HTTP DELETEs, appropriately to the type of operation 
that was performed in S-4.  

      

   V  120  5  Verify that the database and the log files (at ‘info’ level) contain information on the process of each event through the system 
such that it is possible to identify when the metadata was generated, when the export was sent to ECHO, and when the 
response was received, etc.    

      

   V  120  6  Verify that the BMGT GUI displays the completed export events, indicating that they were the result of an automatic, event 
driven export.  Verify that it indicates that the events were successfully exported and indicates the time of export as well as 
granule or collection ID.    

      

   V  120  7  Verify that for each item in S-4, the following was exported:  
 
a)     2 HTTP PUT requests containing full collection metadata.  
 
b)     1 HTTP DELETE request.  
 
c)     10 HTTP PUT requests containing full granule metadata.    
 
d)     20 HTTP PUT requests containing full granule metadata.  The published granules must have Online Access and Online 
Resource URLs, and the unpublished must not.  
 
a.     20 HTTP PUT requests containing full granule metadata.  
 
e)     10 HTTP DELETE requests.  
 
f)      1 HTTP PUT request containing the full granule metadata for the MISBR granule (including online Access/Resource 
URLs) and 1 HTTP PUT request containing full granule metadata for each MISR granule linked to the MISBR granule.  
This metadata must contain the browse link URL for the published MISBR.  
 
g)     1 HTTP PUT request containing full granule metadata for the published granule, and containing the correct browse link 
URL for this linked MISBR.  
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614 AUTOMATIC EXPORT EVENT CONSOLIDATION (ECS-ECSTC-3024) 

DESCRIPTION: 
 
 
 
 
 
 
 
 
 
 
 

   S  130  1  [Automatic Export Event Consolidation] Configure the maximum number of events for BMGT to enqueue at a 
time to be 100.  

      

   S  130  2  Suspend BMGT polling for new events.        

   S  130  3  Insert a new collection, update that same collection.        

   S  130  4  Insert a new collection, delete that same collection.        

   S  130  5  Ingest a granule, update the same granule (e.g. browse link, publish/unpublish, etc).        

   S  130  6  Ingest a granule, logically delete the same granule.        

   S  130  7  Ingest a granule, physically delete the same granule.        

   S  130  8  Ingest a granule which is in a public collection, manually remove (or mark as already picked up by BMGT) all of the 
events for this insert.  Unpublish the same granule.  

      

   S  130  9  Ingest a granule which is not in a public collection, manually remove (or mark as already picked up by BMGT) all of 
the events for this insert.  Publish the same granule.  

      

   S  130  10  Resume BMGT polling for new events to export.        
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PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 <i>Use /tools/common/test/BE_82_01/bin/xpath to search for XML 

elements.</i> 
 #comment 

3 Ensure an ingest provider is configured with an active polling location.   
4 Ensure collections C1, C2 are not installed.   
5 Ensure collection for granules g1 .. g4 is configured to be public on ingest.   
6 Ensure the collection for granule g5 is configured to not be public on ingest.   
7 Ensure a TCP proxy or mock ECHO is capturing BMGT traffic.   
8 <i>Setup</i>  #comment 
9 <i>S-1 Configure the maximum number of events for BMGT to enqueue at a 

time to be 100.</i> 
 #comment 

10 Use the BMGT GUI to configure the property 
&quot;Bmgt.AutoDriver.MaxEvents&quot; to be at least 100.  The number 
must be greater than the number of events that will be created during this test. 

  

11 <i>S-2 Suspend BMGT polling for new events.</i>  #comment 
12 Stop the automatic BMGT driver:<br /><br />EcBmBMGTAutoStop 

&lt;MODE&gt; 
  

13 Note the current time as t0.   
14 <i>S-3 Insert a new collection, update that same collection.</i>  #comment 
15 Copy collection C1's descriptor file to 

/usr/ecs/&lt;MODE&gt;/CUSTOM/data/ESS/ on the host running the ESDT 
Maintenance GUI. 

  

16 Follow the wiki instructions, stopping before the DPL Maintenace GUI:<br 
/><br />http://edhs1.gsfc.nasa.gov:40000/bin/view/EDF/AddESDT<br /><br 
/>Use the ESDT Maintenance GUI to install the collection. 

  

17 Insert or update the row in bg_collection_conguration with collection and 
granule export flags set to 'Y'.<br /><br />This will export a PUT for C1; it 
will not create an event. 

  

18 Copy collection C1's updated descriptor file to 
/usr/ecs/TS3/CUSTOM/data/ESS/ on the host running the ESDT 
Maintenance GUI. 

  

19 Use the ESDT Maintenance GUI to update collection C1.<br /><br />Copy 
C1's descriptor back to the same directory and modify the Description. Make 
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# Action Expected Result Notes 
sure you note your modification so you can look for it later. Then use the 
Maintenance GUI to update the collection 

20 <i>S-4 Insert a new collection, delete that same collection.</i>  #comment 
21 Copy collection C2's descriptor file to /usr/ecs/TS3/CUSTOM/data/ESS/ on 

the host running the ESDT Maintenance GUI. 
  

22 Follow the wiki instructions, stopping before the DPL Maintenace GUI:<br 
/><br />http://edhs1.gsfc.nasa.gov:40000/bin/view/EDF/AddESDT<br /><br 
/>Use the ESDT Maintenance GUI to install the collection. 

  

23 Insert or update the row in bg_collection_configuration with collection and 
granule export flags set to 'Y'.<br /><br />This will export a PUT for C2; it 
will not create an event. 

  

24 Use the ESDT Maintenance GUI to delete collection C2.   
25 <i>S-5 Ingest a granule, update the same granule (e.g. browse link, 

publish/unpublish, etc).</i> 
 #comment 

26 Copy granule g1's PDR into the polling location and ensure that publication is 
enabled for the associated collection. 

  

27 Wait for the Ingest GUI to indicate granule g1 has completed processing.   
28 Unpublish granule g1:<br /><br />EcDlUnpublishStart.pl -mode 

&lt;MODE&gt; -g &lt;GRANULE_ID&gt; 
  

29 <i>S-7 Ingest a granule, physically delete the same granule.</i>  #comment 
30 Copy granule g3's PDR into the polling location.   
31 Wait for the Ingest GUI to indicate granule g3 has completed processing.   
32 Create a geoid file for granule g3:<br /><br 

/>SC:&lt;SHORT_NAME&gt;.&lt;VERSION_ID&gt;:&lt;GRANULE_ID&
gt; 

  

33 Move granule g3 to the trash:<br /><br />EcDsBulkDelete.pl -mode 
&lt;MODE&gt; -physical -geoidfile /path/to/geoid_file 

  

34 Unpublish granule g3:<br /><br />EcDlUnpublishStart.pl -mode 
&lt;MODE&gt; -g &lt;GRANULE_ID&gt; 

  

35 Empty the trash:<br /><br />EcDsDeletionCleanup.pl -mode 
&lt;MODE&gt;<br /><br />Follow the prompts, always choosing the most 
destructive option. 

  

36 <i>S-6 Ingest a granule, logically delete the same granule.</i>  #comment 
37 Copy granule g2's PDR into the polling location.   
38 Wait for the Ingest GUI to indicate granule g2 has completed processing.   
39 Create a geoid file for granule g2:<br /><br   
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# Action Expected Result Notes 
/>SC:&lt;SHORT_NAME&gt;.&lt;VERSION_ID&gt;:&lt;GRANULE_ID&
gt; 

40 Logically delete granule g2:<br /><br />EcDsBulkDelete.pl -mode 
&lt;MODE&gt; -physical -geoidfile /path/to/geoid_file 

  

41 <i>S-8 Ingest a granule which is in a public collection, manually remove (or 
mark as already picked up by BMGT) all of the events for this insert.<br 
/>Unpublish the same granule.</i> 

 #comment 

42 Copy granule g4's PDR into the polling location.   
43 Wait for the Ingest GUI to indicate granule g4 has completed processing.   
44 Mark granule g4's events as already picked up by BMGT:<br /><br />update 

dsmdgreventhistory<br />set bmgtpickuptime = now()<br />where dbid = 
&lt;GRANULE_ID&gt; 

  

45 Unpublish granule g4:<br /><br />EcDlUnpublishStart.pl -mode 
&lt;MODE&gt; -g &lt;GRANULE_ID&gt; 

  

46 <i>S-9 Ingest a granule which is not in a public collection, manually remove 
(or mark as already picked up by BMGT) all of the events for this insert.<br 
/>Publish the same granule.</i> 

 #comment 

47 Copy granule g5's PDR into the polling location.   
48 Wait for the Ingest GUI to indicate granule g5 has completed processing.   
49 Mark granule g5's events as already picked up by BMGT:<br /><br />update 

dsmdgreventhistory<br />set bmgtpickuptime = now()<br />where dbid = 
&lt;GRANULE_ID&gt; 

  

50 Publish granule g5:<br /><br />EcDlPublishUtilityStart &lt;MODE&gt; -ecs 
-g &lt;GRANULE_ID&gt; 

  

51 <i>S-10 Resume BMGT polling for new events to export.</i>  #comment 
52 Start the automatic BMGT driver:<br /><br />EcBmBMGTAutoStart 

&lt;MODE&gt; 
  

53 <i>Verification</i>  #comment 
54 <i>V-1 Verify that events were generated in the AIM event table for each of 

the actions performed above.<br />Each granule or collection used (with the 
possible exception of S-8 and S-9) should have at least 2 events 
generated.</i> 

 #comment 

55 Verify dsmdgreventhistory has 1 CLINSERT and 1 CLUPDATE event for 
collection C1. 

  

56 Verify dsmdgreventhistory has 1 CLINSERT and 1 CLDELETE event for 
collection C2. 
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# Action Expected Result Notes 
57 Verify dsmdgreventhistory has 1 GRINSERT, 1 GRURLINS, and 1 

GRURLDEL event for granule g1. 
  

58 Verify dsmdgreventhistory has 1 GRINSERT, 1 GRURLINS, and 1 
GRDELETE event for granule g2. 

  

59 Verify dsmdgreventhistory has 1 GRINSERT, 1 GRURLINS, and 1 
GRDELETE event for granule g3. 

  

60 Verify dsmdgreventhistory has 1 GRURLDEL event for granule g4.   
61 Verify dsmdgreventhistory has 1 GRURLINS event for granule g5.   
62 <i>V-2 Verify that the events have been picked up by BMGT (once the 

polling interval kicks off).<br />Verify that they are marked as picked up by 
BMGT in the AIM Event table.</i> 

 #comment 

63 Verify the BMGT log shows that events in S-3 through S-9 are picked up.   
64 Verify the BMGT event rows in dsmdgreventhistory are updated to indicate 

the events have been picked up (bmgtpickuptime should be set):<br /><br 
/>select dbid, eventtype, bmgtpickuptime<br />from dsmdgreventhistory<br 
/>where eventtype is not null<br />and (dbid in 
(&lt;GRANULE_IDS&gt;)<br />or collectionid in 
(&lt;COLLECTION_IDS)) 

  

65 <i>V-3 Verify that each of the items (collection or granule) for which there 
were events appears exactly once in the BMGT export request queue (viewed 
through the GUI).</i> 

 #comment 

66 Verify the BMGT GUI shows one export for each collection C1, C2 after 
time t0, excluding the insert request triggered by enabling the collections for 
export. 

  

67 Verify the BMGT GUI shows exactly one export for each granule g1 ... g5 
after time t0. 

  

68 <i>V-4 Verify that each of the enqueued export requests results in exactly 
one export to ECHO (or an ECHO stand-in).</i> 

 #comment 

69 Verify the TCP proxy records exactly 1 HTTP request for each corresponding 
request that appears in the BMGT GUI after time t0. 

  

70 <i>V-5 For the collection in S-3, verify that the export is in the form of an 
HTTP PUT request containing the entire collection metadata, reflecting the 
updates that were performed.</i> 

 #comment 

71 Verify collection C1's second request was a PUT.   
72 Verify collection C1's second request body contained complete XML 

metadata. 
  

73 Verify collection C1's exported metadata includes the update.<br /><br   
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# Action Expected Result Notes 
/>Check for the updated Description in the tcp.log. 

74 <i>V-6 For the collection in S-4, verify that the export is in the form of an 
HTTP DELETE request containing no metadata.<br />Note that despite the 
fact that the collection was never inserted, we export a deletion anyway, as it 
simplifies the logic and does not cause an error.</i> 

 #comment 

75 Verify collection C2's second request was a DELETE.   
76 Verify collection C2's second request has an empty body.   
77 <i>V-7 For the granule in S-5, verify that the export is in the form of an 

HTTP PUT request containing the entire granule metadata reflecting the 
granule state after the update was made.</i> 

 #comment 

78 Verify granule G1's request was a PUT.   
79 Verify granule G1's request body contained complete XML metadata.   
80 Verify granule G1's exported metadata includes the update.<br /><br />Make 

sure the OnlineAccess or OnlineResource Tags are not present. 
  

81 <i>V-8 For the granule in S-6 and S-7, verify that the export is in the form of 
an HTTP DELETE request containing no metadata.<br />Note that despite 
the fact that the granule was never inserted, we export a deletion anyway, as 
it simplifies the logic and does not cause an error.</i> 

 #comment 

82 Verify granule G2's request was a DELETE.   
83 Verify granule G2's request has an empty body.   
84 Verify granule G3's request was a DELETE.   
85 Verify granule G3's request has an empty body.   
86 <i>V-9 For the granule in S-8, verify that the export is in the form of an 

HTTP PUT containing the entire granule metadata.<br />Verify that it does 
not contain any datapool URLs as the granule has been unpublished.</i> 

 #comment 

87 Verify granule G4's request was a PUT.   
88 Verify granule G4's request body contained complete XML metadata.   
89 Verify granule G4's exported metadata contains no online access or online 

resource URLs:<br /><br />xpath 
'//OnlineResource/URL|//OnlineAccessURL/URL' granule.xml 

  

90 <i>V-10 For the granule in S-9, verify that the export is in the form of an 
HTTP PUT containing the entire granule metadata.<br />Verify that it 
contains datapool URLs.</i> 

 #comment 

91 Verify granule G5's request was a PUT.   
92 Verify granule G5's request body contained complete XML metadata.   
93 Verify granule G5's exported metadata contains online access or online   
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# Action Expected Result Notes 
resource URLs pointing to the data pool:<br /><br />xpath 
'//OnlineResource/URL|//OnlineAccessURL/URL' granule.xml 

 
 
TEST DATA: 
 
 
 
 
 
 

Cri
t id 

Cri
t 
ccr 
no 

Test Data 
Descriptio
n 

Data Type 
Requiremen
ts 

Metadata 
Requiremen
ts 

Volume 
Requiremen
ts 

Size 
Requiremen
ts 

Data Location 
Readines
s Status 

    

Collection 
C1 to 
install and 
update 

        /sotestdata/DROP_802/BE_82_01/Criteria/130/GLAH09.033   

    

A 
modified 
descriptor 
file with 
which to 
update C1 
after 
installing 
it 

        
/sotestdata/DROP_802/BE_82_01/Criteria/130/GLAH09.033/replac
ement 

  

    

Collection 
C2 to 
install and 
delete 

        /sotestdata/DROP_802/BE_82_01/Criteria/130/GLAH10.033   

    
5 granules 
g1..g5 

        
/sotestdata/DROP_802/BE_82_01/Criteria/130/MOD29P1D.005 
 
/sotestdata/DROP_802/BE_82_01/Criteria/130/MOD29P1N.005 

  



 

2015 
 

 
EXPECTED RESULTS: 
 
 
 
 
 
 
 
 
 
 
 

   V  130  1  Verify that events were generated in the AIM event table for each of the actions performed above.  Each granule or 
collection used (with the possible exception of S-8 and S-9) should have at least 2 events generated.  

      

   V  130  2  Verify that the events have been picked up by BMGT (once the polling interval kicks off).  Verify that they are marked 
as picked up by BMGT in the AIM Event table.  

      

   V  130  3  Verify that each of the items (collection or granule) for which there were events appears exactly once in the BMGT 
export request queue (viewed through the GUI).  

      

   V  130  4  Verify that each of the enqueued export requests results in exactly one export to ECHO (or an ECHO stand-in).        

   V  130  5  For the collection in S-3, verify that the export is in the form of an HTTP PUT request containing the entire collection 
metadata, reflecting the updates that were performed.  

      

   V  130  6  For the collection in S-4, verify that the export is in the form of an HTTP DELETE request containing no metadata. 
 Note that despite the fact that the collection was never inserted, we export a deletion anyway, as it simplifies the logic 
and does not cause an error.    

      

   V  130  7  For the granule in S-5, verify that the export is in the form of an HTTP PUT request containing the entire granule 
metadata reflecting the granule state after the update was made.  

      

   V  130  8  For the granule in S-6 and S-7, verify that the export is in the form of an HTTP DELETE request containing no 
metadata.  Note that despite the fact that the granule was never inserted, we export a deletion anyway, as it simplifies the 
logic and does not cause an error.    
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   V  130  9  For the granule in S-8, verify that the export is in the form of an HTTP PUT containing the entire granule metadata. 
 Verify that it does not contain any datapool URLs as the granule has been unpublished.    

      

   V  130  10  For the granule in S-9, verify that the export is in the form of an HTTP PUT containing the entire granule metadata. 
 Verify that it contains datapool URLs.    

      

 

615 UNEXPORTED EVENTS (ECS-ECSTC-3025) 

DESCRIPTION: 
 
 
 
 

   S  140  1  [Unexported Events] Suspend BMGT polling for new events.        

   S  140  2  Add to the AIM event queue events which are well in the past (e.g. 1 day) and which precede existing events which have 
been picked up and exported.  You could do this by modifying the event times of existing events and marking them as not 
having been picked up by BMGT.  Ensure that both Granule and collection events are included, as well as inserts, updates, 
and deletions.  

      

   S  140  3  Resume BMGT polling for new events.        

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure collections C1, C2 are installed.   
3 Ensure collections C1, C2 are configured for collection and granule export.   
4 Ensure granules G1, G2, G3, and G4 have been ingested.   
5 Ensure granules G2, G4 have been logically deleted.   
6 Ensure a TCP proxy or mock ECHO is capturing BMGT traffic.   
7 <i>Setup</i>  #comment 
8 <i>S-1 Suspend BMGT polling for new events.</i>  #comment 
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# Action Expected Result Notes 
9 Stop the automatic BMGT driver:<br /><br />EcBmBMGTAutoStop 

&lt;MODE&gt; 
  

10 <i>S-2 Add to the automatic export request queue events which are well in 
the past (e.g. 1 day) and which precede existing events which have been 
exported.  Ensure that both Granule and collection events are included, as 
well as inserts, updates, and deletions.</i> 

 #comment 

11 Update the event history table to make it appear that collection C1 and 
granules G1, G2 were queued 2 days ago but have not yet been picked up:<br 
/><br />For each collection do:<br /><br />insert into bg_export_request <br 
/>(enqueuetime, collectionid, itemtype, exporttype, exportqueue, status)<br 
/>values (now() -  '2 days'::interval, <br />&lt;COLLECTION_ID&gt;,<br 
/>'CL',<br />'OPEN',<br />'EVENT',<br />'PENDING')<br /><br />and for 
each granule:<br />insert into bg_export_request <br />(enqueuetime, 
collectionid, granuleid, itemtype, exporttype, exportqueue, status)<br 
/>values (now() -  '2 days'::interval, <br />&lt;COLLECTION_ID&gt;,<br 
/>&lt;GRANULE_ID&gt;,<br />'SC',<br />'OPEN',<br />'EVENT',<br 
/>'PENDING')<br /> 

  

12 Ensure that there are export requests with eventTime &gt; the time set in the 
previous step, with a status of SUCCESS. 

  

13 <i>S-3 Resume BMGT polling for new events.</i>  #comment 
14 Start the automatic BMGT driver:<br /><br />EcBmBMGTAutoStart 

&lt;MODE&gt; 
  

15 <i>Verification</i>  #comment 
16 <i>V-1 Ensure that the unexported requests are exported, with the 

appropriate action for the referenced items current state (i.e. DELETE for a 
deleted item, PUT for a non deleted item)..</i> 

 #comment 

17 Verify the TCP proxy log shows an HTTP PUT request for collection C1.   
18 Verify the TCP proxy log shows collection C1's PUT included complete 

collection metadata. 
  

19 Verify the TCP proxy log shows an HTTP PUT request for granule G1   
20 Verify the TCP proxy log shows granule G1's PUT included comlete granule 

metadata. 
  

21 Verify the TCP proxy log shows an HTTP DELETE request for granule G2.   
22 Verify the TCP proxy log shows granule G2's request had no body.   
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TEST DATA: 
 
 
 
 

Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

140       2 collections         

140       4 granules         

 
EXPECTED RESULTS: 
 
 
 

   V  140  1  Ensure that the BMGT log indicates that unexported events were found and have been enqueued.        

   V  140  2  Ensure that the item referenced by each of the inserted events is exported to ECHO (or an ECHO stand-in) with the 
appropriate action for its current state (i.e. DELETE for a deleted item, PUT for a non deleted item).  

      

 

616 AUTOMATIC EXPORT ERRORS (ECS-ECSTC-3026) 

DESCRIPTION: 
 
 
 
 
 
 
 

   S  145  1  [Automatic Export Errors] Modify the XML metadata for a granule and the ODL descriptor for a collection such that they 
are invalid and their export attempt will cause a ‘data related error’.  For instance, remove the start or end of an XML or 
ODL group so that the file fails basic validation.  

      

   S  145  2  Modify the XML metadata for a granule and the ODL descriptor file for a collection such that the metadata will validate but       
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will be invalid for ingest into ECHO.  For instance, cause the granule or collection start date to be after the end date.  
(Alternatively, if using an ECHO stand-in, ensure that it returns error responses on ingest of these items.)  

   S  145  3  Move the metadata file for a granule, such that it will not be found at the location indicated by its database record.        

   S  145  4  Move the descriptor file for a collection, such that it will not be found at the location indicated by its database record.        

   S  145  5  Update the granules and collections in S-1 through S-4 so that events are generated and picked up by the automatic export 
polling process.  

      

   S  145  6  Replace the files moved in S-3 and S-4.        

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure a mock ECHO is capturing BMGT traffic.   
3 <i>Setup</i>  #comment 
4 <i>S-1 Modify the XML metadata for a granule and the ODL descriptor for a 

collection such that they are invalid and their export attempt will cause a 
‘data related error’.<br />For instance, remove the start or end of an XML or 
ODL group so that the file fails basic validation.</i> 

 #comment 

5 Save off the metadata files for Granule G1 and Collection C1   
6 In granule G1's small file archive XML file, remove the final closing tag.<br 

/><br 
/>/stornext/smallfiles/&lt;MODE&gt;/metadata/&lt;SHORT_NAME&gt;.&lt
;VERSION_ID&gt;/&lt;YEAR&gt;.&lt;MONTH&gt;/&lt;SHORT_NAME&
gt;.&lt;VERSION_ID&gt;.&lt;GRANULE_ID&gt;.xml 

  

7 In collection C1's ODL descriptor file, comment out the beginning tag for 
GROUP=EVENT (e.g., /* GROUP = EVENT */)<br /><br 
/>/stornext/smallfiles/&lt;MODE&gt;/descriptor/*&lt;SHORT_NAME&gt;.
&lt;VERSION_ID&gt;.desc 

  

8 <i>S-2 Modify the XML metadata for a granule and the ODL descriptor file 
for a collection such that the metadata will validate but will be invalid for 
ingest into ECHO.<br />For instance, cause the granule or collection start 

 #comment 
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# Action Expected Result Notes 
date to be after the end date.<br />(Alternatively, if using an ECHO stand-in, 
ensure that it returns error responses on ingest of these items.)</i> 

9 Save off the metadata files for Granule G2 and Collection C2   
10 In granule G2's small file archive XML file, change the value of 

RangeBeginningDate to have a month &gt; 12 and day &gt; 31.<br /><br 
/>/stornext/smallfiles/&lt;MODE&gt;/metadata/&lt;SHORT_NAME&gt;.&lt
;VERSION_ID&gt;/&lt;YEAR&gt;.&lt;MONTH&gt;/&lt;SHORT_NAME&
gt;.&lt;VERSION_ID&gt;.&lt;GRANULE_ID&gt;.xml 

  

11 In collection C2's ODL descriptor file, change the value of a 
RangeBeginningDate to be 1 year after its corresponding 
RangeEndingDate.<br /><br 
/>/stornext/smallfiles/&lt;MODE&gt;/descriptor/*&lt;SHORT_NAME&gt;.
&lt;VERSION_ID&gt;.desc 

  

12 <i>S-3 Move the metadata file for a granule, such that it will not be found at 
the location indicated by its database record.</i> 

 #comment 

13 Move granule G3's small file archive XML file:<br /><br />cd 
/stornext/smallfiles/&lt;MODE&gt;/metadata/&lt;SHORT_NAME&gt;.&lt;V
ERSION_ID&gt;/&lt;YEAR&gt;.&lt;MONTH&gt;<br />mkdir tmp<br 
/>mv 
&lt;SHORT_NAME&gt;.&lt;VERSION_ID&gt;.&lt;GRANULE_ID&gt;.x
ml tmp 

  

14 <i>S-4 Move the descriptor file for a collection, such that it will not be found 
at the location indicated by its database record.</i> 

 #comment 

15 Move collection C3's small file archive descriptor file:<br /><br />cd 
/stornext/smallfiles/&lt;MODE&gt;/descriptor<br />mkdir tmp<br />mv 
*&lt;SHORT_NAME&gt;.&lt;VERSION_ID&gt;.desc tmp 

  

16 <i>S-5 Update the granules and collections in S-1 through S-4 so that events 
are generated and picked up by the automatic export polling process.</i> 

 #comment 

17 Update the DayNightFlag values of granules G1, G2, G3:<br /><br />update 
amgranule<br />set daynightflag = 'Night' 

  

18 Cause update events to be queued for colelctions C1, C2, and C3<br /><br 
/>update DsGeEsdtConfiguredType set esdtstate = 'updating'<br />where 
(configuredName = &lt;C1.ShortName&gt; and versionId = 
&lt;C1.VersionId&gt;)<br />or (configuredName = &lt;C2.ShortName&gt; 
and versionId = &lt;C3.VersionId&gt;)<br />or (configuredName = 
&lt;C3.ShortName&gt; and versionId = &lt;C3.VersionId&gt;)<br /><br 
/>update DsGeEsdtConfiguredType set esdtstate = 'installed'<br />where 
(configuredName = &lt;C1.ShortName&gt; and versionId = 
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# Action Expected Result Notes 
&lt;C1.VersionId&gt;)<br />or (configuredName = &lt;C2.ShortName&gt; 
and versionId = &lt;C3.VersionId&gt;)<br />or (configuredName = 
&lt;C3.ShortName&gt; and versionId = &lt;C3.VersionId&gt;) 

19 <i>S-6 Replace the files moved in S-3 and S-4.</i>  #comment 
20 Restore granule G3's small file archive XML file:<br /><br />cd 

/stornext/smallfiles/&lt;MODE&gt;/metadata/&lt;SHORT_NAME&gt;.&lt;V
ERSION_ID&gt;/&lt;YEAR&gt;.&lt;MONTH&gt;<br />mv 
tmp/&lt;SHORT_NAME&gt;.&lt;VERSION_ID&gt;.&lt;GRANULE_ID&g
t;.xml .<br />rmdir tmp 

  

21 Restore collection C3's small file archive XML file:<br /><br />cd 
/stornext/smallfiles/&lt;MODE&gt;/descriptor<br />mv 
tmp/*&lt;SHORT_NAME&gt;.&lt;VERSION_ID&gt;.desc .<br />rmdir tmp 

  

22 <i>Verification</i>  #comment 
23 <i>V-1 Verify that the exports in S-1 and S-2 encounter errors.</i>  #comment 
24 Verify the BMGT log indicates collections C1, C2 and granules G1, G2 

encounter errors.<br /><br />Look in 
/usr/ecs/${MODE}/CUSTOM/logs/EcBmBMGTGenerator.log 

  

25 <i>V-2 Verify that the export requests for the items in S-1 and S-2 are 
marked as ‘failed’ in the GUI and that the associated errors can be viewed for 
each item.</i> 

 #comment 

26 Verify the BMGT GUI shows export attempts for collections C1, C2 and 
granules G1, G2. 

  

27 Verify in the BMGT GUI exports are maked 'failed' for collections C1, C2 
and granules G1, G2.<br /><br />Export Request Status: SKIPPED or 
BLOCKED<br />Corresponding Activity status should be ERROR for 
collections and granules. 

  

28 Verify the BMGT GUI allows viewing of errors associated with exports for 
collections C1, C2 and granules G1, G2. 

  

29 <i>V-3 Verify that an email is sent indicating that the items in S-1 failed due 
to a data related error and were skipped.</i> 

 #comment 

30 Verify an email is sent to the the address configured in the BMGT GUI.   
31 Verify the email says that collection C1 and granule G1 failed due to data 

related errors and were skipped. 
  

32 <i>V-4 Verify that an email is sent indicating that the items in S-2 failed due 
to an ECHO ingest error.<br />It is acceptable for this to be in the same email 
as the errors for S-1.</i> 

 #comment 

33 Verify the email says that collection C2 and granule G2 failed due to ECHO   
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# Action Expected Result Notes 
ingest errors. 

34 <i>V-5 Verify that the email messages above list the error messages and the 
number of items which encountered each error.</i> 

 #comment 

35 Verify the email lists the error messages from the BMGT GUI.   
36 Verify the email lists the number of items for each error.   
37 <i>V-6 Verify that messages are printed to the log file for the errors in S-1 

and S-2, including the item (collection or granule) ID, and the reason for the 
error.</i> 

 #comment 

38 Verify errors for collections C1, C2 and granules G2, G2 appear in the 
BMGT log file. 

  

39 Verify the logged errors include collection IDs for C1, C2.   
40 Verify the logged errors include granule IDs for G1, G2.   
41 Verify the logged errors include the reason for each error.   
42 <i>V-7 Verify that in the GUI it is possible to list only those items which 

encountered data related errors.</i> 
 #comment 

43 Verify the BMGT GUI allows filtering on only data related errors.<br /><br 
/>In Export Requests sort on Status and look for SKIPPED. 

  

44 <i>V-8 Verify that in the GUI it is possible to list only those items which 
encountered ECHO ingest errors.</i> 

 #comment 

45 Verify the BMGT GUI allows filtering on only ECHO ingest errors.<br /><br 
/>In Export Requests sort on Status and look for BLOCKED. 

  

46 <i>V-9 Verify that no HTTP export request was made for the items in S-1, as 
their failure occurred prior to export and export was therefore ‘skipped’</i> 

 #comment 

47 Verify the mock ECHO records no requests for C1 or G1.   
48 <i>V-10 Verify that the export of the granule and collection whose files were 

moved in S-3 and S-4 encounter an error, which is printed in the log.</i> 
 #comment 

49 Verify the BMGT log indicates G3 and C3 encountered an error.   
50 <i>V-11 Verify that the export of the granule and collection in S-3 and S-4 is 

retried until the files are replaced, at which point the export succeeds.</i> 
 #comment 

51 Verify the BMGT log indicates G3 and C3 exports are retried until the 
metadata and descriptor files are restored. 

  

52 Verify the BMGT log indicates G3 and C3 exports succeed after the metadata 
and descriptor files are restored. 

  

53 <i>V-12 Verify that no email is sent for the errors related to the granule and 
collection in S-3 and S-4.</i> 

 #comment 

54 Verify no email is sent to the configured email address for G3 or C3.   
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TEST DATA: 
 
 
 
 

Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

145       
3 collections (C1, C2, 
C3) 

        

145       
3 granules (G1, G2, 
G3) 

        

 
EXPECTED RESULTS: 
 
 
 
 
 
 
 
 
 
 
 
 
 

   V  145  1  Verify that the exports in S-1 and S-2 encounter errors.        

   V  145  2  Verify that the export requests for the items in S-1 and S-2 are marked as ‘failed’ in the GUI and that the associated 
errors can be viewed for each item.  

      

   V  145  3  Verify that an email is sent indicating that the items in S-1 failed due to a data related error and were skipped.        
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   V  145  4  Verify that an email is sent indicating that the items in S-2 failed due to an ECHO ingest error.  It is acceptable for 
this to be in the same email as the errors for S-1.  

      

   V  145  5  Verify that the email messages above list the error messages and the number of items which encountered each error.        

   V  145  6  Verify that messages are printed to the log file for the errors in S-1 and S-2, including the item (collection or 
granule) ID, and the reason for the error.    

      

   V  145  7  Verify that in the GUI it is possible to list only those items which encountered data related errors.        

   V  145  8  Verify that in the GUI it is possible to list only those items which encountered ECHO ingest errors.        

   V  145  9  Verify that no HTTP export request was made for the items in S-1, as their failure occurred prior to export and 
export was therefore ‘skipped’  

      

   V  145  10  Verify that the export of the granule and collection whose files were moved in S-3 and S-4 encounter an error, 
which is printed in the log.  

      

   V  145  11  Verify that the export of the granule and collection in S-3 and S-4 is retried until the files are replaced, at which 
point the export succeeds.  

      

   V  145  12  Verify that no email is sent for the errors related to the granule and collection in S-3 and S-4.        

 

617 MANUAL EXPORT - COLLECTION INSERTS (ECS-ECSTC-3027) 

DESCRIPTION: 
 
 
 
 

   S  150  1  [Manual Export - Collection Inserts] Request the manual export of a collection’s metadata.        

   S  150  2  Repeat S-1 for a different collection, but specify that the operation should be an insert only export.        
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   S  150  3  Repeat S-1 for a different collection, but specify that the operation should be a delete only export.        

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Verify configurations - config files, properties files or database settings 

validate correctly for mode, host, and application 
  

3 Verify database connections to ecs connected to ecs db successfully in the 
configured mode 

  

4 Verify ECHO REST API service connections to ECHO connected to ECHO 
REST API successfully 

  

5 Verify collections under  /sotestdata/DROP_802/BE_82_01/10 with ECS 
metadata 

  

6 Ensure a mock ECHO or TCP proxy is capturing BMGT traffic.   
7 <i>Setup</i>  #comment 
8 Ensure  Collections C1, C2, C3 have been installed in the mode. (ESDT 

verification script) 
  

9 Verify Collections C1,C2,C3 are enabled for Collection and Granule Export.   
10 <i>S-1 Request the manual export of a collection’s metadata.</i>  #comment 
11 EcBmBMGTManualStart &lt;MODE&gt; --metc --collections 

&lt;C1_shortname&gt;.&lt;C1_versionid&gt; 
  

12 <i>V-1 Verify that the operation in S-1 results in the export of a single HTTP 
PUT containing the full collection metadata of the requested collections.</i> 

 #comment 

13 Verify that the TCP proxy log 
(/tools/common/test/BE_82_01/proxy/&lt;MODE&gt;/tcp.log) shows an 
HTTP PUT request.<br /><br />(There may be more than one HTTP request, 
e.g., if there are network issues.) 

  

14 Verify that the TCP proxy shows that the request contains the full collection 
metadata for Collection C1. 

  

15 <i>S-2 Repeat S-1 for a different collection, but specify that the operation 
should be an insert only export.</i> 

 #comment 

16 EcBmBMGTManualStart &lt;MODE&gt; --insertonly --metc --collections 
&lt;C2_shortname&gt;.&lt;C2_versionid&gt; 

  

17 <i>V-2 Verify that the operation in S-2 results in the export of a single HTTP  #comment 
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# Action Expected Result Notes 
PUT containing the full metadata of the requested collection.</i> 

18 Verify that the TCP proxy log  shows an HTTP PUT request.<br /><br 
/>(There may be more than one HTTP request, e.g., if there are network 
issues.) 

  

19 Verify that the TCP proxy shows that the request contains the full collection 
metadata for Collection C2. 

  

20 <i>S-3 Repeat S-1 for a different collection, but specify that the operation 
should be a delete only export.</i> 

 #comment 

21 EcBmBMGTManualStart &lt;MODE&gt; --deleteonly --metc --collections 
&lt;C3_shortname&gt;.&lt;C3_versionid&gt; 

  

22 <i>V-3 Verify that the operation in S-3 results in no export (but a warning 
message is printed indicating that the export could not be completed as the 
collection was not deleted).</i> 

 #comment 

23 Verify that no export request was enqueued.   
24 Verify that the Manual driver log indicates that no request was generated as 

the collection was not deleted. 
  

25 Verify that the TCP proxy shows no export request sent   

 
 
TEST DATA: 
 
 
 
 

Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

    
 testing manual 
export 

3 collections            

                  

 
EXPECTED RESULTS: 
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   V  150  1  Verify that the operation in S-1 results in the export of a single HTTP PUT containing the full collection metadata of 
the requested collections.  

      

   V  150  2  Verify that the operation in S-2 results in the export of a single HTTP PUT containing the full metadata of the 
requested collection.  

      

   V  150  3  Verify that the operation in S-3 results in no export (but the associated export request is in a terminal state, indicating 
that it was picked up and processed, but caused no export).  

      

 

618 MANUAL EXPORT - COLLECTION DELETES (ECS-ECSTC-3028) 

DESCRIPTION: 
 
 
 
 

   S  160  1  [Manual Export - Collection Deletes] Find:  
 

a. A collection which is enabled for collection metadata export but 
which is not in the ‘installed’ state in AIM.     
 

b. A collection which is in the ‘installed’ state in AIM, but which 
is not enabled for collection metadata export.  
 

c. A collection which does not exist in AIM and is not enabled for 
collection metadata export (i.e. a completely made up short 
name and version ID).  
 

d. A collection which is in the ‘installed’ state and is enabled for 
collection metadata export.  
 

Request the manual export of all 4 collections.  

      

   S  160  2  Repeat S-1, but specify that the operation should be an insert only export.        

   S  160  3  Repeat S-1, but specify that the operation should be a delete only export.        
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PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure BMGT configuration is current and correct (config files, properties 

files, database settings, etc.). 
  

3 Ensure a PostgreSQL prompt is available and connected to the ecs database.   
4 Ensure test data exists under /sotestdata/DROP_802/BE_82_01/Criteria/160.   
5 Ensure a mock ECHO or TCP proxy is capturing BMGT traffic.   
6 Pause the EVENT and NEW queues in the BMGT GUI to prevent any 

database updates from causing exports. 
  

7 <i>Setup</i>  #comment 
8 <i>S-1 Find:<br />a) A collection which is enabled for collection metadata 

export which is present (in AmCollection) but is not in the ‘installed’ state in 
AIM (DsGeESDTConfiguredType).</i> 

 #comment 

9 Ensure collection C1 exists in AIM:<br /><br />select * from 
amcollection<br />where shortname = '&lt;C1_SHORTNAME&gt;'<br />and 
versionid = &lt;C1_VERSIONID&gt; 

  

10 Ensure collection C1 is not &quot;installed&quot;:<br /><br />update 
DsGeESDTConfiguredType<br />set esdtstate = 'installing'<br />where 
configuredname = '&lt;C1_SHORTNAME&gt;'<br />and versionid = 
&lt;C1_VERSIONID&gt; 

  

11 Verify collection C1 is enabled for collection export:<br /><br />update 
bg_collection_configuration<br />set collectionexportflag = 'Y'<br />where 
shortname = '&lt;C1_SHORTNAME&gt;'<br />and versionid = 
&lt;C1_VERSIONID&gt; 

  

12 <i>b) A collection which is enabled for collection metadata export which is 
not present (in AmCollection) and is not in the ‘installed’ state in AIM 
(DsGeESDTConfiguredType).</i> 

 #comment 

13 Ensure collection C2 is not in AIM:<br /><br />select * from 
amcollection<br />where shortname = '&lt;C2_SHORTNAME&gt;'<br />and 
versionid = &lt;C2_VERSIONID&gt; 

0 rows  

14 Ensure collection C2 is either not in DsGeESDTConfiguredType or has an 
esdtstate value other than &quot;installed&quot;:<br /><br />select 
esdtstate<br />from DsGeESDTConfiguredType<br />where configuredname 

esdtstate != 'installed'  
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# Action Expected Result Notes 
= '&lt;C2_SHORTNAME&gt;'<br />and versionid = 
&lt;C2_VERSIONID&gt; 

15 Ensure that collection C2 is enabled for collection export:<br /><br />update 
bg_collection_configuration<br />set collectionexportflag = 'Y'<br />where 
shortname = '&lt;C2_SHORTNAME&gt;'<br />and versionid = 
&lt;C2_VERSIONID&gt; 

  

16 <i>c) A collection which is present (in AmCollection), and in the ‘installed’ 
state in AIM (DsGeESDTConfiguredType), but which is not enabled for 
collection metadata export.</i> 

 #comment 

17 Ensure collection C3 exists in AIM:<br /><br />select * from 
amcollection<br />where shortname = '&lt;C3_SHORTNAME&gt;'<br />and 
versionid = &lt;C3_VERSIONID&gt; 

  

18 Ensure collection C3 is &quot;installed&quot;:<br /><br />select esdtstate<br 
/>from DsGeESDTConfiguredType<br />where configuredname = 
'&lt;C3_SHORTNAME&gt;'<br />and versionid = &lt;C3_VERSIONID&gt; 

esdtstate == 'installed'  

19 Verify collection C3 is not enabled for collection export:<br /><br />update 
bg_collection_configuration<br />set collectionexportflag = 'N'<br />where 
shortname = '&lt;C3_SHORTNAME&gt;'<br />and versionid = 
&lt;C3_VERSIONID&gt; 

  

20 <i>d) A collection which does not exist in AIM (AmCollection and 
DsGeESDTConfiguredType) and is not enabled for collection metadata 
export (i.e. a completely made up short name and version ID).</i> 

 #comment 

21 Ensure collection C4 does not exist in AIM:<br /><br />select * from 
amcollection<br />where shortname = '&lt;C4_SHORTNAME&gt;'<br />and 
versionid = &lt;C4_VERSIONID&gt; 

0 rows  

22 Ensure collection C4 does not exist inDsGeESDTConfiguredType:<br /><br 
/>select esdtstate<br />from DsGeESDTConfiguredType<br />where 
configuredname = '&lt;C4_SHORTNAME&gt;'<br />and versionid = 
&lt;C4_VERSIONID&gt; 

0 rows  

23 Ensure collection C4 is not enabled for collection export:<br /><br />delete 
from bg_collection_configuration<br />where shortname = 
'&lt;C4_SHORTNAME&gt;'<br />and versionid = &lt;C4_VERSIONID&gt; 

  

24 <i>e) A collection which is present (in AmCollection), in the ‘installed’ state 
(DsGeESDTConfiguredType), and is enabled for collection metadata 
export.</i> 

 #comment 

25 Ensure collection C5 is in AIM:<br /><br />select * from amcollection<br 
/>where shortname = '&lt;C5_SHORTNAME&gt;'<br />and versionid = 
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# Action Expected Result Notes 
&lt;C5_VERSIONID&gt; 

26 Ensure collection C5 is &quot;installed&quot;:<br /><br />select esdtstate<br 
/>from DsGeESDTConfiguredType<br />where configuredname = 
'&lt;C5_SHORTNAME&gt;'<br />and versionid = &lt;C5_VERSIONID&gt; 

esdtstate == 'installed'  

27 Ensure that collection C5 is enabled for collection export:<br /><br />update 
bg_collection_configuration<br />set collectionexportflag = 'Y'<br />where 
shortname = '&lt;C5_SHORTNAME&gt;'<br />and versionid = 
&lt;C5_VERSIONID&gt; 

  

28 <i>Request the manual export of all 5 collections.</i>  #comment 
29 Ensure all 5 collections are listed in a text file (e.g., collections.txt):<br /><br 

/>&lt;C1_SHORTNAME&gt;.&lt;C1_VERSIONID&gt;<br 
/>&lt;C2_SHORTNAME&gt;.&lt;C2_VERSIONID&gt;<br 
/>&lt;C3_SHORTNAME&gt;.&lt;C3_VERSIONID&gt;<br 
/>&lt;C4_SHORTNAME&gt;.&lt;C4_VERSIONID&gt;<br 
/>&lt;C5_SHORTNAME&gt;.&lt;C5_VERSIONID&gt; 

  

30 Manually export all 5 collections:<br /><br />./EcBmBMGTManualStart 
&lt;MODE&gt; --metc --collectionfile /path/to/collections.txt 

  

31 <i>V-1 Verify that the manual export request in S-1 results in the export of 
an HTTP DELETE for collection b, an HTTP PUT containing metadata for 
collection e, and no export for collections a, c and d.</i> 

 #comment 

32 Verify the TCP proxy (or mock ECHO) log shows no export of collection C1.   
33 Verify the TCP proxy (or mock ECHO) log shows an HTTP DELETE for 

collection C2.<br /><br />(There may be more than one HTTP request, e.g., 
if there are network issues.) 

  

34 Verify the TCP proxy (or mock ECHO) log shows no export of collection C3.   
35 Verify the TCP proxy (or mock ECHO) log shows no export of collection C4.   
36 Verify the TCP proxy (or mock ECHO) log shows an HTTP PUT for 

collection C5.<br /><br />(There may be more than one HTTP request, e.g., 
if there are network issues.) 

  

37 Verify the TCP proxy (or mock ECHO) log shows the PUT for collection C5 
includes full collection metadata. 

  

38 <i>V-4 Verify that the operations in S-1 – S-3 result in a message printed to 
the log indicating that collections c and d cannot be exported as they are not 
enabled or are not installed.</i> 

 #comment 

39 Verify the BMGT Manual log includes a message indicating that collection 
C3 could not be not exported because it was not enabled or not installed. 

  

40 Verify the BMGT Manual log includes a message indicating that collection   
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# Action Expected Result Notes 
C4 could not be not exported because it was not enabled or not installed. 

41 <i>S-2 Repeat S-1, but specify that the operation should be an insert only 
export.</i> 

 #comment 

42 Manually export all 5 collections as insert only:<br /><br 
/>./EcBmBMGTManualStart &lt;MODE&gt; --metc --insertonly --
collectionfile /path/to/collections.txt 

  

43 <i>V-2 Verify that the operation in S-2 results in no export for collections a-
d, and an HTTP PUT containing metadata for collection e.</i> 

 #comment 

44 Verify the TCP proxy (or mock ECHO) log shows no export of collection C1.   
45 Verify the TCP proxy (or mock ECHO) log shows no export of collection C2.   
46 Verify the TCP proxy (or mock ECHO) log shows no export of collection C3.   
47 Verify the TCP proxy (or mock ECHO) log shows no export of collection C4.   
48 Verify the TCP proxy (or mock ECHO) log shows an HTTP PUT for 

collection C5.<br /><br />(There may be more than one HTTP request, e.g., 
if there are network issues.) 

  

49 Verify the TCP proxy (or mock ECHO) log shows the PUT for collection C5 
includes full collection metadata. 

  

50 <i>V-4 Verify that the operations in S-1 – S-3 result in a message printed to 
the log indicating that collections a, c and d cannot be exported as they are 
either not enabled or not installed.</i> 

 #comment 

51 Verify the BMGT Manual log includes a message indicating that collection 
C3 could not be not exported because it was not installed. 

  

52 Verify the BMGT Manual log includes a message indicating that collection 
C4 could not be not exported because it was not installed. 

  

53 <i>S-3 Repeat S-1, but specify that the operation should be a delete only 
export.</i> 

 #comment 

54 Manually export all 5 collections as delete only:<br /><br 
/>./EcBmBMGTManualStart &lt;MODE&gt; --metc --deleteonly --
collectionfile /path/to/collections.txt 

  

55 <i>V-3 Verify that the operation in S-3 results in the export of an HTTP 
DELETE for collection b, and no exports for collections a, and c-e.</i> 

 #comment 

56 Verify the TCP proxy (or mock ECHO) log shows no export of collection C1.   
57 Verify the TCP proxy (or mock ECHO) log shows an HTTP DELETE for 

collection C2.<br /><br />(There may be more than one HTTP request, e.g., 
if there are network issues.) 

  

58 Verify the TCP proxy (or mock ECHO) log shows no export of collection C3.   
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# Action Expected Result Notes 
59 Verify the TCP proxy (or mock ECHO) log shows no export of collection C4.   
60 Verify the TCP proxy (or mock ECHO) log shows no export of collection C5.   
61 <i>V-4 Verify that the operations in S-1 – S-3 result in a message printed to 

the log indicating that collections a, c and d cannot be exported as they are 
either not enabled or not installed.</i> 

 #comment 

62 Verify the BMGT Manual log includes a message indicating that collection 
C1 could not be not exported because it was either not enabled or not 
installed. 

  

63 Verify the BMGT Manual log includes a message indicating that collection 
C3 could not be not exported because it was either not enabled or not 
installed. 

  

64 Verify the BMGT Manual log includes a message indicating that collection 
C4 could not be not exported because it was either not enabled or not 
installed. 

  

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

      4 collections           

 
EXPECTED RESULTS: 
 
 
 
 

   V  160  1  Verify that the manual export request in S-1 results in the export of HTTP DELETEs for collections a-c, and an 
HTTP PUT containing metadata for collection d.  

      

   V  160  2  Verify that the operation in S-2 results in no export for collections a-c, and an HTTP PUT containing metadata for 
collection d.  
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   V  160  3  Verify that the operation in S-3 results in the export of HTTP DELETEs for collections a-c.        

 

619 MANUAL EXPORT – ‘FAKE’ COLLECTION DELETE (ECS-ECSTC-3029) 

DESCRIPTION: 
 
 

  S 165 1 [Manual Export – ‘Fake’ Collection Delete] Request 
the manual export of a collection which is in the 
‘installed’ state and is enabled for collection metadata 
export, specifying delete-only export and that the delete 
should be forced regardless of current collection state.  

    

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Verify configurations - config files, properties files or database settings 

validate correctly for mode, host, and application 
  

3 Verify database connections to ecs connected to ecs db successfully in the 
configured mode 

  

4 Verify ECHO REST API service connections to ECHO connected to ECHO 
REST API successfully 

  

5 Verify collections under /sotestdata/DROP_802/BE_82_01/10 with ECS 
metadata 

  

6 Ensure a mock ECHO or TCP proxy is capturing BMGT traffic.   
7 <i>Setup</i>  #comment 
8 Ensure Collections C1 has been installed in the mode. (ESDT verification 

script) 
  

9 Verify Collection C1 is enabled for Collection and Granule Export.   
10 <i>S-1 Request the manual export of a collection which is in the ‘installed’ 

state and is enabled for collection metadata export, specifying delete-only 
export and that the delete should be forced regardless of current collection 
state.</i> 

 #comment 
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# Action Expected Result Notes 
11 EcBmBMGTManualStart &lt;MODE&gt; --forcedelete  --collections 

&lt;C1_shortname&gt;.&lt;C1_versionid&gt; 
  

12 <i>V-1 Verify that the manual export request in S-1 results in the export of 
an HTTP DELETE.</i> 

 #comment 

13 Verify that the TCP proxy shows a single HTTP DELETE request for 
collection C1 

  

14 <i>V-2 Verify that the collection in S-1 is automatically disabled for both 
collection and granule metadata export.</i> 

 #comment 

15 Verify that the collection C1 is disabled for Collection and granule metadata 
export (in the GUI and database).<br /><br />select granuleexportflag , 
collectionexportflag<br />from bg_collection_configuration<br />where 
shortname = &lt;C1_shortname&gt;<br />and versionid = 
&lt;C1_versionid&gt; <br /><br />Both should be 'N'. 

  

 
 
TEST DATA: 
 
 
 
 

Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

                  

                  

 
EXPECTED RESULTS: 
 
 
 

  V 165 1 Verify that the manual export request in S-1 results in the export of an HTTP DELETE.      

  V 165 2 Verify that the collection in S-1 is automatically disabled for both collection and granule metadata export.      
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620 MANUAL EXPORT - COLLECTION FULL UPDATE (ECS-ECSTC-3030) 

DESCRIPTION: 
 
 
 

   S  170  1  [Manual Export - Collection Full Update] Request the manual 
export of a collection’s metadata, specifing that the export shall 
be a ‘full collection update’.  

      

   S  170  2  Allow the export request initiated in S-1 to reach a complete state.        

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Verify configurations - config files, properties files or database settings 

validate correctly for mode, host, and application 
  

3 Verify database connections to ecs connected to ecs db successfully in the 
configured mode 

  

4 Verify ECHO REST API service connections to ECHO connected to ECHO 
REST API successfully 

  

5 Verify collections under  /sotestdata/DROP_802/BE_82_01/10 with ECS 
metadata 

  

6 Ensure a mock ECHO or TCP proxy is configured to capture and log BMGT 
requests. 

  

7 <i>Setup</i>  #comment 
8 Ensure  Collections C1 has been installed in the mode. (ESDT verification 

script) 
  

9 Verify Collection C1 is enabled for Collection and Granule Export.   
10 <i>S-1 Request the manual export of a collection’s metadata, specifing that 

the export shall be a ‘full collection update’.</i> 
 #comment 

11 EcBmBMGTManualStart &lt;MODE&gt; --collupd --collections 
&lt;C1_shortname&gt;.&lt;C1_versionid&gt; 

  

12 <i>S-2 Allow the export request initiated in S-1 to reach a complete state.</i>  #comment 
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# Action Expected Result Notes 
13 Verify that the GUI displays the request status queued and completed.   
14 <i>V-1 Verify that the operation in S-1 resulted in the export of:<br />    a) 

An HTTP DELETE (to the URL representing the specified collection)</i> 
 #comment 

15 Verify that the TCP proxy log 
(/tools/common/test/BE_82_01/proxy/&lt;MODE&gt;/tcp.log)  shows an 
HTTP DELETE request for collection C1.<br /><br />(There may be more 
than one HTTP request, e.g., if there are network issues.) 

  

16 <i>b) An HTTP PUT containing the full metadata for the specified 
collection.</i> 

 #comment 

17 Verify that the TCP  proxy log shows an HTTP PUT request  for Collection 
C1.<br /><br />(There may be more than one HTTP request, e.g., if there are 
network issues.) 

  

18 Verify that the TCP proxy log shows that the request contains the full 
collection metadata for Collection C1. 

  

19 <i>c) An HTTP PUT for each granule in the specified collection, containing 
the full granule metadata for that granule.</i> 

 #comment 

20 Verify that the TCP proxy shows an HTTP PUT request for each granule in 
Collection C1.<br /><br />(There may be more than one HTTP request, e.g., 
if there are network issues.) 

  

21 Verify that the TCP proxy log shows that each request has complete granule 
metadata for each granule in Collection C1. 

  

 
 
TEST DATA: 
 
 
 
 

Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

      
 1 collection with 
granules 
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EXPECTED RESULTS: 
 
 

   V  170  1  Verify that the operation in S-1 resulted in the export 
of:  
 
a)     An HTTP DELETE (to the URL representing the 
specified collection)  
 
b)     An HTTP PUT containing the full metadata for the 
specified collection.  
 
c)     An HTTP PUT for each granule in the specified 
collection, containing the full granule metadata for that 
granule.  

      

 

621 MANUAL EXPORT - GRANULE INSERT (ECS-ECSTC-3031) 

DESCRIPTION: 
 
 
 
 
 
 

   S  180  1  [Manual Export - Granule Insert] Request the manual export of metadata for a single granule, specifying the 
granule ID.  

      

   S  180  2  Request the manual export of metadata fro granules in a specified collection.  Ensure that the collection contains at 
least one logically deleted granule.  

      

   S  180  3  Request, in a single manual operation, the export of metadata for the following:  
 
a)     Normal granule  
 
b)     Logically deleted granule.  
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c)     Physically deleted granule (specify Short Name, VersionId and GranuleId – NOTE: it is easiest to use a valid 
ShortName and VersionID but a made up granuleID)  

   S  180  4  Request, in a single manual operation, specifying the export of inserts-only, the export of metadata for the following:  
 
a)     Normal granule  
 
b)     Logically deleted granule.  
 
c)     Physically deleted granule (specify Short Name, VersionId and GranuleId– NOTE: it is easiest to use a valid 
ShortName and VersionID but a made up granuleID)  

      

   S  180  5  Request, in a single manual operation, specifying the export of deletes-only, the export of metadata for the following:  
 
a)     Normal granule  
 
b)     Logically deleted granule.  
 
c)     Physically deleted granule (specify Short Name, VersionId and GranuleId– NOTE: it is easiest to use a valid 
ShortName and VersionID but a made up granuleID)  

      

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Verify configurations - config files, properties files or database settings 

validate correctly for mode, host, and application 
  

3 Verify database connections to ecs connected to ecs db successfully in the 
configured mode 

  

4 Verify ECHO REST API service connections to ECHO connected to ECHO 
REST API successfully 

  

5 Verify collections under  /sotestdata/DROP_802/BE_82_01/10 with ECS 
metadata 

  

6 Ensure a mock ECHO or TCP proxy is capturing BMGT traffic.   
7 <i>Setup</i>  #comment 
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# Action Expected Result Notes 
8 Ensure  Collections C1, C2, C3 has been installed in the mode.   
9 Ensure Collections C1, C2, C3 are enabled for Collection and Granule 

Export. 
  

10 Ensure the Collections C1, C2, C3 have a few ingested granules.   
11 Ensure collections C1, C2, C3 have been exported to ECHO.   
12 Ensure granules in collections C1, C2, C3 have been exported to ECHO.   
13 <i>S-1 Request the manual export of metadata for a single granule, 

specifying the granule ID.</i> 
 #comment 

14 Identify a granule g1 in Collection C1 that can be exported.   
15 EcBmBMGTManualStart &lt;MODE&gt; --metg -g 

&lt;g1_GRANULEID&gt; 
  

16 <i>V-1 Verify that the operation in S-1 results in the export of a single HTTP 
PUT containing the full granule metadata of the requested granule.</i> 

 #comment 

17 Verify that the TCP proxy log 
(/tools/common/test/BE_82_01/proxy/&lt;MODE&gt;/tcp.log) shows an 
HTTP PUT request for granule g1.<br /><br />(There may be more than one 
HTTP request, e.g., if there are network issues.) 

  

18 Verify that the TCP proxy log shows that the request contains the full granule 
metadata for granule g1. 

  

19 <i>S-2 Request the manual export of metadata for granules in a specified 
collection.<br />Ensure that the collection contains at least one logically 
deleted granule.</i> 

 #comment 

20 Identify granules g2, g3 in Collection C2 that can be logically deleted.   
21 Logically delete a granule g2, g3:<br />./EcDsBulkDelete.pl -physical -user 

&lt;dbuser&gt; -password &lt;passwd&gt; -geoidfile 
/path/to/geoids_g2_g3.txt 

  

22 Manually Export granules in Collection C2<br />./EcBmBMGTManualStart 
&lt;MODE&gt; --metg -c 
&lt;C2_SHORTNAME&gt;.&lt;C2_VERSIONID&gt; 

  

23 <i>V-2 Verify that the operation in S-2 results in the export of a single HTTP 
PUT containing the full granule metadata of the requested granule for each 
granule in the specified collection.<br />Verify that an HTTP DELETE is 
also exported for any logically deleted granules in the collection.</i> 

 #comment 

24 Verify that the TCP proxy log shows an HTTP PUT request for each granule 
in Collection C2 except for g2 and g3.<br /><br />(There may be more than 
one HTTP request, e.g., if there are network issues.) 

  

25 Verify that the TCP proxy shows that the request contains the full granule   
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# Action Expected Result Notes 
metadata for each granule in Collection C2 except for g2 and g3. 

26 Verify that an HTTP DELETE is exported for each of granules g2 and g3<br 
/><br />(There may be more than one HTTP request, e.g., if there are 
network issues.) 

  

27 <i>S-3 Request, in a single manual operation, the export of metadata for the 
following:<br />    a) Normal granule<br />    b) Logically deleted 
granule.<br />    c) Physically deleted granule (specify Short Name, 
VersionId and GranuleId – NOTE: it is easiest to use a valid ShortName and 
VersionID but a made up granuleID)</i> 

 #comment 

28 Identify granule g4 in Collection C3 as a normal science granule that can be 
exported. 

  

29 Identify granule g5 that is logically deleted in Collection C3<br 
/>./EcDsBulkDelete.pl -physical -user &lt;dbuser&gt; -password 
&lt;passwd&gt; -geoidfile /path/to/geoids_g5.txt 

  

30 Identify granule g6 which is physically deleted in Collection C4 or make up a 
nonexistent granuleid in Collection C3<br />./EcDsBulkDelete.pl -physical -
user &lt;dbuser&gt; -password &lt;passwd&gt; -geoidfile 
/path/to/geoids_g6.txt<br />./EcDlUnpublishStart.pl -mode &lt;MODE&gt; -
granules &lt;g6&gt;<br />./EcDeletionCleanup.pl -user &lt;db_user&gt; <br 
/>./EcBmBMGTManualStart --mode &lt;MODE&gt; --metg -g 
&lt;g4_granuleid&gt;,&lt;g5_granuleid&gt;,&lt;g6_granuleid&gt; 

  

31 <i>V-3 Verify that the operation in S-3 is in a complete state and the 
following are exported for each respective operation:<br />    a) HTTP PUT 
for containing the full granule metadata.<br />    b) HTTP DELETE<br />    
c) HTTP DELETE</i> 

 #comment 

32 Verify that the TCP proxy log shows an HTTP PUT request  for granule 
g4.<br /><br />(There may be more than one HTTP request, e.g., if there are 
network issues.) 

  

33 Verify that the TCP proxy log shows that the request contains the full granule 
metadata for granule g4. 

  

34 Verify that the TCP proxy log shows an HTTP DELETE exported for granule 
g5.<br /><br />(There may be more than one HTTP request, e.g., if there are 
network issues.) 

  

35 Verify that the TCP proxy log shows an HTTP DELETE exported for granule 
g6.<br /><br />(There may be more than one HTTP request, e.g., if there are 
network issues.) 

  

36 <i>S-4 Request, in a single manual operation, specifying the export of  #comment 
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# Action Expected Result Notes 
inserts-only, the export of metadata for the following:<br />    a) Normal 
granule<br />    b) Logically deleted granule.<br />    c) Physically deleted 
granule (specify Short Name, VersionId and GranuleId– NOTE: it is easiest 
to use a valid ShortName and VersionID but a made up granuleID)</i> 

37 ./EcBmBMGTManualStart --mode &lt;MODE&gt; --insertonly --metg -g 
&lt;g4_granuleid&gt;,&lt;g5_granuleid&gt;,&lt;g6_granuleid&gt; 

  

38 <i>V-4 Verify that the operation in S-4 is in a complete state and the 
following are exported for each respective operation:<br />    a) HTTP PUT 
for containing the full granule metadata.<br />    b) No export<br />    c) No 
export</i> 

 #comment 

39 Verify that the TCP proxy log shows an HTTP PUT request for granule 
g4.<br /><br />(There may be more than one HTTP request, e.g., if there are 
network issues.) 

  

40 Verify that the TCP proxylog shows that the request contains the full granule 
metadata for granule g4. 

  

41 Verify that the TCP proxy log does not show any export request for granule 
g5. 

  

42 Verify that the TCP proxy log does not show any export request for granule 
g6. 

  

43 <i>S-5 Request, in a single manual operation, specifying the export of 
deletes-only, the export of metadata for the following:<br />    a) Normal 
granule<br />    b) Logically deleted granule.<br />    c) Physically deleted 
granule (specify Short Name, VersionId and GranuleId– NOTE: it is easiest 
to use a valid ShortName and VersionID but a made up granuleID)</i> 

 #comment 

44 ./EcBmBMGTManualStart &lt;MODE&gt; --deleteonly --metg -g 
&lt;g4_granuleid&gt;,&lt;g5_granuleid&gt;,&lt;g6_granuleid&gt; 

  

45 <i>V-5 Verify that the operation in S-5 is in a complete state and the 
following are exported for each respective operation:<br />    a) No export<br 
/>    b) HTTP DELETE<br />    c) HTTP DELETE</i> 

 #comment 

46 Verify that the TCP proxy log shows no HTTP export request  for granule g4.   
47 Verify that the TCP proxy log shows an HTTP DELETE exported for granule 

g5.<br /><br />(There may be more than one HTTP request, e.g., if there are 
network issues.) 

  

48 Verify that the TCP proxy log shows an HTTP DELETE exported for granule 
g6.<br /><br />(There may be more than one HTTP request, e.g., if there are 
network issues.) 
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TEST DATA: 
 
 
 
 

Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type Requirements 
Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

      
 3 collections with at least 3 
granules in each 

          

                  

 
EXPECTED RESULTS: 
 
 
 
 
 
 

   V  180  1  Verify that the operation in S-1 results in the export of a single HTTP PUT containing the full granule metadata of the 
requested granule.  

      

   V  180  2  Verify that the operation in S-2 results in the export of a single HTTP PUT containing the full granule metadata of the 
requested granule for each granule in the specified collection.  Verify that an HTTP DELETE is also exported for any 
logically deleted granules in the collection.  

      

   V  180  3  Verify that the operation in S-3 is in a complete state and the following are exported for each respective operation:  
 
a)     HTTP PUT for containing the full granule metadata.  
 
b)     HTTP DELETE  
 
c)     HTTP DELETE  
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   V  180  4  Verify that the operation in S-4 is in a complete state and the following are exported for each respective operation:  
 
a)     HTTP PUT for containing the full granule metadata.  
 
b)     No export  
 
c)     No export  

      

   V  180  5  Verify that the operation in S-5 is in a complete state and the following are exported for each respective operation:  
 
a)     No export  
 
b)     HTTP DELETE  
 
c)     HTTP DELETE  

      

 

622 MANUAL EXPORT - GRANULE DELETE (ECS-ECSTC-3032) 

DESCRIPTION: 
 
 
 
 

   S  190  1  [Manual Export - Granule Delete] Request the manual export of metadata for a single granule which is logically 
or physically deleted.  

      

   S  190  2  Request the manual export of metadata fro granules in a specified collection.  Ensure that the collection contains at 
least one logically deleted granule.  

      

   S  190  3  Request, in a single manual operation, specifying the export of deletes-only, the export of metadata for the 
following:  
 
a)     Normal granule  
 
b)     Logically deleted granule.  
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c)     Physically deleted granule (specify Short Name, VersionId and GranuleId)  

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Verify configurations - config files, properties files or database settings 

validate correctly for mode, host, and application 
  

3 Verify database connections to ecs connected to ecs db successfully in the 
configured mode 

  

4 Verify ECHO REST API service connections to ECHO connected to ECHO 
REST API successfully 

  

5 Verify collections under  /sotestdata/DROP_802/BE_82_01/10 with ECS 
metadata 

  

6 Ensure a mock ECHO or TCP proxy is configured to capture and log BMGT 
requests. 

  

7 <i>Setup</i>  #comment 
8 Ensure  Collections C1, C2, C3 has been installed in the mode.   
9 Ensure Collections C1, C2, C3 are enabled for Collection and Granule 

Export. 
  

10 Ensure the Collections C1, C2, C3 have a few ingested granules.   
11 <i>S-1 Request the manual export of metadata for a single granule which is 

logically or physically deleted.</i> 
 #comment 

12 Identify a granule g1 that can be logically deleted in Collection C1<br 
/>./EcDsBulkDelete.pl -physical -user &lt;dbuser&gt; -password 
&lt;passwd&gt; -geoidfile /path/to/geoids_g1.txt<br 
/>EcBmBMGTManualStart &lt;MODE&gt; --metg -g &lt;g1_granuleid&gt; 

  

13 <i>V-1 Verify that the export operation in S-1 results in the export of a single 
HTTP DELETE.</i> 

 #comment 

14 Verify that the TCP proxy log 
(/tools/common/test/BE_82_01/proxy/&lt;MODE&gt;/tcp.log) shows that an 
HTTP DELETE is exported for granule g1.<br /><br />(There may be more 
than one HTTP request, e.g., if there are network issues.) 

  

15 <i>S-2 Request the manual export of metadata for granules in a specified 
collection.<br />Ensure that the collection contains at least one logically 

 #comment 



 

2045 
 

# Action Expected Result Notes 
deleted granule.</i> 

16 Identify granules g2, g3 in Collection C2 that can be logically deleted.   
17 Logically delete a granule g2,g3<br />./EcDsBulkDelete.pl -physical -user 

&lt;dbuser&gt; -password &lt;passwd&gt; -geoidfile 
/path/to/geoids_g2_g3.txt 

  

18 Manually Export granules in Collection C2<br />./EcBmBMGTManualStart 
&lt;MODE&gt; --metg -c 
&lt;C2_SHORTNAME&gt;.&lt;C2_VERSIONID&gt; 

  

19 <i>V-2 Verify that the export operation in S-2 results in the export of a single 
HTTP DELETE for each logically deleted granule in the specified collection, 
as well as HTTP PUTs for each non deleted granule.</i> 

 #comment 

20 Verify that the TCP proxy log shows an HTTP PUT request for  granule 
g1.<br /><br />(There may be more than one HTTP request, e.g., if there are 
network issues.) 

  

21 Verify that the TCP proxy log shows that the request contains the full granule 
metadata for granule g1. 

  

22 Verify that the TCP proxy log shows an HTTP DELETE is exported for each 
of granules g2 and g3.<br /><br />(There may be more than one HTTP 
request, e.g., if there are network issues.) 

  

23 <i>S-3 Request, in a single manual operation, specifying the export of 
deletes-only, the export of metadata for the following:<br />    a) Normal 
granule<br />    b) Logically deleted granule.<br />    c) Physically deleted 
granule (specify Short Name, VersionId and GranuleId)</i> 

 #comment 

24 Identify granule g4 in Collection C3 as a normal science granule that can be 
exported. 

  

25 Identify granule g5 that is logically deleted in Collection C3<br 
/>./EcDsBulkDelete.pl -physical -user &lt;dbuser&gt; -password 
&lt;passwd&gt; -geoidfile /path/to/geoids_g5.txt 

  

26 Identify granule g6 which is physically deleted in Collection C4 or make up a 
nonexistent granuleid in Collection C3<br />./EcDsBulkDelete.pl -physical -
user &lt;dbuser&gt; -password &lt;passwd&gt; -geoidfile 
/path/to/geoids_g6.txt<br />./EcDlUnpublishStart.pl -mode &lt;MODE&gt; -
granules &lt;g6&gt;<br />./EcDeletionCleanup.pl -user &lt;db_user&gt; <br 
/>./EcBmBMGTManualStart &lt;MODE&gt; --deleteonly --metg -g 
&lt;g4_granuleid&gt;,&lt;g5_granuleid&gt;,&lt;g6_granuleid&gt; 

  

27 <i>V-3 Verify that the operation in S-3 is in a complete state and the 
following are exported for each respective operation:<br />    a) No export<br 

 #comment 
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# Action Expected Result Notes 
/>    b) HTTP DELETE<br />    c) HTTP DELETE</i> 

28 Verify that the TCP proxy log shows no HTTP PUT request  for granule g4.   
29 Verify that the TCP proxy log shows an HTTP DELETE exported for granule 

g5.<br /><br />(There may be more than one HTTP request, e.g., if there are 
network issues.) 

  

30 Verify that the TCP proxy log shows an HTTP DELETE exported for granule 
g6.<br /><br />(There may be more than one HTTP request, e.g., if there are 
network issues.) 

  

 
 
TEST DATA: 
 
 
 
 

Crit 
id 

Crit ccr 
no 

Test Data Description 
Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

    
 3 collections with at least 3 
granules 

            

                  

 
EXPECTED RESULTS: 
 
 
 
 

   V  190  1  Verify that the export operation in S-1 results in the export of a single HTTP DELETE.        

   V  190  2  Verify that the export operation in S-2 results in the export of a single HTTP DELETE for each logically deleted 
granule in the specified collection, as well as HTTP PUTs for each non deleted granule.  

      

   V  190  3  Verify that the operation in S-3 is in a complete state and the following are exported for each respective operation:  
 
a)     No export  
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b)     HTTP DELETE  
 
c)     HTTP DELETE  

 

623 MANUAL EXPORT - INSERT TIME (ECS-ECSTC-3033) 

DESCRIPTION: 
 
 
 

   S  200  1  [Manual Export - Insert Time] Identify two granules within a collection and their insert times.  Ensure that there are other 
granules inserted in between those times within the same collection.  Request the export of granule metadata for the 
collection, specifying the datetime range defined by the two identified insert times and specifying that the range shall apply 
to insert times.  

      

   S  200  2  Identify two collections and their insert times.  Ensure that there are other collections inserted between those times. 
 Request the export of collection metadata, without specifying a collection, but specifying the datetime range defined by the 
two identified insert times and specifying that the range shall apply to insert times.  

      

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Verify configurations - config files, properties files or database settings 

validate correctly for mode, host, and application 
  

3 Verify database connections to ecs connected to ecs db successfully in the 
configured mode 

  

4 Verify ECHO REST API service connections to ECHO connected to ECHO 
REST API successfully 

  

5 Verify collections under  /sotestdata/DROP_802/BE_82_01/10 with ECS 
metadata 

  

6 Ensure a mock ECHO or TCP proxy is configured to capture and log BMGT 
requests. 
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# Action Expected Result Notes 
7 <i>Setup</i>  #comment 
8 Ensure Collections C1, C2, C3, C4 has been installed in the mode.   
9 Ensure Collections C1, C2, C3, C4 are enabled for Collection and Granule 

Export. 
  

10 Ensure the Collections C1, C2, C3, C4  have a few ingested granules.   
11 <i>S-1 Identify two granules within a collection and their insert times.<br 

/>Ensure that there are other granules inserted in between those times within 
the same collection.<br />Request the export of granule metadata for the 
collection, specifying the datetime range defined by the two identified insert 
times and specifying that the range shall apply to insert times.</i> 

 #comment 

12 select granuleid, archivetime<br />from AmGranule<br />where shortname = 
&lt;C1_shortname&gt;<br />and versionid = &lt;C1_versionid&gt;<br 
/>order by archivetime<br />limit 4;<br /><br />Assuming there are 4 
granules returned g1,g2,g3,g4. 

  

13 Let g1 be the first granule in the list.<br />Let gLast be the last granule in the 
list 

  

14 g1_insert_time = archivetime of g1 in &quot;YYYY-MM-DD 
HH:MM:SS&quot; [quotes are required].<br />g4_insert_time = archivetime 
of g4 in &quot;YYYY-MM-DD HH:MM:SS&quot; [quotes are required]. 

  

15 EcBmBMGTManualStart &lt;MODE&gt; --starttime &lt;g1_insert_time&gt; 
--endtime &lt;g4_insert_time&gt; --metg --collections 
&lt;C1_shortname&gt;.&lt;C1_versionid&gt; 

  

16 <i>V-1 Verify that the export operation in S-1 results in the export of a single 
HTTP PUT containing the full granule metadata - or HTTP DELETE, 
depending on the granule’s current state - for each granule in the specified 
collection which was inserted during the specified time range (with the 
exception noted in V-2).</i> 

 #comment 

17 <i>V-2 Verify that the granule which was inserted at the start time of the 
specified range is exported, but that the granule inserted at the end of the 
range is not.</i> 

 #comment 

18 Verify that the TCP proxy shows an HTTP PUT request each for granules g1, 
g2, g3.<br /><br />(There may be more than one HTTP request, e.g., if there 
are network issues.) 

  

19 Verify that the TCP proxy shows that the export request contains the full 
granule metadata for each of the granules g1, g2, g3. 

  

20 <i>S-2 Identify two collections and their insert times.<br />Ensure that there 
are other collections inserted between those times.<br />Request the export of 

 #comment 
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# Action Expected Result Notes 
collection metadata, without specifying a collection, but specifying the 
datetime range defined by the two identified insert times and specifying that 
the range shall apply to insert times.</i> 

21 select collectionid, shortname, versionid, inserttime<br />from 
AmCollection<br />order by inserttime<br />limit 4; 

  

22 Let C1 be the first Collection in the list.<br />Let C4 be the last granule in the 
list 

  

23 C1_insert_time = inserttime of C1 in &quot;YYYY-MM-DD 
HH:MM:SS&quot; [quotes are required].<br />C4_insert_time = inserttime 
of C4  in &quot;YYYY-MM-DD HH:MM:SS&quot; [quotes are required]. 

  

24 EcBmBMGTManualStart &lt;MODE&gt; --starttime &lt;C1_insert_time&gt; 
--endtime &lt;C4_insert_time&gt; --metc 

  

25 <i>V-3 Verify that the export operation in S-2 results in the export of a single 
HTTP PUT containing the full collection metadata - for each collection which 
was inserted during the specified time range (with the exception noted in V-
4).</i> 

 #comment 

26 <i>V-4 Verify that the collection which was inserted at the start time of the 
specified range is exported, but that the collection inserted at the end of the 
range is not.</i> 

 #comment 

27 Verify that the TCP proxy shows an HTTP PUT request each for Collection 
C1, C2, C3.<br /><br />(There may be more than one HTTP request, e.g., if 
there are network issues.) 

  

28 Verify that the TCP proxy shows that the export request contains the full 
collection metadata for each of the Collections C1, C2, C3. 

  

 
 
TEST DATA: 
 
 
 
 

Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

      
 4 collections with 
granules 
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Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

                  

 
EXPECTED RESULTS: 
 
 
 
 
 

   V  200  1  Verify that the export operation in S-1 results in the export of a single HTTP PUT containing the full granule metadata - 
or HTTP DELETE, depending on the granule’s current state - for each granule in the specified collection which was 
inserted during the specified time range (with the exception noted in V-2).    

      

   V  200  2  Verify that the granule which was inserted at the start time of the specified range is exported, but that the granule 
inserted at the end of the range is not.  

      

   V  200  3  Verify that the export operation in S-2 results in the export of a single HTTP PUT containing the full collection metadata 
- for each collection which was inserted during the specified time range (with the exception noted in V-4).    

      

   V  200  4  Verify that the collection which was inserted at the start time of the specified range is exported, but that the collection 
inserted at the end of the range is not.  

      

 

624 MANUAL EXPORT - LAST UPDATE TIME (ECS-ECSTC-3034) 

DESCRIPTION: 
 
 
 

   S  210  1  [Manual Export - Last Update Time] Identify two granules within a collection and their last update times.  Ensure that 
there are other granules updated in between those times within the same collection.  Request the export of granule metadata 
for the collection, specifying the datetime range defined by the two identified update times and specifying that the range 
shall apply to update times.  

      



 

2051 
 

   S  210  2  Identify two collections and their update times.  Ensure that there are other collections updated between those times. 
 Request the export of collection metadata, without specifying a collection, but specifying the datetime range defined by the 
two identified update times and specifying that the range shall apply to update times.  

      

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Verify configurations - config files, properties files or database settings 

validate correctly for mode, host, and application 
  

3 Verify database connections to ecs connected to ecs db successfully in the 
configured mode 

  

4 Verify ECHO REST API service connections to ECHO connected to ECHO 
REST API successfully 

  

5 Verify collections under  /sotestdata/DROP_802/BE_82_01/10 with ECS 
metadata 

  

6 Ensure a mock ECHO or TCP proxy is configured to capture and log BMGT 
requests. 

  

7 <i>Setup</i>  #comment 
8 Ensure Collections C1, C2, C3, C4 has been installed in the mode.   
9 Ensure Collections C1, C2, C3, C4 are enabled for Collection and Granule 

Export. 
  

10 Ensure the Collections C1, C2, C3, C4  have a few ingested granules.   
11 <i>S-1 Identify two granules within a collection and their last update 

times.<br />Ensure that there are other granules updated in between those 
times within the same collection.<br />Request the export of granule 
metadata for the collection, specifying the datetime range defined by the two 
identified update times and specifying that the range shall apply to update 
times.</i> 

 #comment 

12 select granuleid, lastupdate<br />from AmGranule where<br />shortname = 
&lt;C1_shortname&gt;<br />and versionid = &lt;C1_versionid&gt;<br 
/>order by lastupdate<br />limit 4;<br /><br />Assuming there are 4 granules 
returned g1,g2,g3,g4. 

  

13 Let g1 be the first granule in the list.<br />Let gLast be the last granule in the 
list 
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# Action Expected Result Notes 
14 g1_lastupdate_time = lastupdate of g1 in &quot;YYYY-MM-DD 

HH:MM:SS&quot; [quotes are required].<br />g4_lastupdate_time = 
lastupdate of g4 in &quot;YYYY-MM-DD HH:MM:SS&quot; [quotes are 
required]. 

  

15 EcBmBMGTManualStart &lt;MODE&gt; --starttime 
&lt;g1_lastupdate_time&gt; --endtime &lt;g4_lastupdate_time&gt; --
lastupdate --metg --collections &lt;C1_shortname&gt;.&lt;C1_versionid&gt; 

  

16 <i>V-1 Verify that the export operation in S-1 results in the export of a single 
HTTP PUT containing the full granule metadata - or HTTP DELETE, 
depending on the granule’s current state - for each granule in the specified 
collection which was updated during the specified time range (with the 
exception noted in V-2).</i> 

 #comment 

17 <i>V-2 Verify that the granule which was updated at the start time of the 
specified range is exported, but that the granule updated at the end of the 
range is not.</i> 

 #comment 

18 Verify that the TCP proxy shows an HTTP PUT request each for granules g1, 
g2, g3.<br /><br />(There may be more than one HTTP request, e.g., if there 
are network issues.) 

  

19 Verify that the TCP proxy does not show any request for granule g4.   
20 Verify that the TCP proxy shows that the export request contains the full 

granule metadata for each of the granules g1, g2, g3. 
  

21 <i>S-2 Identify two collections and their update times.<br />Ensure that there 
are other collections updated between those times.<br />Request the export of 
collection metadata, without specifying a collection, but specifying the 
datetime range defined by the two identified update times and specifying that 
the range shall apply to update times.</i> 

 #comment 

22 select collectionid, shortname, versionid, lastupdate<br />from 
AmCollection<br />order by lastupdate<br />limit 4; 

  

23 Let C1 be the first collection in the list.<br />Let C4 be the last collection in 
the list. 

  

24 C1_lastupdate_time = lastupdate of C1 in &quot;YYYY-MM-DD 
HH:MM:SS&quot; [quotes are required].<br />C4_lastupdate_time = 
lastupdate of C4  in &quot;YYYY-MM-DD HH:MM:SS&quot; [quotes are 
required]. 

  

25 EcBmBMGTManualStart &lt;MODE&gt; --starttime 
&lt;C1_lastupdate_time&gt; --endtime &lt;C4_lastupdate_time&gt; --metc --
lastupdate 
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# Action Expected Result Notes 
26 <i>V-3 Verify that the export operation in S-2 results in the export of a single 

HTTP PUT containing the full collection metadata for each collection which 
was updated during the specified time range (with the exception noted in V-
4).</i> 

 #comment 

27 <i>V-4 Verify that the collection which was updated at the start time of the 
specified range is exported, but that the collection updated at the end of the 
range is not.</i> 

 #comment 

28 Verify that the TCP proxy shows an HTTP PUT request each for Collection 
C1, C2, C3.<br /><br />(There may be more than one HTTP request, e.g., if 
there are network issues.) 

  

29 Verify that the TCP proxy does not show any request for collection C4.   
30 Verify that the TCP proxy shows that the export request contains the full 

collection metadata for each of the Collections C1, C2, C3. 
  

 
 
TEST DATA: 
 
 
 
 

Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

      
 4 collections with 
granules 

          

                  

 
EXPECTED RESULTS: 
# 
 
Pre-Conditions 
 
  
 
# 
 
Setup 
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#S-1 Identify two granules within a collection and their last update times. 
 
Ensure that there are other granules updated in between those times within the same collection. 
 
Request the export of granule metadata for the collection, specifying the datetime range defined by the two identified update times and specifying that 
the range shall apply to update times. 
 
#S-2 Identify two collections and their update times. 
 
Ensure that there are other collections updated between those times. 
 
Request the export of collection metadata, without specifying a collection, but specifying the datetime range defined by the two identified update times 
and specifying that the range shall apply to update times. 
 
# 
 
Verification 
 
  
 
#V-1 Verify that the export operation in S-1 results in the export of a single HTTP PUT containing the full granule metadata - or HTTP DELETE, 
depending on the granule’s current state - for each granule in the specified collection which was updated during the specified time range (with the 
exception noted in V-2). 
 
#V-2 Verify that the granule which was updated at the start time of the specified range is exported, but that the granule updated at the end of the range 
is not. 
 
#V-3 Verify that the export operation in S-2 results in the export of a single HTTP PUT containing the full collection metadata for each collection which 
was updated during the specified time range (with the exception noted in V-4). 
 
#V-4 Verify that the collection which was updated at the start time of the specified range is exported, but that the collection updated at the end of the 
range is not.# 
 
Pre-Conditions 
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# 
 
Setup 
 
  
 
#S-1 Identify two granules within a collection and their last update times. 
 
Ensure that there are other granules updated in between those times within the same collection. 
 
Request the export of granule metadata for the collection, specifying the datetime range defined by the two identified update times and specifying that 
the range shall apply to update times. 
 
#S-2 Identify two collections and their update times. 
 
Ensure that there are other collections updated between those times. 
 
Request the export of collection metadata, without specifying a collection, but specifying the datetime range defined by the two identified update times 
and specifying that the range shall apply to update times. 
 
# 
 
Verification 
 
  
 
#V-1 Verify that the export operation in S-1 results in the export of a single HTTP PUT containing the full granule metadata - or HTTP DELETE, 
depending on the granule’s current state - for each granule in the specified collection which was updated during the specified time range (with the 
exception noted in V-2). 
 
#V-2 Verify that the granule which was updated at the start time of the specified range is exported, but that the granule updated at the end of the range 
is not. 
 
#V-3 Verify that the export operation in S-2 results in the export of a single HTTP PUT containing the full collection metadata for each collection which 
was updated during the specified time range (with the exception noted in V-4). 
 
#V-4 Verify that the collection which was updated at the start time of the specified range is exported, but that the collection updated at the end of the 
range is not. 
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   V  210  1  Verify that the export operation in S-1 results in the export of a single HTTP PUT containing the full granule metadata - 
or HTTP DELETE, depending on the granule’s current state - for each granule in the specified collection which was 
updated during the specified time range (with the exception noted in V-2).    

      

   V  210  2  Verify that the granule which was updated at the start time of the specified range is exported, but that the granule 
updated at the end of the range is not.  

      

   V  210  3  Verify that the export operation in S-2 results in the export of a single HTTP PUT containing the full collection metadata 
for each collection which was updated during the specified time range (with the exception noted in V-4).    

      

   V  210  4  Verify that the collection which was updated at the start time of the specified range is exported, but that the collection 
updated at the end of the range is not.  

      

 

625 MANUAL EXPORT - MANUAL GRANULE UPDATES (ECS-ECSTC-3035) 

DESCRIPTION: 
 
 
 
 
 
 
 
 

   S  220  1  [Manual Export - Manual Granule Updates] Record the start time of the criteria.  Identify the following public 
collections for use in this test:  
 

a. AMSR collection configured for QA and PH.  
 

b. Collection configured for HDF MAP.  
 

c. Collection with browse.  
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d. MISR Level 1 collection.  
 

e. MISBR  
 

   S  220  2  Publish a hidden QA granule linked to a science granule in one of the selected collections.        

   S  220  3  Publish a hidden PH granule linked to a science granule in one of the selected collections.        

   S  220  4  Regenerate the HDF_MAP for a science granule in one of the selected collections.        

   S  220  5  Modify the browse link for a science granule in one of the selected collections.        

   S  220  6  Publish a MISBR granule which is associated with a MISR Level 1 granule, as well as a MISBR granule (possibly the 
same granule) which is associated with a MISR Level 2 granule.  

      

   S  220  7  Using the command line utility or GUI, request the export of granule metadata for the chosen collections, specifying a 
start time equal to the beginning time of the test (leave end time blank), and specifying selection by update time.    

      

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 <i>Use /tools/common/test/BE_82_01/bin/xpath to search for XML 

elements.</i> 
 #comment 

3 Ensure BMGT configuration is current and correct (config files, properties 
files, database settings, etc.). 

  

4 Ensure a PostgreSQL prompt is available and connected to the ecs database.   
5 Verify ECHO REST API service connections to ECHO connected to ECHO 

REST API successfully 
  

6 Verify test data is avilable under 
/sotestdata/DROP_802/BE_82_01/Criteria/220. 

  

7 Ensure a mock ECHO or TCP proxy is capturing BMGT traffic.   
8 <i>Setup</i>  #comment 
9 Ensure Collections C1, C2, C3, C4, C5 has been installed in the mode.   
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# Action Expected Result Notes 
10 Ensure Collections C1, C2, C3, C4, C5 are enabled for Collection and 

Granule Export. 
  

11 <i>S-1 Record the start time of the criteria.<br />Identify the following 
public collections for use in this test:<br />    a) AMSR collection configured 
for QA and PH.<br />    b) Collection configured for HDF MAP.<br />    c) 
Collection with browse.<br />    d) MISR Level 1 collection.<br />    e) 
MISBR</i> 

 #comment 

12 Ensure the Collection C1 is an AMSR collection configured to have QA and 
PH ancillary granules. 

  

13 Ensure that Collection  C2 is a collection that can be configured for HDF 
Map. 

  

14 Ensure that Collection C3 is a Collection with browse granules.   
15 Ensure that Collection C4 is a MISR Level 1 Collection   
16 Ensure that Collection C5 has MISBR granules.   
17 Ensure that all science granules used in the test have been ingested into the 

public data pool. 
  

18 Ensure that all science granules used in this test have been exported to 
ECHO. 

  

19 Ensure the QA, PH, and MISBR granules are in the hidden data pool.   
20 Record start time as t_start_time   
21 <i>S-2 Publish a hidden QA granule linked to a science granule in one of the 

selected collections.</i> 
 #comment 

22 Ingest granules g1 and g2.   
23 Ingest QA granule qa_1 associated to public Science granule g1 with default 

publishing turned off into Collection C1 
  

24 Publish the hidden QA granule qa_1<br />EcDlPublishStart &lt;MODE&gt; -
ecs -g &lt;granuleid_qa_1&gt; 

  

25 <i>S-3 Publish a hidden PH granule linked to a science granule in one of the 
selected collections.</i> 

 #comment 

26 Ingest PH granule ph_1 linked to Science granule g2  with default publishing 
turned off into Collection C1 

  

27 Publish the hidden PH granule ph_1<br />EcDlPublishStart &lt;MODE&gt; -
ecs -g &lt;granuleid_ph_1&gt; 

  

28 <i>S-4 Regenerate the HDF_MAP for a science granule in one of the selected 
collections.</i> 

 #comment 

29 Ingest Science granule g3 that can be enabled for map generation into   
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# Action Expected Result Notes 
Collection C2 

30 Generate HDF Map granule hdf_1 manually and publish the granule<br 
/>EcAmInsertMapGenerationRequest.pl -mode &lt;MODE&gt; -g 
&lt;granule_A&gt;<br />EcDlPublishStart &lt;MODE&gt; -ecs -g 
&lt;granule_hdf_1&gt; 

  

31 <i>S-5 Modify the browse link for a science granule in one of the selected 
collections.</i> 

 #comment 

32 Ingest a browse granule br_1 linked to science granule g4 into Collection C3   
33 Ingest the browse granule br_1 with a new linkage file into Collection C3   
34 <i>S-6 Publish a MISBR granule which is associated with a MISR Level 1 

granule, as well as a MISBR granule (possibly the same granule) which is 
associated with a MISR Level 2 granule.</i> 

 #comment 

35 Ensure that in EcDlInsertUtility.properties file,<br 
/>MISR_SPECIAL_PROCESSING=Y 

  

36 Ingest MISR level 1 or 2 granule gr_misr_1 to Collection C4.<br /><br 
/>dsmdmisrprocessingcriteria table should have entries for  the science and 
the misrbrowse 

  

37 Ingest and publish a MISBR granule gr_misrbr_1 linked to gr_misr_1 to 
Collection C4 

  

38 Ingest a MISBR granule gr_misbr_2 to Collection C5   
39 Ingest and publish a MISR granule gr_misr_2 linked to gr_misbr_2 to 

Collection C5 
  

40 <i>S-7 Using the command line utility or GUI, request the export of granule 
metadata for the chosen collections, specifying a start time equal to the 
beginning time of the test (leave end time blank), and specifying selection by 
update time.</i> 

 #comment 

41 EcBmBMGTManualStart &lt;MODE&gt; --starttime &lt;t_start_time&gt; --
lastupdate --metg --collections 
&lt;C1_shortname&gt;.&lt;C1_versionid&gt;,&lt;C2_shortname&gt;.&lt;C2
_versionid&gt;,&lt;C3_shortname&gt;.&lt;C3_versionid&gt;,&lt;C4_shortna
me&gt;.&lt;C4_versionid&gt;,&lt;C5_shortname&gt;.&lt;C5_versionid&gt; 

  

42 <i>Verification</i>  #comment 
43 <i>V-1 Verify that the granules used for S-1 – S-4 are exported by 

BMGT.</i> 
 #comment 

44 <i>V-2 Verify that the exports of the granules in S-1 – S-4 contain the full 
granule metadata, including, as applicable, the QA, PH, and HDF map URLS 
(reflecting the correct URLs after the update).</i> 

 #comment 
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# Action Expected Result Notes 
45 Verify that the TCP proxy shows an HTTP PUT request for granule g1.<br 

/><br />(There may be more than one HTTP request, e.g., if there are 
network issues.) 

  

46 Verify that the TCP proxy shows that the HTTP PUT request contains the full 
granule metadata for g1. 

  

47 Verify that the TCP proxy shows that the metadata exported for granule g1 
contains the URL for QA granule qa_1.<br /><br />xpath 
/Granule/OnlineResources g1.xml<br />should contain an OnlineResource 
element of type &quot;Quality Assurance&quot; and the URL of qa_1. 

  

48 Verify that the TCP proxy shows an HTTP PUT request for granule g2.<br 
/><br />(There may be more than one HTTP request, e.g., if there are 
network issues.) 

  

49 Verify that the TCP proxy shows that the HTTP PUT request contains the full 
granule metadata for g2. 

  

50 Verify that the TCP proxy shows that the metadata exported for granule g2 
contains the URL for PH granule ph_1:<br /><br />xpath 
/Granule/OnlineResources g2.xml<br />should contain an OnlineResource 
element of type &quot;Production History&quot; and the URL of ph1 

  

51 Verify that the TCP proxy shows an HTTP PUT request for granule g3.<br 
/><br />(There may be more than one HTTP request, e.g., if there are 
network issues.) 

  

52 Verify that the TCP proxy shows that the HTTP PUT request contains the full 
granule metadata for g3 

  

53 Verify that the TCP proxy shows that the metadata exported for granule g3 
contains the URL for HDF Map granule hdf_1:<br /><br />xpath 
/Granule/OnlineResources g3.xml<br />should contain an OnlineResource 
element of type &quot;HDF Map&quot; and the URL of hdf_1 

  

54 Verify that the TCP proxy shows an HTTP PUT request for granule g4.<br 
/><br />(There may be more than one HTTP request, e.g., if there are 
network issues.) 

  

55 Verify that the TCP proxy shows that the HTTP PUT request contains the full 
granule metadata for g4. 

  

56 Verify that the TCP proxy shows that the metadata exported for granule g4 
contains the URL for browse granule br_1:<br /><br />xpath 
/Granule/OnlineResources g4.xml<br />should contain an OnlineResource 
element of type &quot;BROWSE&quot; and the URL of br_1. 

  

57 Verify that the TCP proxy shows an HTTP PUT request for granule   
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# Action Expected Result Notes 
gr_misr_1.<br /><br />(There may be more than one HTTP request, e.g., if 
there are network issues.) 

58 Verify that the TCP proxy shows that the HTTP PUT request contains the full 
granule metadata for gr_misr_1. 

  

59 Verify that the TCP proxy shows that the metadata exported for granule 
gr_misr_1 contains the URL for browse granule gr_misbr_1:<br /><br 
/>xpath /Granule/OnlineResources gr_misr_1.xml<br />should contain an 
OnlineResource element of type &quot;BROWSE&quot; and the URL of 
gr_misbr_1 

  

60 Verify that the TCP proxy shows an HTTP PUT request for granule 
gr_misr_2.<br /><br />(There may be more than one HTTP request, e.g., if 
there are network issues.) 

  

61 Verify that the TCP proxy shows that the HTTP PUT request contains the full 
granule metadata for gr_misr_2. 

  

62 Verify that the TCP proxy shows that the metadata exported for granule 
gr_misr_2 contains the URL for browse granule gr_misrbr_2:<br /><br 
/>xpath /Granule/OnlineResources gr_misr_2.xml<br />should contain an 
OnlineResource element of type &quot;BROWSE&quot; and the URL of 
gr_misbr_2 

  

63 <i>V-3 Verify that the exports of the granules in S-5 – S-6 contain the full 
granule metadata, including the correct browse linkage URLs, in addition to 
SCIENCE, METADATA, etc. URLs.</i> 

 #comment 

64 Verify that the TCP proxy shows in the HTTP PUT request for each 
granule:<br /><br /><br />xpath 
/Granule/OnlineAccessURLs/OnlineAccessURL<br />with the correct url to 
the granule data file.<br /><br />xpath 
/Granule/OnlineResources/OnlineResource<br />with Type = METADATA 
and the correct URL to the granule metadata file. 

  

 
 
TEST DATA: 
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Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

220   
AMSR 
Collection C1 

1 PH granule, 1 
QA granule 

      /sotestdata/DROP_802/BE_82_01/Criteria/220   

220   Collection C2 
HDF Map granule 
generation capable 

      /sotestdata/DROP_802/BE_82_01/Criteria/220   

    Collection C3 
with browse 
granules 

      /sotestdata/DROP_802/BE_82_01/Criteria/220   

    
Collection C4 
MISR -1  

MISR-1 and 
MISRBR-1 
granules 

      /sotestdata/DROP_802/BE_82_01/Criteria/220   

    Collection C5 
MISR-2 and 
MISRBR-2 
granules 

      /sotestdata/DROP_802/BE_82_01/Criteria/220   

 
EXPECTED RESULTS: 
 
 
 
 

   V  220  1  Verify that the granules used for S-1 – S-4 are exported by BMGT.          

   V  220  2  Verify that the exports of the granules in S-1 – S-4 contain the full granule metadata, including, as applicable, the QA, 
PH, and HDF map URLS (reflecting the correct URLs after the update).  

      

   V  220  3  Verify that the exports of the granules in S-5 – S-6 contain the full granule metadata, including the correct browse 
linkage URLs, in addition to SCIENCE, METADATA, etc. URLs.  
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626 MANUAL EXPORT - MULTIPLE OPTIONS/SELECT BY GROUP (ECS-ECSTC-3036) 

DESCRIPTION: 
 
 

   S  230  1  [Manual Export - Multiple Options/Select by Group] 
Request the manual export of both granule and 
collection metadata for all collections in a particular 
Datapool Group. Specify a time range and indicate that 
the range shall apply to update time.  Also specify the 
export of inserts only.  

      

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure BMGT configuration is current, complete, and correct (config files, 

properties files, database settings, etc.). 
  

3 Ensure a PostgreSQL prompt is available and connected to the ecs 
database:<br /><br />/tools/postgres/current32/bin/psql -U ${USERNAME} -
h f4dbl03 -d ecs<br />select public.set_search_path('AIM', '${MODE}');<br 
/>show search_path; 

Should list the schemas installed in the 
mode.<br />Should include 
'aim_${MODE}'. 

 

4 Ensure the test collections are installed. E.g., the DPL Ingest GUI shows the 
collections as configured data types. 

  

5 Ensure the test collections are all in the same data pool group, either in the 
Data Pool Maintenance GUI or by a query:<br /><br />select shortname, 
versionid, groupid<br />from amcollection<br />where shortname in (<br />  
'MCD15A2', 'MCD15A3', 'MCD43A1', 'MCD43A2'<br />)<br />and 
versionid = 5; 

All collections should have the same 
value for groupid. 

 

6 Ensure the tests collections are enabled for collection and granule export. For 
each test collection,<br /><br />select  granuleexportflag , 
collectionexportflag<br />from bg_collection_configuration<br />where 
shortname = ${SHORTNAME}<br />and versionid = ${VERSIONID}<br 
/><br />If either export flag is not 'Y', set them:<br />update 
bg_collection_configuration<br />set collectionexportflag = 'Y', 
granuleexportflag = 'Y'<br />where shortname = ${SHORTNAME}<br 
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# Action Expected Result Notes 
/>and versionid = ${VERSIONID}<br /><br />If a collection was newly 
enabled for export in this step, wait for it and its granules to be exported. 

7 Ensure ECHO has the test collections' metadata. For each test collection,<br 
/><br />curl -k -H Echo-Token:${TOKEN} 
https://testbed.echo.nasa.gov/catalog-
rest/providers/${PROVIDERID}/${URL_ENCODED_DATASETID}<br 
/><br />If ECHO is missing the collection, export it:<br /><br 
/>EcBmBMGTManualStart ${MODE} --metc --collections 
${SHORTNAME}.${VERSIONID} 

  

8 <i>Setup</i>  #comment 
9 <i>S-1 Request the manual export of both granule and collection metadata 

for all collections in a particular Datapool Group.<br />Specify a time range 
and indicate that the range shall apply to update time.<br />Also specify the 
export of inserts only.</i> 

 #comment 

10 Ingest granules g1, g2 into Collection C1   
11 Record the update start time t_start_time   
12 Ingest granules g3, g4 into Collection C2   
13 Ingest granules g5, g6 into Collection C3   
14 update C4:<br /><br />update amcollection<br />set lastupdate = now()<br 

/>where Shortname = &lt;C4.ShortName&gt;<br />and VersionId = 
&lt;C4.VersionId&gt;; 

  

15 Logically Delete granule g5:<br /><br />./EcDsBulkDelete.pl -physical -user 
&lt;dbuser&gt; -password &lt;passwd&gt; -geoidfile /path/to/geoids_g5.txt 

  

16 Record the update end time t_end_time   
17 Ingest granules g7, g8 into Collection C4   
18 Wait for all granule and collection inserts and deletes to be exported.   
19 EcBmBMGTManualStart &lt;MODE&gt; --metc --metg --groups 

&lt;G1&gt; --starttime &lt;t_start_time&gt; --endtime &lt;t_end_time&gt; --
lastupdate --insertonly 

  

20 <i>V-1 Verify that the operation in S-1 results in the export of an HTTP PUT 
containing the metadata for each collection, and each granule in each 
collection, which belongs to the specified datapool collection group, was 
updated within the specified range, and is not logically deleted.<br />Verify 
that no HTTP DELETEs are exported.</i> 

 #comment 

21 Verify that the TCP proxy log shows an HTTP PUT request  for Collection 
C4.<br /><br />(There may be more than one HTTP request, e.g., if there are 
network issues.) 
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# Action Expected Result Notes 
22 Verify that the TCP proxy log shows an HTTP PUT request for granules g3, 

g4 and g6.<br /><br />(There may be more than one HTTP request, e.g., if 
there are network issues.) 

  

23 Verify that the TCP proxy log shows that each request has complete granule 
metadata for granules g3, g4, g6. 

  

24 Verify the TCP proxy log shows no PUTs for granules g1, g2, g7, g8 ingested 
outside the specified range. 

  

25 Verify that the TCP proxy log shows no HTTP DELETE requests after 
t_end_time. 

  

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

230   

4 collections in the 
same data pool 
group with 2 
science granules 
each 

MCD15A2.005 
 
MCD15A3.005 
 
MCD43A1.005 
 
MCD43A2.005 

      /sotestdata/DROP_802/BE_82_01/Criteria/230   

 
EXPECTED RESULTS: 
 
 

   V  230  1  Verify that the operation in S-1 results in the export of 
an HTTP PUT containing the metadata for each 
collection, and each granule in each collection, which 
belongs to the specified datapool collection group, was 
updated within the specified range, and is not logically 
deleted.  Verify that no HTTP DELETEs are exported.  
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627 MANUAL EXPORT - NOMINAL (ECS-ECSTC-3037) 

DESCRIPTION: 
 
 
 
 

   S  240  1  [Manual Export - Nominal] Via the BMGT GUI, suspend the processing of manual exports.        

   S  240  2  Use the command line or GUI interface to request a manual export of granule and/or collection metadata.  Ensure that 
the ECS mode is specified either on the command line or in the GUI URL.  

      

   S  240  3  Via the BMGT GUI resume the processing of manual exports.        

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Verify configurations - config files, properties files or database settings 

validate correctly for mode, host, and application 
  

3 Verify database connections to ecs connected to ecs db successfully in the 
configured mode 

  

4 Verify ECHO REST API service connections to ECHO connected to ECHO 
REST API successfully 

  

5 Verify collections under  /sotestdata/DROP_802/BE_82_01/240 with ECS 
metadata 

  

6 Ensure a mock ECHO or TCP proxy is configured to capture and log BMGT 
requests. 

  

7 <i>Setup</i>  #comment 
8 Ensure a Collections C1 has been installed in the mode.   
9 Verify Collection C1 enabled for Collection and Granule Export.   
10 <i>S-1 Via the BMGT GUI, suspend the processing of manual exports.</i>  #comment 
11 Suspend the Manual Export (MAN) queue on BMGT GUI.   
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# Action Expected Result Notes 
12 <i>S-2 Use the command line or GUI interface to request a manual export of 

granule and/or collection metadata.<br />Ensure that the ECS mode is 
specified either on the command line or in the GUI URL.</i> 

 #comment 

13 EcBmBMGTManualStart &lt;MODE&gt; --metc --collections 
&lt;C1_shortname&gt;.&lt;C1_versionid&gt; 

  

14 EcBmBMGTManualStart &lt;MODE&gt; --metg --collections 
&lt;C1_shortname&gt;.&lt;C1_versionid&gt; 

  

15 <i>V-1 Verify that prior to resumption of processing in S-3, the requested 
operations are visible on the queue, but are not exported</i> 

 #comment 

16 Verify that the GUI displays the requests in the &quot;PENDING&quot; 
state. 

  

17 <i>V-2 Verify that each of the requested items (collection or granule) appears 
in the BMGT export request queue (viewed through the GUI), and indicates 
that it is a manual export.</i> 

 #comment 

18 Verify that the requests shown on the GUI indicate they are manual export 
requests. 

  

19 <i>S-3 Via the BMGT GUI resume the processing of manual exports.</i>  #comment 
20 Resume the manual (MAN) queue on BMGT GUI.   
21 <i>V-3 Verify that each of the enqueued export requests results in exactly 

one export to ECHO (or an ECHO stand-in).</i> 
 #comment 

22 Verify that the TCP proxy shows an HTTP request for each request shown 
queued in the GUI.<br /><br />(There may be more than one HTTP request, 
e.g., if there are network issues.) 

  

23 <i>V-4 Verify that when the manual process is started, a message is printed 
to the log, followed by another message when all requests have been added to 
the queue.  Verify that the logs are written to the conventional ECS location 
(i.e. under /usr/ecs/&lt;MODE&gt;/CUSTOM/logs) and indicate the time at 
which initiation of the manual export started and completed, as well as how 
many items were enqueued for export.</i> 

 #comment 

24 Verify that the EcBmBMGTManualDriver.log is under 
usr/ecs/&lt;MODE&gt;/CUSTOM/logs/&lt;BMGT_LOG&gt; 

  

25 Verify that the  EcBmBMGTManualDriver.log contains a message that 
manual export process was started 

  

26 Verify that the EcBmBMGTManualDriver.log contains a message that all 
requests have been added to the queue 

  

27 Verify that the EcBmBMGTDispatcher.log contains the time of start of 
manual export 
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# Action Expected Result Notes 
28 Verify that the EcBmBMGTDispatcher.log contains the time of completion 

of the manual export 
  

29 Verify that the EcBmBMGTManualDriver.log contains a message with the 
number of items enqueued for export 

  

30 <i>V-5 Verify that the options specified on the command line (or in the GUI) 
for the initiation of a manual export are printed to the log file.</i> 

 #comment 

31 Verify that the EcBmBMGTManualDriver.log contains a message showinfg 
the options used to start the manual export 

  

32 <i>V-6 Verify that the database and the log files contain information on the 
progress of each request through the system such that it is possible to identify 
when the metadata was generated, when the export was sent to ECHO, and 
when the response was received, etc.</i> 

 #comment 

33 Verify that bg_export_request contains requests for each of the granules and 
the collection C1 

  

34 Verify that the bg_export_activity table shows the requests for each of the 
granules and the collection C1 

  

35 Verify that the bg_export_error table shows any errors in the export requests   
36 Verify that the EcBmBMGTGenerator.log contains a message showing when 

the metadata was generated for each request 
  

37 Verify that the EcBmBMGTExporter.log contains a message showing when 
the export was sent to ECHO for each request 

  

38 Verify that the EcBmBMGTExporter.log contains a message showing when 
the response was received from ECHO for each request 

  

39 <i>V-7 Verify that the BMGT GUI displays the completed export events, 
indicating that they were the result of a manual export.  Verify that it 
indicates that the requests were successfully exported and indicates the time 
of export as well as granule or collection ID.</i> 

 #comment 

40 Verify that the bmgt GUI indicates that the exports have completed.   
41 Verify that the bmgt GUI indicates that the export requests were a result of a 

manual export 
  

42 Verify that the bmgt GUI indicates that the requests were sucessful.   
43 Verify that the bmgt GUI lists the time of export for each request   
44 Verify that the bmgt lGUI lists the granule or collection ID for each request   
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TEST DATA: 
 
 
 
 

Crit 
id 

Crit ccr 
no 

Test Data Description 
Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

    
 a collection with granules to 
test manual export 

            

                  

 
EXPECTED RESULTS: 
 
 
 
 
 
 
 
 

   V  240  1  Verify that prior to resumption of processing in S-3, the requested operations are visible on the queue, but are not exported        

   V  240  2  Verify that each of the requested items (collection or granule) appears in the BMGT export request queue (viewed through 
the GUI), and indicates that it is a manual export.  

      

   V  240  3  Verify that each of the enqueued export requests results in exactly one export to ECHO (or an ECHO stand-in).        

   V  240  4  Verify that when the manual process is started, a message is printed to the log, followed by another message when all 
requests have been added to the queue.  Verify that the logs are written to the conventional ECS location (i.e. under 
/usr/ecs/<MODE>/CUSTOM/logs) and indicate the time at which initiation of the manual export started and completed, as 
well as how many items were enqueued for export.  

      

   V  240  5  Verify that the options specified on the command line (or in the GUI) for the initiation of a manual export are printed to the 
log file.  
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   V  240  6  Verify that the database and the log files contain information on the progress of each request through the system such that it 
is possible to identify when the metadata was generated, when the export was sent to ECHO, and when the response was 
received, etc[TR1] [TG2] .    

      

   V  240  7  Verify that the BMGT GUI displays the completed export events, indicating that they were the result of a manual export. 
 Verify that it indicates that the requests were successfully exported and indicates the time of export as well as granule or 
collection ID.    

      

  
 

628 MANUAL EXPORT – INVOCATION VIA GUI[A] SINGLE GRANULE (ECS-ECSTC-3038) 

DESCRIPTION: 
 
 

   S  241  1  [Manual Export – Invocation via GUI] Use the 
BMGT GUI to invoke manual export of metadata for 
the following:  
 

a. Granule metadata for a single granule.  
 

b. Granule metadata for all granules in a 
collection.  
 

c. Collection metadata for multiple collections.  
 

d. Granule and collection metadata for all 
collections in a Datapool Group.  
 

e. Granule deletions for all logically deleted 
granules in a collection.  
 

f. Granule metadata for all non-deleted granules 
in a collection.  
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PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure collection C1 is installed.   
3 Ensure collection C1 is enabled for collection and granule export.   
4 Ensure granule G1 is in AIM.   
5 Ensure a TCP proxy or mock ECHO is capturing BMGT traffic.   
6 <i>Setup</i>  #comment 
7 <i>S-1 Use the BMGT GUI to invoke manual export of metadata for the 

following:<br />    a) Granule metadata for a single granule.</i> 
 #comment 

8 [FIXME] Use the BMGT GUI to export metadata for granule G1.   
9 <i>Verification</i>  #comment 
10 <i>V-1 Verify that the operation in S-1 results in the following exports:<br />   

a) Single HTTP PUT.</i> 
 #comment 

11 Verify a single HTTP PUT is sent for granule G1.   

 
 
TEST DATA: 
 
 
 
 

Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata Requirements 
Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

        
1 collection (C1) with 4 granules 
(G1, G2, G3, G4) 

        

        
1 collection (C2) with 3 granules 
(G5, G6, G7) 

        

 
EXPECTED RESULTS: 
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   V  241  1  Verify that the operation in S-1 results in the following 
exports:  
 

7. Single HTTP PUT.  
 

8. HTTP PUT for each granule in the collection.  
 

9. HTTP PUT for each specified collection.  
 

10. HTTP PUT for each granule and collection in 
the specified group.  
 

11. HTTP DELETE for each logically deleted 
granule in the specified collection.  
 

12. HTTP PUT for each non-deleted granule in the 
specified collection.  
 

      

 

629 MANUAL EXPORT – INVOCATION VIA COMMAND LINE[A]: GRANULES W/ GRANULE ARGS 
(ECS-ECSTC-3039) 

DESCRIPTION: 
 
 

   S  242  1  [Manual Export – Invocation via Command Line] 
From the command line invoke manual export of 
metadata for the following:  
 

a. Granule metadata for multiple granules, 
specified on the command line.  
 

b. Granule metadata for multiple granules, 
specified in an input file.  
 

c. Granule metadata for all granules in a 
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collection, specified on the command line.  
 

d. Granule metadata for all granules in a 
collection, specified in an input file.  
 

e. Collection metadata for multiple collections, 
specified on the command line.  
 

f. Collection metadata for multiple collections, 
specified in an input file.  
 

g. Granule and collection metadata for all 
collections in a Datapool Group, specified on 
the command line.  
 

h. Granule and collection metadata for all 
collections in a Datapool Group, specified in 
an input file.  
 

i. Granule deletions for all logically deleted 
granules in a collection, specified on the 
command line.  
 

j. Granule deletions for all logically deleted 
granules in a collection, specified in an input 
file.  
 

k. Granule metadata for all non-deleted granules 
in a collection, specified on the command line.  
 

l. Granule metadata for all non-deleted granules 
in a collection, specified in an input file.  
 

 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure a TCP proxy or mock ECHO is capturing BMGT HTTP traffic.   
3 Ensure the test granules' collection is installed. (ESDT Verification script)   
4 Ensure the test granules' collection is configured for collection and granule 

export. 
  

5 Ensure the test granules are ingested.   
6 <i>Setup</i>  #comment 
7 <i>S-1 From the command line invoke manual export of metadata for<br />    

a) Granule metadata for multiple granules, specified on the command 
line.</i> 

 #comment 

8 Run BMGT manual export on granules G1, G2, G3, using GranuleIds for G1, 
G3, and geoid for G2:<br /><br />EcBmBMGTManualStart --mode 
&lt;MODE&gt; --metg --granules 
&lt;G1_GRANULE_ID&gt;,SC:&lt;G2_ESDT&gt;:&lt;G2_GRANULE_ID
&gt;,&lt;G3_GRANULE_ID&gt; 

  

9 <i>Verification</i>  #comment 
10 <i>V-1 Verify that the operation in S-1 results in<br />    a) Single HTTP 

PUT for each granule.</i> 
 #comment 

11 Verify a single HTTP PUT is sent for each granule G1, G2, G3. from the 
tcp.log (/tools/common/test/BE_82_01/proxy/&lt;MODE&gt;/tcp.log) 

  

12 Repeat the test, replacing the --granules option with the short form: -g   

 
 
TEST DATA: 
Test data is under /sotestdata/DROP_802/BE_82_01/Criteria/242 
 
  
 
  
 
 
 
 
 
 
 



 

2075 
 

 
 
 
 
 
 
 

Crit id 
Crit ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata Requirements 
Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

242 S-
1a 

      3 granules (G1 ... G3)     242_1_A   

242 S-
1b 

      3 granules (G4 ... G6)     242_1_B   

242 S-
1c 

      
1 collection (C1) with 3 granules 
(G7 ... G9) 

    242_1_C   

242 S-
1d 

      
1 collection (C2) with 3 granules 
(G10 ... G12) 

    242_1_D   

242 S-
1e 

      3 collections (C3 ... C5)     242_1_E   

242 S-
1f 

      3 collections (C6 ... C8)     242_1_F   

242 S-
1g 

      

1 collection (C9) with 3 granules 
(G13 ... G15) 
 
  
 
1 collection (C10) with 3 
granules (G16 ... G18) 

    242_1_G   

242 S-
1h 

      
1 collection (C11) with 3 
granules (G19 ... G21) 

    242_1_H   

242 S-
1i 

      
1 collection (C12) with 6 
granules (G22 ... G27) 

    242_1_I   

242 S-
1j 

      
1 collection (C13) with 6 
granules (G28 ... G33) 

    242_1_J   
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Crit id 
Crit ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata Requirements 
Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

242 S-
1k 

      
1 collection (C14) with 6 
granules (G34 ... G39) 

    242_1_K   

242 S-
1l 

      
1 collection (C15) with 6 
granules (G40 ... G45) 

    242_1_L   

 
EXPECTED RESULTS: 
 
 

   V  242  1  Verify that the operation in S-1 results in the following 
exports:  
 

13. Single HTTP PUT.  
 

14. Single HTTP PUT.  
 

15. HTTP PUT for each granule in the collection.  
 

16. HTTP PUT for each granule in the collection.  
 

17. HTTP PUT for each specified collection.  
 

18. HTTP PUT for each specified collection.  
 

19. HTTP PUT for each granule and collection in 
the specified group.  
 

20. HTTP PUT for each granule and collection in 
the specified group.  
 

21. HTTP DELETE for each logically deleted 
granule in the specified collection.  
 

22. HTTP DELETE for each logically deleted 
granule in the specified collection.  
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23. HTTP PUT for each non-deleted granule in the 
specified collection.  
 

24. HTTP PUT for each non-deleted granule in the 
specified collection.  
 

 

630 AUTOMATIC/MANUAL INTERACTION (ECS-ECSTC-3040) 

DESCRIPTION: 
 
 
 
 
 
 
 
 
 

   S  250  1  [Automatic/Manual Interaction] Execute the manual, automatic, and verification drivers in such a way that they run 
concurrently.    

      

   S  250  2  Stop the automatic driver polling process.        

   S  250  3  Update a granule.        

   S  250  4  Initiate a manual export for the granule that was updated in S-3.        

   S  250  5  Start the automatic driver polling process.        

   S  250  6  Pause the processing of export requests in BMGT.        

   S  250  7  Perform the following in the order specified:  
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Create at least 1000 events in the database and allow them to be picked up by the automatic poller (i.e. added to the BMGT 
Export Request table).  Initiate a manual export for at least 1000 granules, initiate a long form verification for at least 1000 
granules, and start an incremental verification with the max number of granules set to at least 1000.  

   S  250  8  Resume processing of export requests in BMGT.        

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure a TCP proxy or mock ECHO is capturing BMGT HTTP traffic.   
3 Ensure the test collection is installed.   
4 Ensure the test collection is enabled for collection and granule export.   
5 Ensure the test granules are ingested.   
6 <i>Setup</i>  #comment 
7 <i>S-2 Stop the automatic driver polling process.</i>  #comment 
8 EcBmBMGTAutoStop &lt;MODE&gt;   
9 <i>S-3 Update a granule.</i>  #comment 
10 Modify a granule's DayNightFlag:<br /><br />update amgranule<br />set 

daynightflag = 'Both'<br />where granuleid = &lt;GRANULE_ID&gt; 
 Note that the dayNightFlag 

is not extracted from the DB 
by BMGT, so this will not 
really result in an update.  It 
probably will however cause 
lastupdatetime to be 
incremented and an event to 
be generated, but the 
resulting export will not 
reflect the new 
dayNightFlag.<br 
/>3/25/2013 -- Goff, 
Timothy 

11 <i>S-4 Initiate a manual export for the granule that was updated in S-3.</i>  #comment 
12 Manually export the updated granule:<br /><br />EcBmBMGTManualStart 

$MODE --metg --granules $GRANULEID 
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# Action Expected Result Notes 
13 <i>S-5 Start the automatic driver polling process.</i>  #comment 
14 EcBmBMGTAutoStart &lt;MODE&gt;   
15 <i>S-6 Pause the processing of export requests in BMGT.</i>  #comment 
16 In the BMGT GUI system status tab, press the 'pause' button next to 

'Dispatcher' 
  

17 <i>S-7 Perform the following in the order specified:<br /><br />Create at 
least 1000 events in the database and allow them to be picked up by the 
automatic poller (i.e. added to the BMGT Export Request table).<br />Initiate 
a manual export for at least 1000 granules.<br />Initiate a long form 
verification for at least 1000 granules.<br />Start an incremental verification 
with the max number of granules set to at least 1000.</i> 

 #comment 

18 Prepare an input file, manual.txt, with 1000 granule IDs for manual export.   
19 Prepare an input file, verification.txt, with 1000 different granule IDs for a 

long form verification. 
  

20 In the BMGT GUI, BMGT Configuration tab, set 
BMGT.Incremental.MaxGranules to at least 1000. 

  

21 Modify 1000 granules' DayNightFlag values:<br /><br />update 
amgranule<br />set daynightflag = 'Both'<br />where granuleid in 
(&lt;GRANULE_ID&gt;,...) 

 See note above.  If the 
intention is just to make a 
chaneg which will cause an 
export this will probably 
work, but need to verify.<br 
/>3/25/2013 -- Goff, 
Timothy 

22 Wait for the update events to be added to the BMGT Export Request table.   
23 In one process, start a manual export:<br /><br />EcBmBMGTManualStart 

&lt;MODE&gt; --metg --granulefile manual.txt 
  

24 In a separate process, start a long form verification:<br /><br 
/>EcBmBMGTManualStart &lt;MODE&gt; --metg --long --granulefile 
verification.txt<br /><br />If given a warning about another process running, 
choose to continue. 

  

25 In a separate process, start an incremental verification:<br /><br 
/>EcBmBMGTManualStart &lt;MODE&gt; --metg --incremental<br /><br 
/>If given a warning about another process running, choose to continue. 

  

26 <i>V-1 Verify that all of the export requests enqueued in S-7 are eligible for 
export at the same time by viewing the export request table prior to resuming 
processing of export requests in BMGT.</i> 

 #comment 

27 From the logs, determine the batch id associated with the manual and   
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# Action Expected Result Notes 
verification exports.  then:<br /><br />select count(1)<br />from 
bm_export_requests<br />where granuleid in 
(&lt;UPDATED_GRANULE_IDS&gt;)<br />or batchid = 
&lt;MANUAL_BATCH_ID&gt;<br />or batchid 
=&lt;VERIFICATION_BATCH_ID&gt;<br />or batchid= 
&lt;INCREMENTAL_BATCH_ID&gt;<br />and status = 'PENDING'<br 
/><br />Verify the count is 4000. 

28 <i>S-8 Resume processing of export requests in BMGT.</i>  #comment 
29 In the BMGT GUI system status tab, press the 'resume' button next to 

'Dispatcher' 
  

30 <i>Verification</i>  #comment 
31 <i>V-2 Verify that the drivers started in S-1 all have processing times which 

overlap (look at start and stop times in the log).</i> 
 #comment 

32 Verify, by inspecting the logs, that the latest start time precedes the earliest 
end time of the manual, long form verification, incremental verification, and 
automatic drivers. 

  

33 <i>V-3 Verify that there are no errors caused by the concurrent execution and 
that none of the drivers are made to wait for another to complete.</i> 

 #comment 

34 Verify no errors appear in any of the BMGT logs while the 4 drivers are 
running. 

  

35 Verify that each driver starts and stops independently of the others by 
verifying that each was instatiated in a separate process and that the drivers 
execute concurrently. 

  

36 <i>V-4 Verify that the exports started in S-1 complete successfully.</i>  #comment 
37 Verify the logs indicate that the manual export completes successfully.   
38 Verify the logs indicate that the long form verification completes 

successfully. 
  

39 Verify the logs indicate that the incremental verification completes 
successfully. 

  

40 Verify the logs indicate that the automatic updates complete successfully.   
41 <i>V-5 Verify that the granule updated in S-3 is successfully exported both 

by the manual export in S-4 and by the automatic export in S-5 by viewing 
that both an automatic and manual export of the granule are listed in the GUI 
for the time frame of this test and are in a terminal and successful state.</i> 

 #comment 

42 Verify the BMGT GUI export request tab shows that the automatic export of 
the updated granule is complete and successful. 

  

43 Verify the BMGT GUI export requests tab shows that the manual export of   
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# Action Expected Result Notes 
the updated granule is complete and successful. 

44 <i>V-6 Verify that the requests enqueued in S-7 are worked off in such a way 
that the manual requests, for example do not have to wait for the automatic 
requests to complete.  Each type of export must be able to work off its 
requests independently of the other types and no type shall have to wait for 
the requests of another type to complete before processing.</i> 

 #comment 

45 Verify the logs and the bg_export_requests table show that manual requests 
and automatic requests are interleaved, with start and stop times indicating 
that manual requests are processed concurrently with automatic requests. 

  

46 <i>V-7 Verify that the exports started in S-7 all complete successfully.</i>  #comment 
47 Verified in V-4.   

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

          4000 granules       

 
EXPECTED RESULTS: 
 
 
 
 
 
 
 
 

   V  250  1  Verify that all of the export requests enqueued in S-7 are eligible for export at the same time by viewing the export request 
table prior to resuming processing of export requests in BMGT.  

      

   V  250  2  Verify that the drivers started in S-1 all have processing times which overlap (look at start and stop times in the log).          
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   V  250  3  Verify that there are no errors caused by the concurrent execution and that none of the drivers are made to wait for another 
to complete.  

      

   V  250  4  Verify that the exports started in S-1 complete successfully.        

   V  250  5  Verify that the granule updated in S-3 is successfully exported both by the manual export in S-4 and by the automatic 
export in S-5 by viewing that both an automatic and manual export of the granule are listed in the GUI for the time frame of 
this test and are in a terminal and successful state.  

      

   V  250  6  Verify that the requests enqueued in S-7 are worked off in such a way that the manual requests, for example do not have to 
wait for the automatic requests to complete.  Each type of export must be able to work off its requests independently of the 
other types and no type shall have to wait for the requests of another type to complete before processing. 

      

   V  250  7  Verify that the exports started in S-7 all complete successfully.         

  
 

631 MANUAL EXPORT ERRORS (ECS-ECSTC-3041) 

DESCRIPTION: 
 
 
 
 
 
 
 
 
 

   S  260  1  [Manual Export Errors] Modify the XML metadata for a granule and the ODL descriptor for a collection such that they 
are invalid and their export attempt will cause a ‘data related error’.  For instance, remove the start or end of an XML or 
ODL group so that the file fails basic validation.  

      

   S  260  2  Modify the XML metadata for a granule and the ODL descriptor file for a collection such that the metadata will validate but 
will be invalid for ingest into ECHO.  For instance, cause the granule or collection start date to be after the end date.  
(Alternatively, if using an ECHO stand-in, ensure that it returns error responses on ingest of these items.)  
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   S  260  3  Perform a manual export of the granules and collections in S-1 and S-2.        

   S  260  4  Request the manual export of granule and collection metadata for a collection which is not enabled for export.        

   S  260  5  Move the metadata file for a granule, such that it will not be found at the location indicated by its database record.        

   S  260  6  Move the descriptor file for a collection, such that it will not be found at the location indicated by its database record.        

   S  260  7  Perform a manual export of the granules and collections in S-5 and S-6.        

   S  260  8  Replace the files moved in S-5 and S-6.        

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure a TCP proxy or mock ECHO is capturing BMGT HTTP traffic.   
3 Ensure the test collections C1, C2, C3, C4 are installed.   
4 Ensure the test collections C1, C2, C4 are enabled for collection and granule 

export. 
  

5 Ensure the test collection C3 is not enabled for collection or granule export.   
6 Ensure the test granules are ingested.   
7 Configure the email address in the bg_configuration_property table to an 

email where verification can be done. 
  

8 <i>Setup</i>  #comment 
9 <i>S-1 Modify the XML metadata for a granule and the ODL descriptor for a 

collection such that they are invalid and their export attempt will cause a 
‘data related error’.<br />For instance, remove the start or end of an XML or 
ODL group so that the file fails basic validation.</i> 

 #comment 

10 Find granule G1's metadata file in the small file archive:<br /><br 
/>/stornext/smallfiles/&lt;MODE&gt;/metadata/&lt;SHORT_NAME&gt;.&lt
;VERSION_ID&gt;/&lt;YEAR&gt;.&lt;MONTH&gt;/&lt;SHORT_NAME&
gt;.&lt;VERSION_ID&gt;.&lt;GRANULE_ID&gt;.xml 

  

11 Copy the file so that it can be restored later.   
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# Action Expected Result Notes 
12 Remove the final closing tag.   
13 Find collection C1's descriptor file:<br /><br 

/>/stornext/smallfiles/&lt;MODE&gt;/descriptor/*&lt;SHORT_NAME&gt;.
&lt;VERSION_ID&gt;.desc 

  

14 Copy the file so it can be restored later.   
15 Remove the final END_GROUP.   
16 <i>S-2 Modify the XML metadata for a granule and the ODL descriptor file 

for a collection such that the metadata will validate but will be invalid for 
ingest into ECHO.<br />For instance, cause the granule or collection start 
date to be after the end date.<br />(Alternatively, if using an ECHO stand-in, 
ensure that it returns error responses on ingest of these items.)</i> 

 #comment 

17 Find granule G2's metadata file in the small file archive:<br /><br 
/>/stornext/smallfiles/&lt;MODE&gt;/metadata/&lt;SHORT_NAME&gt;.&lt
;VERSION_ID&gt;/&lt;YEAR&gt;.&lt;MONTH&gt;/&lt;SHORT_NAME&
gt;.&lt;VERSION_ID&gt;.&lt;GRANULE_ID&gt;.xml 

  

18 Copy the file so it can be restored later.   
19 Change the RangeEndingDate to be 1 year before the 

RangeBeginningDate.<br /><br />Some granules do not have 
RangeBeginningDate and RangeEndingDate.<br />If it has a 
SingleDateTime, change the date to be outside the collection's beginning and 
ending date. 

  

20 Find collection C2's descriptor file:<br /><br 
/>/stornext/smallfiles/&lt;MODE&gt;/descriptor/*&lt;SHORT_NAME&gt;.
&lt;VERSION_ID&gt;.desc 

  

21 Copy the file so it can be restored later.   
22 Change the RangeEndingDate to be 1 year before the RangeBeginningDate.   
23 <i>S-3 Perform a manual export of the granules and collections in S-1 and S-

2.</i> 
 #comment 

24 EcBmBMGTManualStart &lt;MODE&gt; --metc --collections 
&lt;C1&gt;,&lt;C2&gt; 

  

25 Correct the errors in the collection in before request the granule export. If the 
collection export has an error and is blocked the granule will remain pending. 

  

26 EcBmBMGTManualStart &lt;MODE&gt; --metg --granules 
&lt;G1&gt;,&lt;G2&gt; 

  

27 <i>S-4 Request the manual export of granule and collection metadata for a 
collection which is not enabled for export.</i> 

 #comment 

28 Manually export collection C3:<br /><br />EcBmBMGTManualStart   
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# Action Expected Result Notes 
&lt;MODE&gt; --metc --collections &lt;C3&gt; 

29 Manually export a granule belonging to collection C3:<br /><br 
/>EcBmBMGTManualStart &lt;MODE&gt; --metg --granules &lt;G3&gt; 

  

30 <i>S-5 Move the metadata file for a granule, such that it will not be found at 
the location indicated by its database record.</i> 

 #comment 

31 Change to granule G4's metadata directory in the small file archive:<br /><br 
/>cd 
/stornext/smallfiles/&lt;MODE&gt;/metadata/&lt;SHORT_NAME&gt;.&lt;V
ERSION_ID&gt;/&lt;YEAR&gt;.&lt;MONTH&gt; 

  

32 Create a tmp directory below the granule's directory:<br /><br />mkdir tmp   
33 Move the granule's XML file into the tmp directory:<br /><br />mv 

&lt;SHORT_NAME&gt;.&lt;VERSION_ID&gt;.&lt;GRANULE_ID&gt;.x
ml tmp 

  

34 <i>S-6 Move the descriptor file for a collection, such that it will not be found 
at the location indicated by its database record.</i> 

 #comment 

35 Change to the collection's descriptor directory:<br /><br />cd 
/stornext/smallfiles/&lt;MODE&gt;/descriptor/ 

  

36 Create a tmp directory below the descriptor file's directory:<br /><br />mkdir 
tmp 

  

37 Move the descriptor file into the tmp directory.<br /><br />mv 
*&lt;SHORT_NAME&gt;.&lt;VERSION_ID&gt;.desc tmp 

  

38 <i>S-7 Perform a manual export of the granules and collections in S-5 and S-
6.</i> 

 #comment 

39 Manually export collection C4:<br /><br />EcBmBMGTManualStart 
&lt;MODE&gt; --metc --collections &lt;C4&gt; 

  

40 Manually export granule G4:<br /><br />EcBmBMGTManualStart 
&lt;MODE&gt; --metg --granules &lt;G4&gt; 

  

41 <i>S-8 Replace the files moved in S-5 and S-6.</i>  #comment 
42 Restore granule G4's XML file.   
43 Remove the tmp directory.   
44 Restore collection C4's descriptor file.   
45 Remove the tmp directory.   
46 <i>Verification</i>  #comment 
47 <i>V-1 Verify that the exports in S-3 encounter errors.</i>  #comment 
48 Verify the BMGT log indicates collections C1, C2 and granules G1, G2 

encounter errors. 
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# Action Expected Result Notes 
49 <i>V-2 Verify that the export requests for the items in S-1 and S-2 are 

marked as ‘failed’ in the GUI and that the associated errors can be viewed for 
each item.</i> 

 #comment 

50 Verify the BMGT GUI shows export attempts for collections C1, C2 and 
granules G1, G2. 

  

51 Verify in the BMGT GUI exports are maked SKIPPED for collection C1 and 
granule G1; BLOCKED for collection C2 and granule G2. 

  

52 Verify the BMGT GUI allows viewing of errors associated with exports for 
collections C1, C2 and granules G1, G2. 

  

53 <i>V-3 Verify that an email is sent indicating that the items in S-1 failed due 
to a data related error and were skipped.</i> 

 #comment 

54 Verify an email is sent to the the address configured in the BMGT GUI.   
55 Verify the email says that collection C1 and granule G1 failed due to data 

related errors and were skipped. 
  

56 <i>V-4 Verify that an email is sent indicating that the items in S-2 failed due 
to an ECHO ingest error.<br />It is acceptable for this to be in the same email 
as the errors for S-1.</i> 

 #comment 

57 Verify the email says that collection C2 and granule G2 failed due to ECHO 
ingest errors. 

  

58 <i>V-5 Verify that the email messages above list the error messages and the 
number of items which encountered each error.</i> 

 #comment 

59 Verify the email lists the error messages from the BMGT GUI.   
60 Verify the email lists the number of items for each error.   
61 <i>V-6 Verify that messages are printed to the log file for the errors in S-1 

and S-2, including the item (collection or granule) ID, and the reason for the 
error.</i> 

 #comment 

62 Verify errors for collections C1, C2 and granules G1, G2 appear in the 
BMGT log file. 

  

63 Verify the logged errors include collection IDs for C1, C2.   
64 Verify the logged errors include granule IDs for G1, G2.   
65 Verify the logged errors include the reason for each error.   
66 <i>V-7 Verify that in the GUI it is possible to list only those items which 

encountered data related errors.</i> 
 #comment 

67 Verify the BMGT GUI allows filtering on only data related errors.   
68 <i>V-8 Verify that in the GUI it is possible to list only those items which 

encountered ECHO ingest errors.</i> 
 #comment 
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# Action Expected Result Notes 
69 Verify the BMGT GUI allows filtering on only ECHO ingest errors.   
70 <i>V-9 Verify that no HTTP export request was made for the items in S-1, as 

their failure occurred prior  to export and export was therefore ‘skipped’</i> 
 #comment 

71 Verify the mock ECHO records no requests for C1 or G1.   
72 <i>V-10 Verify that for the export attempt in S-4, an error is printed to the 

log indicating that the requested items were not eligible for export.</i> 
 #comment 

73 Verify the BMGT log indicates C3 and G3 were not eligible for export.   
74 <i>V-11 Verify that the items in S-4 are not added to the export request 

queue, and no export attempt is made.</i> 
 #comment 

75 Verify rows for C3 and G3 do not appear in the bg_export_request table.   
76 Verify the ECHO proxy logs no HTTP request for C3 or G3.   
77 <i>V-10 Verify that the export of the granule and collection whose files were 

moved in S-5 and S-6 encounter an error, which is printed in the log.</i> 
 #comment 

78 Verify the BMGT log indicates that exporting C4 and G4 encountered errors.   
79 <i>V-11 Verify that the export of the granule and collection in S-5 and S-6 is 

retried until the files are replaced, at which point the export succeeds.</i> 
 #comment 

80 Verify the BMGT log indicates G4 and C4 exports are retried until the 
metadata and descriptor files are restored. 

  

81 Verify the BMGT log indicates G4 and C4 exports succeed after the metadata 
and descriptor files are restored. 

  

82 <i>V-12 Verify that no email is sent for the errors related to the granule and 
collection in S-5 and S-6.</i> 

 #comment 

83 Verify no email is sent to the configured email address for G4 or C4.   

 
 
TEST DATA: 
 
 
 
 

Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata Requirements 
Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

        
4 collections (C1, C2, C3, 
C4) 

        

        4 granules (G1, G2, G3,         
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Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata Requirements 
Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

G4) 

 
EXPECTED RESULTS: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

   V  260  1  Verify that the exports in S-3 encounter errors.        

   V  260  2  Verify that the export requests for the items in S-1 and S-2 are marked as ‘failed’ in the GUI and that the 
associated errors can be viewed for each item.  

      

   V  260  3  Verify that an email is sent indicating that the items in S-1 failed due to a data related error and were 
skipped.  

      

   V  260  4  Verify that an email is sent indicating that the items in S-2 failed due to an ECHO ingest error.  It is 
acceptable for this to be in the same email as the errors for S-1.  

      

   V  260  5  Verify that the email messages above list the error messages and the number of items which encountered 
each error.  

      

   V  260  6  Verify that messages are printed to the log file for the errors in S-1 and S-2, including the item (collection or 
granule) ID, and the reason for the error.    
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   V  260  7  Verify that in the GUI it is possible to list only those items which encountered data related errors.        

   V  260  8  Verify that in the GUI it is possible to list only those items which encountered ECHO ingest errors.        

   V  260  9  Verify that no HTTP export request was made for the items in S-1, as their failure occurred prior  to export 
and export was therefore ‘skipped’  

      

   V  260  10  Verify that for the export attempt in S-4, an error is printed to the log indicating that the requested items 
were not eligible for export.   

      

   V  260  11  Verify that the items in S-4 are not added to the export request queue, and no export attempt is made.        

   V  260  10  Verify that the export of the granule and collection whose files were moved in S-5 and S-6 encounter an 
error, which is printed in the log.  

      

   V  260  11  Verify that the export of the granule and collection in S-5 and S-6 is retried until the files are replaced, at 
which point the export succeeds.  

      

   V  260  12  Verify that no email is sent for the errors related to the granule and collection in S-5 and S-6.        

 

632 GUI (ECS-ECSTC-3042) 

DESCRIPTION: 
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   S  270  1  [GUI] All of the following steps shall be performed using each of the browsers and operating systems listed 
in “Technical Document 910-TDA-042, Browsers Baseline”  

      

   S  270  2  Navigate to the BMGT GUI.  Enter as an operator, without administrative privileges.          

   S  270  3  Attempt to suspend BMGT processing via the GUI.        

   S  270  4  Navigate to the collection configuration page, and attempt to enable or disable a collection for export.        

   S  270  5  Navigate to the BMGT configuration page, and attempt to modify a configuration parameter.        

   S  270  6  Navigate to the current/history export page. Modify the number of items to display per page.        

   S  270  7  Navigate to the failed export page.  Modify the number of items to display per page.  Ensure that there are 
failed export requests in the system prior to doing this.  

      

   S  270  8  Log in to the BMGT GUI as an administrator.        

   S  270  9  On the main GUI page, suspend BMGT processing, both overall, and for one type of export (e.g. automatic).        

   S  270  10  Navigate to the collection configuration page.  Enable a currently disabled collection for export.  Disable a 
currently enabled collection.    

      

   S  270  11  Navigate to the BMGT configuration page.  Modify and save the email address to which alerts are sent.          

   S  270  12  On the main GUI page, resume all BMGT processing.        

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure a TCP proxy or mock ECHO is capturing BMGT traffic.   
3 Ensure at there are at least 10 failed BMGT exports.<br /><br />E.g., in the 

small file archive modify a granule's metadata so that the 
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# Action Expected Result Notes 
RangeBeginningDate occurs after the RangeEndingDate; manually export the 
granule 10 times.<br /><br />Alternatively, configure mock ECHO to reject a 
specific granule, then manually export that granule at least 10 times. 

4 Ensure collections C1, C2 are installed.   
5 Ensure collection C1 is disabled for collection export.   
6 Ensure collection C2 is enabled for collection and granule export.   
7 Ensure granules G1, G2 are in AIM.   
8 <i>Setup</i>  #comment 
9 <i>S-1 All of the following steps shall be performed using each of the 

browsers and operating systems listed in “Technical Document 910-TDA-
042, Browsers Baseline”</i> 

 #comment 

10 [FIXME] Identify browsers an operating systems in 910-TDA-042.<br 
/>Repeat the test for each combination. 

  

11 <i>S-2 Navigate to the BMGT GUI.  Enter as an operator, without 
administrative privileges.</i> 

 #comment 

12 Open the BMGT GUI in a browser. Do not log in with a password.<br /><br 
/>The BMGT GUI does not use roles (such as operator or administrator).  If a 
password is supplied, read-write access is granted. Without a password, 
access is limited to read-only. 

  

13 <i>S-3 Attempt to suspend BMGT processing via the GUI.</i>  #comment 
14 In the system status tab, click the 'Pause' button next to 'Dispatcher'   
15 <i>S-4 Navigate to the collection configuration page, and attempt to enable 

or disable a collection for export.</i> 
 #comment 

16 In the BMGT GUI, on the collection configuration page, attempt to enable or 
disable a collection for export by clicking the collection export check box 
next to it. 

  

17 <i>S-5 Navigate to the BMGT configuration page, and attempt to modify a 
configuration parameter.</i> 

 #comment 

18 In the BMGT GUI, on the BMGT configuration page, attempt to modify a 
configuration parameter. 

  

19 <i>S-6 Navigate to the current/history export page. Constrain the listed 
export requests to cover only a specific time period.</i> 

 #comment 

20 In the BMGT GUI, on the export request tab, modify the time range for 
which to display export requests. 

  

21 <i>S-7 Navigate to the failed export page.  Constrain the errors to cover only 
a specific time period.  Ensure that there are failed export requests in the 

 #comment 
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# Action Expected Result Notes 
system prior to doing this.</i> 

22 In the BMGT GUI, on the export activity/error tab, filter for failed activities 
only and then modify the time range for which to display errors. 

  

23 <i>S-8 Log in to the BMGT GUI as an administrator.</i>  #comment 
24 Log in to the BMGT GUI as an administrator.   
25 <i>S-9 On the main GUI page, suspend BMGT processing, both overall, and 

for one type of export (e.g. automatic).</i> 
 #comment 

26 In the BMGT GUI, on the main page, suspend overall BMGT processing by 
pressing the 'Pause' button next to 'Dispatcher'. 

  

27 In the BMGT GUI, on the main page, suspend automatic BMGT processing 
by pressing the 'Pause' button next to 'EVENT'. 

  

28 Request a manual export of granule G1:<br /><br 
/>EcBmBMGTManualStart --mode &lt;MODE&gt; --metg --granules 
&lt;GRANULE_ID&gt; 

  

29 Update granule G2 by changing its DayNightFlag:<br /><br />update 
amgranule<br />set daynightflag = 'Both'<br />where granuleid = 
&lt;GRANULE_ID&gt; 

 This is not used by BMGT.  
BMGT uses the value in the 
native XML.  though it may 
generate a GRUPDATE 
event... not sure<br 
/>3/21/2013 -- Goff, 
Timothy 

30 <i>S-10 Navigate to the collection configuration page.<br />Enable a 
currently disabled collection for export.<br />Disable a currently enabled 
collection.</i> 

 #comment 

31 In the BMGT GUI, on the collection configuration page, enable collection C1 
for export. 

  

32 In the BMGT GUI, on the collection configuration page, disable collection 
C2 for export. 

  

33 <i>S-11 Navigate to the BMGT configuration page.<br />Modify and save 
the email address to which alerts are sent.</i> 

 #comment 

34 In the BMGT GUI, on the BMGT configuration page, modify the email 
address to which alerts are sent. 

  

35 <i>S-12 On the main GUI page, resume all BMGT processing.</i>  #comment 
36 In the BMGT GUI, on the main GUI page, resume all BMGT processing.   
37 Log out of the BMGT GUI.   
38 Clear the browser's history, including cache, cookies, and saved sessions.   
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# Action Expected Result Notes 
39 Restart the browser.   
40 <i>Verification</i>  #comment 
41 <i>V-1 Verify that all verification steps pass for each of the browsers and 

operating systems referred to in S-1.</i> 
 #comment 

42 <i>V-2 Verify that the main GUI page in S-2 provides the number of 
completed metadata exports, number of pending metadata exports, and 
statistics about retries, warning, and errors.</i> 

 #comment 

43 Verify the BMGT GUI &quot;Export Requests&quot; page lists the number 
of completed metadata exports. 

  

44 Verify the BMGT GUI &quot;Export Requests&quot; page lists the number 
of pending metadata exports. 

  

45 Verify the BMGT GUI &quot;Export Activity/Errors&quot; page lists the 
number of errors. 

  

46 <i>V-3 Verify that in S-3, it is not possible to suspend BMGT 
processing.</i> 

 #comment 

47 Verify the BMGT GUI prevents read-only access from suspending BMGT 
processing. 

  

48 <i>V-4 Verify that in S-4, all collections are displayed, grouped by their 
datapool group.</i> 

 #comment 

49 Verify the BMGT GUI collection configuration page displays all collections, 
grouped by datapool group. 

  

50 <i>V-5 Verify that in S-4, it is not possible to enable or disable a 
collection.</i> 

 #comment 

51 Verify the BMGT GUI prevents read-only access from enabling or disabling 
a collection. 

  

52 <i>V-6 Verify that in S-5, it is not possible to modify any configuration 
parameters.<br />Verify however that the notification email address is visible 
on this page.</i> 

 #comment 

53 Verify the BMGT GUI prevents read-only access from changing 
configuration parameters. 

  

54 Verify the BMGT GUI BMGT configuration page displays the notification 
email address. 

  

55 <i>V-7 Verify that in S-6, information is displayed for recent and pending 
export requests (it is allowable for recent and current request to be displayed 
on separate pages).<br />Verify that each export request is clearly marked as 
to which type of export initiated it (e.g. automatic, manual, verification).</i> 

 #comment 

56 Verify the BMGT GUI &quot;Export Requests&quot; page displays recent   
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# Action Expected Result Notes 
and pending export requests. 

57 Verify the BMGT GUI &quot;Export Requests&quot; page marks each 
export as one of automatic, manual, or verification. 

  

58 <i>V-8 Verify that in S-7, information is displayed for recent export failures 
and errors.</i> 

 #comment 

59 Verify the BMGT GUI &quot;Export Activity/Errors&quot; page displays 
recent export failures and errors. 

  

60 <i>V-9 Verify that in S-6 and S-7, it is possible to constrain the items 
displayed on the page by time.</i> 

 #comment 

61 Verify the BMGT GUI current/history allows filtering to display only those 
export requests withing a certain time range. 

  

62 Verify the BMGT GUI failed export page allows filtering to display only 
those failed exports within a certain time range. 

  

63 <i>V-10 Verify that after logging in as an administrator, suspending 
processing in S-9 results in a halting of BMGT processing.</i> 

 #comment 

64 Verify that the manual export request of granule G1 does not get processed.   
65 Verify that granule G2's update does not get automatically processed.   
66 <i>V-11 Verify that in S-10, it is possible to enable and disable export for 

collections, both for granule and collection metadata export.</i> 
 #comment 

67 Verify the BMGT GUI collection configuration page allows enabling 
collection C1 for export. 

  

68 Verify the BMGT GUI collection configuration page allows disabling 
collection C2 for export. 

  

69 <i>V-12 Verify that in S-11, the change made to the notification email 
address is saved to the database.</i> 

 #comment 

70 Verify after restarting the browser, the BMGT GUI BMGT configuration 
page displays the new email address to which alerts are sent. 

  

71 <i>V-13 Verify that after requesting resumption of BMGT processing in S-
12, export requests resume being picked up and processed.</i> 

 #comment 

72 Verify after resuming BMGT processing, granule G1 is processed to 
completion as a manual export. 

  

73 Verify after resuming BMGT processing, granule G2 is processed to 
completion as an automatic export. 
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TEST DATA: 
 
 
 
 

Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

        
2 collections (C1, 
C2). 

        

        2 granules (G2, G2).         

 
EXPECTED RESULTS: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

   V  270  1  Verify that all verification steps pass for each of the browsers and operating systems referred to in S-1.        

   V  270  2  Verify that the main GUI page in S-2 provides the number of completed metadata exports(over some period), 
number of pending metadata exports, and statistics about retries, warning, and errors.  

      

   V  270  3  Verify that in S-3, it is not possible to suspend BMGT processing.        

   V  270  4  Verify that in S-4, all collections are displayed, grouped by their datapool group.        

   V  270  5  Verify that in S-4, it is not possible to enable or disable a collection.        
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   V  270  6  Verify that in S-5, it is not possible to modify any configuration parameters.  Verify however that the notification 
email address is visible on this page.  

      

   V  270  7  Verify that in S-6, information is displayed for recent and pending export requests (it is allowable for recent and 
current request to be displayed on separate pages).  Verify that each export request is clearly marked as to which 
type of export initiated it (e.g. automatic, manual, verification).  

      

   V  270  8  Verify that in S-7, information is displayed for recent export failures and errors.        

   V  270  9  Verify that in S-6 and S-7, it is possible to change the number of items displayed on the page.        

   V  270  10  Verify that after logging in as an administrator, suspending processing in S-9 results in a halting of BMGT 
processing.  

      

   V  270  11  Verify that in S-10, it is possible to enable and disable export for collections, both for granule and collection 
metadata export.  

      

   V  270  12  Verify that in S-11, the change made to the notification email address is saved to the database.          

   V  270  13  Verify that after requesting resumption of BMGT processing in S-12, export requests resume being picked up and 
processed.  

      

 

633 CONFIGURING COLLECTIONS FOR EXPORT (ECS-ECSTC-3043) 

DESCRIPTION: 
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   S  280  1  [Configuring Collections For Export] Add a new ESDT to the ECS system and ingest some granules in that 
collection.  

      

   S  280  2  Go to the GUI collection configuration page.        

   S  280  3  Enable the collection for collection export.        

   S  280  4  Allow the export of the collection metadata to complete.        

   S  280  5  Enable the collection for granule export.        

   S  280  6  Find a collection which is not enabled for collection or granule export.  Request the manual export of collection and 
granule metadata for this collection.  

      

   S  280  7  Find a collection which is enabled for collection, but not granule export.  Request the manual export of collection 
and granule metadata for this collection.  

      

   S  280  8  Find a collection which is enabled for collection and granule export.  Request the manual export of collection and 
granule metadata for this collection.  

      

   S  280  9  Find a collection which is not enabled for collection or granule export, but for which there is another ESDT with the 
same short name, but different version, which is.  Request the manual export of collection and granule metadata for 
this collection.  

      

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure collection C1 is not installed.   
3 Ensure bg_collection_configuration has no row for collection C1.   
4 Ensure granules g1, g2, g3 are not in AIM.   
5 Ensure collections C2, C3, C4, C5, C6 are installed.   
6 Ensure granules g4 ... g18 are in AIM   
7 Ensure collection C2 is disabled for both collection and granule export.   



 

2098 
 

# Action Expected Result Notes 
8 Ensure collection C3 is enabled for collection but not for granule export.   
9 Ensure collection C4 is enabled for both collection and granule export.   
10 Ensure collection C5 is disabled for collection or and granule export.   
11 Ensure collection C6 is enabled for both collection and granule export.   
12 Ensure a TCP proxy or mock ECHO is capturing BMGT HTTP traffic.   
13 <i>Setup and Verification</i>  #comment 
14 <i>S-1 Add a new ESDT to the ECS system and ingest some granules in that 

collection.</i> 
 #comment 

15 Install collection C1.   
16 Add a row for collection C1 to the bg_collection_configuration table, setting 

both export flags to 'N'.<br /><br />See EcBgPopulateCollections.ksh for 
examples. 

  

17 Ingest granules g1, g2, g3.   
18 <i>S-2 Go to the GUI collection configuration page.</i>  #comment 
19 Visit the BMGT GUI Collection Configuration page.   
20 <i>V-1 On the collection configuration page in S-2, verify that all currently 

installed collections are listed with their current enabled/disabled status.</i> 
 #comment 

21 Verify the BMGT GUI's collection configuration page lists collections C1 ... 
C6. 

  

22 Verify the BMGT GUI indicates C1 is disabled for both collection and 
granule export. 

  

23 Verify the BMGT GUI indicates C2 is disabled for both collection and 
granule export. 

  

24 Verify the BMGT GUI indicates C3 is enabled collection export but disabled 
for granule export. 

  

25 Verify the BMGT GUI indicates C4 is enabled for both collection and 
granule export. 

  

26 Verify the BMGT GUI indicates C5 is disabled for both collection and 
granule export. 

  

27 Verify the BMGT GUI indicates C6 is enabled for both collection and 
granule export. 

  

28 <i>V-2 On the collection configuration page in S-2, verify that the new 
collection is listed but not enabled for collection or granule export.</i> 

 #comment 

29 Verify collection C1 appears on the BMGT GUI's collection configuration 
page. 

  

30 Verify the BMGT GUI indicates C1 disabled for both collection and granule   



 

2099 
 

# Action Expected Result Notes 
export. 

31 <i>S-3 Enable the collection for collection export.</i>  #comment 
32 Enable C1 for collection export by clicking the collection export check box 

next to the collection. 
  

33 <i>V-3 After enabling the collection for collection export in S-3, verify that 
the collection metadata for the collection is automatically exported.</i> 

 #comment 

34 Verify that after C1 is enabled for collection export, the BMGT GUI indicates 
C1's metadata is successfully exported. 

  

35 Verify that after C1 is enabled for collection export, a BMGT log records the 
export of C1's metadata. 

  

36 Verify that after C1 is enabled for collection export, the TCP proxy logs an 
HTTP PUT whose body contains C1's metadata. 

The request should begin with a line 
such as<br /><br />PUT /catalog-
rest/providers/${PROVIDERID}/datas
ets/${DATASETID} HTTP/1.1<br 
/><br />where ${DATASETID} is the 
URL-encoded longname + ' V' + 
versionid, e.g.,<br /><br 
/>MODIS%2FAqua%20Gross%20Pri
mary%20Productivity%208-
Day%20L4%20Global%201km%20SI
N%20Grid%20V005 

 

37 <i>S-4 Allow the export of the collection metadata to complete.</i>  #comment 
38 Wait for collection C1's export request to be marked complete:<br /><br 

/>select r.completiontime, r.status<br />from bg_export_request r<br />join 
amcollection c on c.colelctionid = r.collectionid<br />where c.ShortName = 
'&lt;SHORT_NAME&gt;'<br />and c.VersionId = &lt;VERSION_ID&gt;<br 
/>and itemtype = 'CL;<br /><br />Or, wait for the TCP proxy to log C1's 
HTTP PUT request. 

  

39 <i>S-5 Enable the collection for granule export.</i>  #comment 
40 In the BMGT GUI, enable C1 for granule export by checking the granule 

export check box next to the collection in the collection configuration tab. 
  

41 <i>V-4 After enabling the collection for granule export in S-5, verify that the 
granule metadata for every granule in the collection is automatically 
exported.</i> 

 #comment 

42 Verify that after C1 is enabled for granule export, the BMGT GUI indicates 
all metadata for all granules belonging to C1 is successfully exported (except 
logically deleted granules). 
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# Action Expected Result Notes 
43 Verify that after C1 is enabled for granule export, a BMGT log records the 

export of C1 granules' metadata (except logically deleted granules). 
  

44 Verify that after C1 is enabled for granule export, the TCP proxy logs an 
HTTP PUT for each of C1's granules, containing granule metadata (except 
logically deleted granules). 

Each granule request should begin 
with a line such as<br /><br />PUT 
/catalog-
rest/providers/${PROVIDERID}/gran
ules/${GRANULEUR} HTTP/1.1<br 
/><br />where ${GRANULEUR} is a 
URL-encoded geoid, such as<br /><br 
/>SC%3AMYD17A2.005%3A20062 

 

45 <i>S-6 Find a collection which is not enabled for collection or granule 
export.<br />Request the manual export of collection and granule metadata 
for this collection.</i> 

 #comment 

46 Request manual export of C2:<br /><br />EcBmBMGTManualStart --mode 
&lt;MODE&gt; --metg --metc --collections 
&lt;C2_SHORT_NAME&gt;.&lt;C2_VERSION_ID&gt; 

  

47 <i>V-5 For the export attempt in S-6, verify that nothing is exported.</i>  #comment 
48 Verify the TCP proxy logs no request for C2's collection or granule metadata.   
49 Verify a BMGT log indicates no request is attempted for C2's collection or 

granule metadata. 
  

50 <i>S-7 Find a collection which is enabled for collection, but not granule 
export.<br />Request the manual export of collection and granule metadata 
for this collection.</i> 

 #comment 

51 Request manual export of C3:<br /><br />EcBmBMGTManualStart --mode 
&lt;MODE&gt; --metg --metc --collections 
&lt;C3_SHORT_NAME&gt;.&lt;C3_VERSION_ID&gt; 

  

52 <i>V-6 For the export attempt in S-7, verify that only collection metadata is 
exported.</i> 

 #comment 

53 Verify the TCP proxy logs a single HTTP PUT request, containing C3's 
collection metadata.<br /><br />Get the request ID for the collection export 
from the GUI.<br />Look in the BMGT manual log for pattern like<br /><br 
/>&quot;requestId&quot;:18629,&quot;batchId&quot;:76 

  

54 Verify the TCP proxy logs no HTTP PUT requests for C3's granules.   
55 Verify a BMGT log records a single export request for C3's collection 

metadata. 
  

56 Verify a BMGT log records no export attempts for any C3 granule metadata.   
57 <i>S-8 Find a collection which is enabled for collection and granule  #comment 
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# Action Expected Result Notes 
export.<br />Request the manual export of collection and granule metadata 
for this collection.</i> 

58 Request manual export of C4:<br /><br />EcBmBMGTManualStart --mode 
&lt;MODE&gt; --metg --metc --collections 
&lt;C4_SHORT_NAME&gt;.&lt;C4_VERSION_ID&gt; 

  

59 <i>V-7 For the export attempt in S-8, verify that both collection and granule 
metadata is exported.</i> 

 #comment 

60 Verify the TCP proxy logs a single HTTP PUT request, containing C4's 
collection metadata. 

  

61 Verify the TCP proxy logs a single HTTP PUT request for each of C4's 
granules, containing granule metadata (excepting any granules which are 
logically deleted). 

  

62 Verify a BMGT log records a single export request for C4's collection 
metadata. 

  

63 Verify a BMGT log records a single export request for each of C4's granules 
(excepting those which are logically deleted). 

  

64 <i>S-9 Find a collection which is not enabled for collection or granule 
export, but for which there is another ESDT with the same short name, but 
different version, which is.<br />Request the manual export of collection and 
granule metadata for this collection.</i> 

 #comment 

65 Request manual export of C5:<br /><br />EcBmBMGTManualStart --mode 
&lt;MODE&gt; --metg --metc --collections 
&lt;C5_SHORT_NAME&gt;.&lt;C5_VERSION_ID&gt; 

  

66 <i>V-8 For the export attempt in S-9, verify that nothing is exported.</i>  #comment 
67 Verify the TCP proxy logs no request for C5's collection or granule metadata.   
68 Verify a BMGT log indicates no request is attempted for C5's collection or 

granule metadata. 
  

 
 
TEST DATA: 
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Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

280       
6 collections (C1 
... C6) 

    /sotestdata/DROP_802/BE_82_01/Criteria/280   

280       
3 granules for each 
collection (g1 ... 
g18) 

    /sotestdata/DROP_802/BE_82_01/Criteria/280   

 
EXPECTED RESULTS: 
 
 
 
 
 
 
 
 
 

   V  280  1  On the collection configuration page in S-2, verify that all currently installed collections are listed with 
their current enabled/disabled status.  

      

   V  280  2  On the collection configuration page in S-2, verify that the new collection is listed but not enabled for 
collection or granule export.    

      

   V  280  3  After enabling the collection for collection export in S-3, verify that the collection metadata for the 
collection is automatically exported.  

      

   V  280  4  After enabling the collection for granule export in S-5, verify that the granule metadata for every granule in 
the collection is automatically exported.    

      

   V  280  5  For the export attempt in S-6, verify that nothing is exported.        

   V  280  6  For the export attempt in S-7, verify that only collection metadata is exported.        
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   V  280  7  For the export attempt in S-8, verify that both collection and granule metadata is exported.        

   V  280  8  For the export attempt in S-9, verify that nothing is exported.        

 

634 RE-EXPORT ERRORS (ECS-ECSTC-3044) 

DESCRIPTION: 
 
 
 
 
 
 

   S  290  1  [Re-Export Errors] Configure BMGT to perform re-exports without requiring operator interaction        

   S  290  2  Export a granule insert for a granule whose collection is enabled for export but does not exist in ECHO (e.g. manually 
remove the collection from ECHO), or perform the export to an ECHO stand in and artificially cause the response to 
indicate that the associated collection could not be found.  

      

   S  290  3  Configure BMGT to require operator interaction before processing re-exports.        

   S  290  4  Export a granule insert for a granule whose collection is enabled for export but does not exist in ECHO (e.g. manually 
remove the collection from ECHO), or perform the export to an ECHO stand-in and artificially cause the response to 
indicate that the associated collection could not be found.  

      

   S  290  5  Perform a corrective re-export        

  
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure BMGT configuration is complete and correct (config files, properties 

files, database settings, etc.). 
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# Action Expected Result Notes 
3 Ensure a PostgreSQL prompt is available and connected to the ecs 

database:<br /><br />/tools/postgres/current32/bin/psql -U ${USERNAME} -
h f4dbl03 -d ecs<br />select public.set_search_path('AIM', '${MODE}');<br 
/>show search_path; 

Should list the schemas installed in the 
mode.<br />Should include 
'aim_${MODE}'. 

 

4 Verify test data is available under 
/sotestdata/DROP_802/BE_82_01/Criteria/290. 

  

5 Ensure test collections C1, C1 are installed. E.g., the DPL Ingest GUI shows 
the collections as configured data types. 

  

6 Ensure collections C1, C2 are enabled for collection and granule export. For 
each collection,<br /><br />select  granuleexportflag , 
collectionexportflag<br />from bg_collection_configuration<br />where 
shortname = ${SHORTNAME}<br />and versionid = ${VERSIONID}<br 
/><br />If either export flag is not 'Y', set them:<br />update 
bg_collection_configuration<br />set collectionexportflag = 'Y', 
granuleexportflag = 'Y'<br />where shortname = ${SHORTNAME}<br 
/>and versionid = ${VERSIONID}<br /><br />If the collection was newly 
enabled for export in this step, wait for it and its granules to be exported. 

  

7 Ensure granule g1, in collection C1, has been ingested:<br /><br />select 
*<br />from amgranule<br />where granuleid = ${g1_GRANULEID} 

  

8 Ensure ECHO has no metadata for collection C1:<br /><br />curl -k -H 
Echo-Token:${TOKEN} https://testbed.echo.nasa.gov/catalog-
rest/providers/${PROVIDERID}/${URL_ENCODED_DATASETID}<br 
/><br />If ECHO returns C1's metadata, delete it:<br /><br />curl -k -
XDELETE -H Echo-Token:${TOKEN} 
https://testbed.echo.nasa.gov/catalog-
rest/providers/${PROVIDERID}/${URL_ENCODED_DATASETID} 

  

9 Ensure ECHO has metadata for collection C2:<br /><br />curl -k -H Echo-
Token:${TOKEN} https://testbed.echo.nasa.gov/catalog-
rest/providers/${PROVIDERID}/${URL_ENCODED_DATASETID}<br 
/><br />If ECHO is missing the collection, export it:<br /><br 
/>EcBmBMGTManualStart ${MODE} --metc --collections 
${SHORTNAME}.${VERSIONID} 

  

10 Ensure a mock ECHO or TCP proxy is capturing BMGT traffic.   
11 <i>Setup</i>  #comment 
12 <i>S-1 Configure BMGT to perform re-exports without requiring operator 

interaction</i> 
 #comment 

13 Enable automatic corrective export in the BMGT GUI configuration tab by 
setting BMGT.ResponseHandler.BlockCorrectiveExports to false. 
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# Action Expected Result Notes 
14 <i>S-2 Export a granule insert for a granule whose collection is enabled for 

export but does not exist in ECHO (e.g. manually remove the collection from 
ECHO), or perform the export to an ECHO stand in and artificially cause the 
response to indicate that the associated collection could not be found.</i> 

 #comment 

15 Update BMGT.ResponseHandler.MaxRetryCount to 0 and bounce the 
dispatcher. 

  

16 Manually export granule g1<br />./EcBmBMGTManualStart ${MODE} --
metg -g ${g1_GRANULEID} 

  

17 <i>V-1 Verify that an export request for the collection associated with the 
granule in S-2 has been added to the queue.</i> 

 #comment 

18 Verify that the GUI and database show an export request for Collection C1.   
19 <i>V-2 Verify that the original export request from S-2 has been re-

queued.</i> 
 #comment 

20 Verify that the GUI and database show an export request for granule g1 into 
Collection C1. 

  

21 <i>V-3 Verify that without any additional operator interaction, the collection 
is exported to ECHO or an ECHO stand-in, followed by the granule.<br 
/>The collection must be exported before the granule.</i> 

 #comment 

22 Verify that the TCP proxy shows an HTTP PUT request for Collection 
C1.<br /><br />(There may be more than one HTTP request, e.g., if there are 
network issues.) 

  

23 Verify that the TCP proxy shows a HTTP PUT request for granule g1 
AFTER collection C1. 

  

24 <i>S-3 Configure BMGT to require operator interaction before processing re-
exports.</i> 

 #comment 

25 Disable automatic corrective export in the BMGT GUI configuration tab by 
setting BMGT.ResponseHandler.BlockCorrectiveExports to true. 

  

26 <i>S-4 Export a granule insert for a granule whose collection is enabled for 
export but does not exist in ECHO (e.g. manually remove the collection from 
ECHO), or perform the export to an ECHO stand-in and artificially cause the 
response to indicate that the associated collection could not be found.</i> 

 #comment 

27 Enable Collection C2 for export.   
28 Manually remove it from ECHO (or simulate this in the mock ECHO).   
29 Manually export granule g2:<br /><br />./EcBmBMGTManualStart 

&lt;MODE&gt; --metg -g &lt;granule_g2&gt; 
  

30 <i>V-4 Verify that an export request for the collection associated with the 
granule in S-4 has been added to the queue with a status of ‘blocked’.</i> 

 #comment 
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# Action Expected Result Notes 
31 Verify that the GUI and database have an export request for Collection C2 

with status 'blocked'. 
  

32 <i>V-5 Verify that the original export request from S-4 has been re-queued 
and is not picked up for processing until after the newly added collection 
request is exported.</i> 

 #comment 

33 Verify that the GUI and database indicate an export request queued for 
granule g2 with status 'pending'. 

  

34 Verify that the export request for granule G2 remains in 'pending' until after 
the newly added collection export request for collection C2 is exported. 

  

35 <i>V-6 Verify that the collection and granule ARE NOT automatically 
exported.</i> 

 #comment 

36 Verify that the TCP proxy does not show any exports for Collection C2 or 
granule g2. 

  

37 <i>S-5 Perform a corrective re-export</i>  #comment 
38 ./EcBmBMGTManualStart &lt;MODE&gt; --corrective   
39 <i>V-8 Verify that the collection is exported to ECHO or an ECHO stand-in, 

followed by the granule.  The collection must be exported before the 
granule.</i> 

 #comment 

40 Verify that the TCP proxy shows that an HTTP PUT request for Collection 
C2.<br /><br />(There may be more than one HTTP request, e.g., if there are 
network issues.) 

  

41 Verify that the TCP proxy shows an HTTP PUT request for the granule 
g2.<br /><br />(There may be more than one HTTP request, e.g., if there are 
network issues.) 

  

42 <i>V-9 Verify that an email is sent, within a reasonable time, to the 
configured notification email address, indicating that the exports in S-2 and 
S-4 resulted in an error which caused the requeue of the export request as 
well as a new export request.</i> 

 #comment 

43 Verify that an email is sent to the configured email address.   
44 Verify that the email is sent within a reasonable time.   
45 Verify that the email indicates the export error and re-export information for 

granules g1 and g2. 
  

46 <i>V-10 Verify that the requests in S-2 and S-4 are marked as complete with 
warnings and that the BMGT GUI indicates that they have been resolved by a 
re-export.</i> 

 #comment 

47 Verify that the bmgt gui export request tab indicates that granules g1 and g2 
have been re-exported. 
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# Action Expected Result Notes 
48 <i>V-11 Verify that the BMGT GUI provides statistics on the number of 

errors which resulted in re-queueing and queueing of new exports.</i> 
 #comment 

49 In the BMGT GUI export request tab, verify that it is possible to determin the 
number of exports which resulted in re exports. 

  

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

290   
2 Collections C1 
and C2 with a few 
science granules 

g3acld.003 
 
g3alsp.003 

      /sotestdata/DROP_802/BE_82_01/Criteria/290   

 
EXPECTED RESULTS: 
 
 
 
 
 
 
 
 
 
 
 
 

   V  290  1  Verify that an export request for the collection associated with the granule in S-2 has been added to the queue.        

   V  290  2  Verify that the original export request from S-2 has been re-queued.        

   V  290  3  Verify that without any additional operator interaction, the collection is exported to ECHO or an ECHO stand-in,       
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followed by the granule.  The collection must be exported before the granule.  

   V  290  4  Verify that an export request for the collection associated with the granule in S-4 has been added to the queue with a 
status of ‘blocked’.  

      

   V  290  5  Verify that the original export request from S-4 has been re-queued with a status of ‘blocked’.        

   V  290  6  Verify that the collection and granule ARE NOT automatically exported.        

   V  290  7  Perform a corrective re-export via the GUI or command line.          

   V  290  8  Verify that the collection is exported to ECHO or an ECHO stand-in, followed by the granule.  The collection must 
be exported before the granule.  

      

   V  290  9  Verify that an email[TR1] [TG2]  is sent, within a reasonable time[TR3] [TG4] , to the configured notification email 
address, indicating that the exports in S-2 and S-4 resulted in an error which caused the requeue of the export 
request as well as a new export request.  

      

   V  290  10  Verify that the requests in S-2 and S-4 are marked as complete with warnings and that the BMGT GUI indicates that 
they have been resolved by a re-export.  

      

   V  290  11  Verify that the BMGT GUI provides statistics[TR5] [TG6]  on the number of errors which resulted in re-queueing 
and queueing of new exports.  

      

  
 

635 IGNORABLE ERRORS (ECS-ECSTC-3045) 

DESCRIPTION: 
 
 
 

   S  300  1  [Ignorable Errors] Export a granule delete for a granule which has never been exported, or perform the export 
and artificially cause the response to indicate that the granule could not be found.  Ensure that the granule is indeed 
logically or physically deleted from AIM.  
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   S  300  2  Export a collection delete for a collection which has never been exported, or perform the export and artificially 
cause the response to indicate that the collection could not be found.  Ensure that the collection is indeed deleted 
from AIM.  

      

  
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure BMGT configuration is current and correct (config files, properties 

files, database settings, etc.). 
  

3 Ensure a PostgreSQL prompt is available and connected to the ecs 
database:<br /><br />/tools/postgres/current32/bin/psql -U ${USERNAME} -
h f4dbl03 -d ecs<br />select public.set_search_path('AIM', '${MODE}');<br 
/>show search_path; 

  

4 Verify test data is available under 
/sotestdata/DROP_802/BE_82_01/Criteria/300. 

  

5 Ensure the test collections are installed. E.g., the DPL Ingest GUI shows 
them as a configured data types. 

  

6 Ensure the test collections are enabled for collection and granule export. For 
each collection,<br /><br />select  granuleexportflag , 
collectionexportflag<br />from bg_collection_configuration<br />where 
shortname = ${SHORTNAME}<br />and versionid = ${VERSIONID}<br 
/><br />If either export flag is not 'Y', set them:<br />update 
bg_collection_configuration<br />set collectionexportflag = 'Y', 
granuleexportflag = 'Y'<br />where shortname = ${SHORTNAME}<br 
/>and versionid = ${VERSIONID}<br /><br />If the collection was newly 
enabled for export in this step, wait for it and its granules to be exported. 

  

7 Ensure ECHO has the test collections' metadata. For each collection,<br 
/><br />curl -k -H Echo-Token:${TOKEN} 
https://testbed.echo.nasa.gov/catalog-
rest/providers/${PROVIDERID}/${URL_ENCODED_DATASETID}<br 
/><br />If ECHO is missing the collection, export it:<br /><br 
/>EcBmBMGTManualStart ${MODE} --metc --collections 
${SHORTNAME}.${VERSIONID} 

  

8 Ensure collection C1 has at least one granule in AIM.   
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# Action Expected Result Notes 
9 Ensure a mock ECHO or TCP proxy is capturing BMGT traffic.   
10 <i>Setup</i>  #comment 
11 <i>S-1 Export a granule delete for a granule which has never been exported, 

or perform the export and artificially cause the response to indicate that the 
granule could not be found.<br />Ensure that the granule is indeed logically 
or physically deleted from AIM.</i> 

 #comment 

12 Disable automatic export   
13 Ingest a granule g1 in Collection C1.   
14 Delete granule g1 and Verify the deletion from amGranule   
15 Manually export g1:<br /><br />EcBmBMGTManualStart &lt;MODE&gt; --

deleteonly --metg -g &lt;g1&gt; 
  

16 <i>S-2 Export a collection delete for a collection which has never been 
exported, or perform the export and artificially cause the response to indicate 
that the collection could not be found.<br />Ensure that the collection is 
indeed deleted from AIM.</i> 

 #comment 

17 Disable automatic export   
18 Install Collection C2   
19 Delete Collection C2   
20 Manually export C2:<br /><br />EcBmBMGTManualStart &lt;MODE&gt; --

deleteonly --metc -c &lt;C2_shortname&gt;.&lt;C2_versionid&gt; 
  

21 <i>V-1 Verify that the exports in S-1 and S-2 are marked as complete, but 
that the GUI indicates that these requests received an ignored error.</i> 

 #comment 

22 Verify that the TCP proxy indicates 2 HTTP Deletes exported.<br /><br 
/>(There may be more than two HTTP requests, e.g., if there are network 
issues.) 

  

23 Verify that the BMGT GUI indicates ignored error for both requests.<br 
/><br />Requests will appear complete, but will have an error associated with 
it on the Export Activity/Error tab for granules. 

  

24 <i>V-2 Verify that no email is sent to the operator regarding the errors in S-1 
and S-2.</i> 

 #comment 

25 Verify that no email is sent to the configured email address.   
26 <i>V-3 Verify that the BMGT GUI provides statistics on the number of 

errors which were ignored.</i> 
 #comment 

27 Verify that the BMGT GUI export request tab shows the number of requests 
which encountered errors which were ignored.<br /><br />In BMGT GUI, 
<br />-Select Date/Time Range covering the period Manual exports were 
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# Action Expected Result Notes 
done in S-1 and S-2<br />-Under Export Requests look for MAN under 
Export Queue<br />-Under Export-Request Queue Summary locate MAN in 
Queue column and read values under Success and Warning columns. 
Compare the total of both columns to number of occurrances of MAN found 
under Export Queue. 

 
 
TEST DATA: 
 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

300   
A collection 
with a few 
granules (C1) 

g3assp.003       /sotestdata/DROP_802/BE_82_01/Criteria/300   

300   
Another 
collection (C2) 

g3at.003       /sotestdata/DROP_802/BE_82_01/Criteria/300   

 
EXPECTED RESULTS: 
 
 
 
 

   V  300  1  Verify that the exports in S-1 and S-2 are marked as complete, but that the GUI indicates 
that these requests received an ignored error.  

      

   V  300  2  Verify that no email is sent to the operator regarding the errors in S-1 and S-2.        

   V  300  3  Verify that the BMGT GUI provides statistics on the number of errors which were ignored.          
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636 INGEST ERRORS (ECS-ECSTC-3046) 

DESCRIPTION: 
 
 
 
 
 

   S  310  1  [Ingest Errors] Perform an export of granule metadata which will fail ECHO ingest, or perform the export and 
artificially cause the response to indicate an ECHO ingest error (e.g. EndingDateTime before 
BeginningDateTime).  

      

   S  310  2  Perform an export of collection metadata which will fail ECHO ingest, or perform the export and artificially 
cause the response to indicate an ECHO ingest error (e.g. duplicate Additional Attributes names).  

      

   S  310  3  Resolve the issue which caused the failure in S-1.  Using the GUI, request the re-export of the associated request.        

   S  310  4  Using the GUI, request the cancellation of the request in S-2.        

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure a TCP proxy or mock ECHO is capturing BMGT traffic.   
3 Ensure collection C1 is installed. E.g., ensure the DPL Ingest GUI shows C1 

as a configured datatype. 
  

4 Ensure granule g1 belongs to a different collection than C1.   
5 Ensure granule g1 is in AIM:<br /><br />select *<br />from amgranule<br 

/>where granuleid = &lt;g1_GRANULEID&gt;<br />and deleteeffectivedate 
is null<br />and deletefromarchive = 'N' 

  

6 Ensure BMGT is configured to send notification emails to a reachable 
address. 

  

7 Ensure BMGT.ResponseHandler.Monitor.MaxErrorCount is set to 2:<br 
/><br />update bg_configuration_property<br />set propertyvalue = 2<br 
/>where propertyname = 'BMGT.ResponseHandler.Monitor.MaxErrorCount' 

  



 

2113 
 

# Action Expected Result Notes 
8 <i>Setup</i>  #comment 
9 <i>S-1 Configure BMGT to not automatically retry the type of error which 

will be used in this test.</i> 
 #comment 

10 update bg_echo_error_policy<br />set bmgtresponse = 'BLOCK'<br />where 
echoerrorcode = 'RECORD_INVALID' 

  

11 <i>S-2 Perform an export of granule metadata which will fail ECHO ingest, 
or perform the export and artificially cause the response to indicate an ECHO 
ingest error (e.g. EndingDateTime before BeginningDateTime).</i> 

 #comment 

12 Configure the mock ECHO to respond to granule g1's export with HTTP code 
422 and an error message, such as<br /><br />&lt;errors&gt;&lt;error 
code=&quot;RECORD_INVALID&quot;&gt;Description goes 
here.&lt;/error&gt;&lt;/errors&gt;<br /><br />While Dispatcher is running 
and already got the tokens from ECHO, run proxy_stop then run 
proxy_start422.<br /><br />-OR-<br /><br />Modify the granule metadata in 
the small file archive to cause an error. E.g., swap the values of 
RangeBeginningDate and RangeEndingDate. 

  

13 Manually export granule g1:<br /><br />EcBmBMGTManualStart --mode 
&lt;MODE&gt; --metg --granules &lt;GRANULE_ID&gt; 

  

14 <i>S-3 Perform an export of collection metadata which will fail ECHO 
ingest, or perform the export and artificially cause the response to indicate an 
ECHO ingest error (e.g. duplicate Additional Attributes names).</i> 

 #comment 

15 Configure the mock ECHO to respond to collection C1's export with HTTP 
code 422 and an error message, such as<br /><br />&lt;errors&gt;&lt;error 
code=&quot;RECORD_INVALID&quot;&gt;Description goes 
here.&lt;/error&gt;&lt;/errors&gt;<br /><br />Use the proxy 422 from an 
earlier step.<br /><br />-OR-<br /><br />Modify the collection metadata to 
cause an ECHO ingest error. 

 It's nontrivial to get ECHO 
to reject invalid collection 
metadata with a 
RECORD_INVALID error. 

16 Manually export collection C1:<br /><br />EcBmBMGTManualStart --mode 
&lt;MODE&gt; --metc --collections 
&lt;SHORT_NAME&gt;.&lt;VERSION_ID&gt; 

  

17 <i>V-1 Verify that the exports in S-2 and S-3 are marked as having 
encountered errors in the GUI.</i> 

 #comment 

18 In the BMGT GUI, verify the first export of granule g1 is marked as blocked 
in the Export Request tab. 

  

19 In the BMGT GUI, verify the export of collection C1 is marked as blocked in 
the Export Request tab. 

  

20 <i>V-2 Verify that an email is delivered to the configured notification email  #comment 
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# Action Expected Result Notes 
address listing the errors in S-2 and S-3.<br />Verify that it lists the collection 
or granule which caused the error, as well as the text of the error as received 
from ECHO, and number of occurrences of each error.</i> 

21 Verify an email is sent from BMGT to the configured address.   
22 Verify the email lists the failed granule export.   
23 Verify the email identifies the granule.   
24 Verify the email includes the error message returned from ECHO (or the 

mock ECHO). 
  

25 Verify the email indicates 1 such error occurred.   
26 Verify the email lists the failed collection export.   
27 Verify the email identifies the collection.   
28 Verify the email includes the error message returned from ECHO (or the 

mock ECHO). 
  

29 Verify the email indicates 1 such error occurred.   
30 <i>V-3 Verify that the BMGT GUI also lists the text of the error for the 

export requests in S-2 and S-3</i> 
 #comment 

31 Verify the BMGT GUI Export Activity/Error tab displays the error message 
returned from ECHO (or the mock ECHO) for the failed granule export.<br 
/><br />Click on the Activity to show the error. 

  

32 Verify the BMGT GUI Export Activity/Error tab displays the error message 
returned from ECHO (or the mock ECHO) for the failed collection export.<br 
/><br />Click on the Activity to show the error. 

  

33 <i>S-4 Resolve the issue which caused the failure in S-2.<br />Using the 
GUI, request the re-export of the associated request.</i> 

 #comment 

34 Configure the mock ECHO to return a success response for granule g1.<br 
/><br />Run proxy_stop422, then run proxy_start to resume the regular 
proxy.<br /><br />-OR-<br /><br />Repair the error introoduced to the 
metadata. 

  

35 In the BMGT GUI Export Request tab, request re-export of granule g1 by 
selecting the request and clicking the 'Release' button. 

  

36 <i>V-4 Verify that after requesting re-export in S-4, the associated request is 
successfully re-exported.</i> 

 #comment 

37 Verify the reexport of granule g1 succeeds (i.e. has a state of 
&quot;WARNING&quot; in the GUI Export Request tab). 

  

38 Verify that a PUT request containing full granule metadata for g1 is seen in 
the TCP proxy log. 
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# Action Expected Result Notes 
39 <i>S-5 Using the GUI, request the cancellation of the request in S-3.</i>  #comment 
40 In the BMGT GUI Export Export Request tab, request cancellation of the 

export of collection C1 by selecting the request and clicking the 'Cancel' 
button. 

  

41 <i>V-5 Verify that after requesting cancellation in S-5, the request is no 
longer listed as an active request.</i> 

 #comment 

42 Verify after cancelling collection C1, the BMGT GUI no longer lists the 
request as active. 

  

43 Verify that the BMGT GUI Export Request tab lists the request for C1 as 
CANCELED. 

  

44 <i>V-6 Verify that the BMGT GUI provides statistics on the number of 
errors which encountered.<br />Verify that these statistics also indicate how 
many of these items were retried and how many were cancelled.</i> 

 #comment 

45 In the Export Activity/Error tab, set the filter to only show the time period of 
this test.<br /><br />Filter via start time. Make sure to include the times of 
your requests. 

  

46 Verify the BMGT GUI Export Activity/Error tab indicates there were 2 errors 
not automatically handled (i.e. two items in the &quot;RETRY&quot; state). 

  

47 In the Export Request tab, set the filter to only show the time period of this 
test.<br /><br />Filter via enqueuetime. Make sure to include your requests. 

  

48 Verify the BMGT GUI indicates the granule export was retried (i.e. is in the 
&quot;WARNING&quot; state). 

  

49 Verify the BMGT GUI indicates the collection export was cancelled (i.e. is in 
the &quot;CANCELED&quot; state). 

  

50 <i>Clean up</i>  #comment 
51 If the collection or granule metadata were damaged, restore them.   

 
 
TEST DATA: 
 
 
 
 

Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 
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Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

        1 collection (C1)         

        
1 granule (g1) not in 
C1 

        

 
EXPECTED RESULTS: 
 
 
 
 
 
 
 

   V  310  1  Verify that the exports in S-1 and S-2 are marked as failed in the GUI.          

   V  310  2  Verify that an email is delivered to the configured notification email address listing the errors in S-1 and S-2.  Verify 
that it lists the collection or granule which caused the error, as well as the text of the error as received from ECHO, 
and number of occurrences of each error.    

      

   V  310  3  Verify that the BMGT GUI also lists the text of the error for the export requests in S-1 and S-2        

   V  310  4  Verify that after requesting re-export in S-3, the associated request is successfully re-exported.        

   V  310  5  Verify that after requesting cancellation in S-4, the request is no longer listed as an active request.        

   V  310  6  Verify that the BMGT GUI provides statistics on the number of errors which were not automatically handled and 
required manual intervention.  Verify that these statistics also indicate how many of these items were retried after 
manual investigation and how many were cancelled.    

      

 

637 RETRIABLE HTTP LEVEL ERRORS (ECS-ECSTC-3047) 

DESCRIPTION: 
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   S  320  1  [Retriable HTTP Level Errors] In the BMGT GUI set the number of retries which will cause an alert to be thrown 
to a known (and reasonably small) number.  

      

   S  320  2  In the BMGT GUI set the export retry interval to a known (and reasonably small) number.        

   S  320  3  Perform an export of granule and collection metadata which will fail export due to a retriable error (e.g. configured 
endpoint does not exist).  Ensure that these errors are not of a type (e.g. code 500) which will be immediately retried 
by the BMGT exporter.  

      

   S  320  4  Allow the exports to retry up to the configured number of times.          

   S  320  5  Fix underlying error and resume the queue.        

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Verify configurations - config files, properties files or database settings 

validate correctly for mode, host, and application 
  

3 Verify database connections to ecs connected to ecs db successfully in the 
configured mode 

  

4 Verify ECHO REST API service connections to ECHO connected to ECHO 
REST API successfully 

  

5 Verify collections under  /sotestdata/DROP_802/BE_82_01/320 with ECS 
metadata 

  

6 Ensure a mock ECHO or TCP proxy is capturing BMGT traffic.   
7 <i>Setup</i>  #comment 
8 Ensure  Collections C1 has been installed in the mode. (ESDT verification 

script) 
  

9 Verify Collection C1 is enabled for Collection and Granule Export.   
10 Configure BMGT.EmailLogger.To = &lt;testEmail&gt;   
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# Action Expected Result Notes 
11 <i>S-1 In the BMGT GUI set the number of retries which will cause an alert 

to be thrown to a known (and reasonably small) number.</i> 
 #comment 

12 BMGT.Exporter.IngestClient.RetryRequestCount= 3   
13 <i>S-2 In the BMGT GUI set the export retry interval to a known (and 

reasonably small) number.</i> 
 #comment 

14 BMGT.Exporter.IngestClient.RetryRequestWait = 60000   
15 <i>V-1 Verify that it is possible to configure the values listed in S-1 and S-

2.</i> 
 #comment 

16 Verify the GUI configuration. Check the database bg_configuration_property 
to make sure the configuration has been updated. 

  

17 Verify the GUI configuration. Check the database bg_configuration_property 
to make sure the configuration has been updated. 

  

18 <i>S-3 Perform an export of granule and collection metadata which will fail 
export due to an HTTP error which does not result in the return of an HTTP 
status code (e.g. configured echo host does not exist).</i> 

 #comment 

19 <i>NOTE: Some examples of java exceptions which fall into this category 
are: UnknownHostException (configured endpoint does not exist), 
SSLException, SocketException.<br />SocketTimeOutException, which is 
thrown if ECHO is reachable but is taking too long to process a request, does 
not fall into this category, even though it will result in an exception rather 
than an HTTP response.</i> 

 #comment 

20 Bring the Mock ECHO down.   
21 Assume Collection C1 has one science granule g1   
22 EcBmBMGTManualStart &lt;MODE&gt; --metg --collections 

&lt;C1_shortname&gt;.&lt;C1_versionid&gt; 
  

23 <i>S-4 Allow the exports to retry up to the configured number of times.</i>  #comment 
24 <i>V-2 Verify that the exports in S-3 are marked as pending in the GUI.</i>  #comment 
25 Verify the status of the export request of granule g1 is 

&quot;PENDING&quot;. 
  

26 <i>V-3 Using the GUI or logs, verify that the retries occurred at the 
frequency configured in S-2.</i> 

 #comment 

27 Verify that the logs shows a retry request every minute.   
28 <i>V-4 Verify that the GUI or logs indicate that the export was retried the 

number of times configured in S-1.</i> 
 #comment 

29 Verify that the export was retried 3 times.   
30 <i>V-5 Verify that after the export is retried the configured number of times,  #comment 
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# Action Expected Result Notes 
BMGT processing is paused and no more exports are processed.</i> 

31 <i>V-6 Verify that the BMGT GUI displays an alert which contains the text 
of the error</i> 

 #comment 

32 Verify an alert is displayed on the GUI after the retries were paused.   
33 Verify that GUI shows, along with the alert, the text of the error.<br /><br 

/>The error is displayed on the activity status. 
  

34 Verify that the configuration property BMGT.Dispatcher.ErrorMsg has the 
text of the error which caused Dispatcher to pause.<br /><br />Note: The 
ErrorMsg may get cleared when dispatcher does autoresume. 

  

35 <i>V-7 Verify that an email is sent to the operator when BMGT processing is 
paused.</i> 

 #comment 

36 Verify that an email is sent to the email address &lt;testEmail&gt; after the 
Dispatcher is paused. 

  

37 <i>V-8 Verify that the email lists the text of the error which caused 
processing to be paused.</i> 

 #comment 

38 Verify that the email lists the cause of the error which caused Dispatcher to 
pause. 

  

39 <i>S-5 Fix underlying error and resume BMGT processing</i>  #comment 
40 Bring the Mock ECHO server back up   
41 Resume Dispatcher.   
42 <i>V-9 Verify that the GUI allows the resumption of processing.</i>  #comment 
43 Verify that the GUI shows the requests being processed.   
44 <i>V-10 Verify that after fixing the underlying error, and resuming BMGT 

processing in S-5, the exports in S-3 are picked up and processed to 
completion.</i> 

 #comment 

45 Verify that the TCP proxy shows an HTTP PUT request for granule g1.<br 
/><br />(There may be more than one HTTP request, e.g., if there are 
network issues.) 

  

 
 
TEST DATA: 
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Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type Requirements 
Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

      
 1 Collection with 1 science 
granule 

          

                  

 
EXPECTED RESULTS: 
 
 
 
 
 
 
 
 
 
 
 

   V  320  1  Verify that it is possible to configure the values listed in S-1 and S-2.        

   V  320  2  Verify that the exports in S-3 are marked as having retriable errors in the GUI.          

   V  320  3  Using the GUI or logs, verify that the retries occurred at the frequency configured in S-2.        

   V  320  4  Verify that the GUI indicates that the export was retried the number of times configured in S-1.        

   V  320  5  Verify that the BMGT GUI also lists the text of the error for the export        

   V  320  6  Verify that the BMGT GUI provides statistics on the number of retriable export errors.        

   V  320  7  Verify that after the export is retried the configured number of times, BMGT processing is paused (at least for the 
queue associated with the exports in S-3) and no more exports are processed from that queue.  

      

   V  320  8  Verify that an email is sent to the operator when the queue is paused and also that there is an alert shown in the GUI. 
 Verify that the email lists the collection or granule which caused the error, as well as the text of the error as received 
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from ECHO, and number of occurrences of each error.  

   V  320  9  Verify that the GUI allows the resumption of processing.        

   V  320  10  Verify that after fixing the underlying error, and resuming the queue in S-5, the exports in S-3 are picked up and 
processed to completion.    

      

 

638 CONTACT ECHO ERRORS (ECS-ECSTC-3048) 

DESCRIPTION: 
 
 
 

   S  330  1  [Contact ECHO Errors] Perform an export of granule and 
collection metadata which will fail export due to an error which 
is classified as requiring ECHO Notification.  For instance, an 
internal server error from ECHO or an ECHO stand-in  

      

   S  330  2  Resolve the underlying issue and use the GUI to retry the export.        

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Verify configurations - config files, properties files or database settings 

validate correctly for mode, host, and application 
  

3 Verify database connections to ecs connected to ecs db successfully in the 
configured mode 

  

4 Verify ECHO REST API service connections to ECHO connected to ECHO 
REST API successfully 

  

5 Verify collections under /sotestdata/DROP_802/BE_82_01/330 with ECS 
metadata 

  

6 Ensure a mock ECHO or TCP proxy is capturing BMGT traffic.   
7 <i>Setup</i>  #comment 
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# Action Expected Result Notes 
8 Ensure  Collection C1 has been installed in the mode. (ESDT verification 

script) 
  

9 Verify Collection C1 is enabled for Collection and Granule Export.   
10 <i>S-1 Perform an export of granule and collection metadata which will fail 

export due to an error which is classified as requiring ECHO Notification.<br 
/>For instance, an internal server error from ECHO or an ECHO stand-in</i> 

 #comment 

11 With the dispatcher running, run proxy_stop, then proxy_start500 to start a 
proxy that returns HTTP 500 errors. 

  

12 ./EcBmBMGTManualStart &lt;MODE&gt; --metc --metg -c 
&lt;C1_shortname&gt;.&lt;C1_versionid&gt; 

  

13 <i>V-1 Verify that the exports in S-1 are marked as failed in the GUI.</i>  #comment 
14 Verify the BMGT GUI &gt; Export Requests tab shows the request from S-1 

as PENDING. 
  

15 Verify in the BMT GUI, the Activity associated with the request from the 
previous step is marked as ERROR. 

  

16 Verify the BMGT GUI &gt; System Status tab shows the Dispatcher is 
paused. 

  

17 <i>V-2 Verify that an email is delivered to the configured notification email 
address listing the errors in S-1.  Verify that it lists the collection or granule 
which caused the error, as well as the text of the error as received from 
ECHO, and number of occurrences of each error.</i> 

 #comment 

18 Verify that an email is sent to the configured email address   
19 <i>V-3 Verify that the email indicates that the operator should contact ECHO 

Operations staff regarding the error.</i> 
 #comment 

20 Verify that the email indicates the ECHO operator needs to be contacted   
21 <i>V-4 Verify that the BMGT GUI also lists the text of the error for the 

export requests in S-1.</i> 
 #comment 

22 Verify that the bmgt GUI lists the export request error for granule g1 and 
Collection C1 

  

23 <i>V-5 Verify that the BMGT GUI provides statistics on the number of 
errors which required interaction with ECHO.</i> 

 #comment 

24 Verify that the BMGT GUI lists the number of requests resulting in errors 
requiring contacting ECHO 

  

25 <i>S-2 Resolve the underlying issue and use the GUI to retry the export.</i>  #comment 
26 Run proxy_stop500 then proxy_start to resume the regular proxy.   
27 Re-Export the requests from the GUI   
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# Action Expected Result Notes 
28 <i>V-6 Once the underlying issue has been resolved, and the export retried in 

S-2, verify that the export is able to complete.</i> 
 #comment 

29 Verify that the TCP proxy shows an HTTP PUT request for granule g1.<br 
/><br />(There may be more than one HTTP request, e.g., if there are 
network issues.) 

  

30 Verify that the TCP proxy shows a HTTP PUT request for Collection C1.<br 
/><br />(There may be more than one HTTP request, e.g., if there are 
network issues.) 

  

 
 
TEST DATA: 
 
 
 
 

Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type Requirements 
Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

      
1  Collection with a science 
granule 

          

                  

 
EXPECTED RESULTS: 
 
 
 
 
 
 
 

   V  330  1  Verify that the exports in S-1 are marked as failed in the GUI.          

   V  330  2  Verify that an email is delivered to the configured notification email address listing the errors in S-1.  Verify that it 
lists the collection or granule which caused the error, as well as the text of the error as received from ECHO, and 
number of occurrences of each error.    
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   V  330  3  Verify that the email indicates that the operator should contact ECHO Operations staff regarding the error.        

   V  330  4  Verify that the BMGT GUI also lists the text of the error for the export requests in S-1.        

   V  330  5  Verify that the BMGT GUI provides statistics on the number of errors which required interaction with ECHO.        

   V  330  6  Once the underlying issue has been resolved, and the export retried in S-2, verify that the export is able to complete. 
   

      

 

639 DATA RELATED ERRORS (ECS-ECSTC-3049) 

DESCRIPTION: 
 
 
 

   S  340  1  [Data Related Errors] Modify the XML metadata for a granule and the ODL descriptor for a collection such that 
they are invalid and their export attempt will cause a ‘data related error’.  For instance, remove the start or end of an 
XML or ODL group so that the file fails basic validation.  

      

   S  340  2  Perform an update to the selected granule and collection such that they are picked up by the automatic export 
polling process.   Alternatively, add a fake event to the AIM event history to cause the granule and collection to be 
picked up.  

      

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Verify configurations - config files, properties files or database settings 

validate correctly for mode, host, and application 
  

3 Verify database connections to ecs connected to ecs db successfully in the 
configured mode 

  

4 Verify ECHO REST API service connections to ECHO connected to ECHO 
REST API successfully 

  

5 Verify collections under  /sotestdata/DROP_802/BE_82_01/340 with ECS   
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# Action Expected Result Notes 
metadata 

6 Ensure a mock ECHO or TCP proxy is capturing BMGT traffic.   
7 <i>Setup</i>  #comment 
8 Ensure  Collections C1 has been installed in the mode.   
9 Verify Collection C1 is enabled for Collection and Granule Export.   
10 Configure BMGT.EmailLogger.To = &lt;testEmail&gt;   
11 <i>S-1 Modify the XML metadata for a granule and the ODL descriptor for a 

collection such that they are invalid and their export attempt will cause a 
‘data related error’.<br />For instance, remove the start or end of an XML or 
ODL group so that the file fails basic validation.</i> 

 #comment 

12 Find granule G1's metadata file in the small file archive, make a back up 
copy, then remove the final closing tag.<br /><br 
/>/stornext/smallfiles/&lt;MODE&gt;/metadata/&lt;SHORT_NAME&gt;.&lt
;VERSION_ID&gt;/&lt;YEAR&gt;.&lt;MONTH&gt;/&lt;SHORT_NAME&
gt;.&lt;VERSION_ID&gt;.&lt;GRANULE_ID&gt;.xml 

  

13 Find collection C1's ODL descriptor file in the small file archive, make a 
backup copy, then remove a START_GROUP.<br /><br 
/>/stornext/smallfiles/&lt;MODE&gt;/descriptor/*&lt;SHORT_NAME&gt;.
&lt;VERSION_ID&gt;.desc 

  

14 <i>S-2 Perform an update to the selected granule and collection such that 
they are picked up by the automatic export polling process.<br 
/>Alternatively, add a fake event to the AIM event history to cause the 
granule and collection to be picked up.</i> 

 #comment 

15 Update the DsMdGREventHistory with a GRUPDATE and a CLUPDATE 
for granule g1 and Collection C1 

  

16 <i>Verification</i>  #comment 
17 <i>V-1 Verify that the export in S-1 encounters errors.</i>  #comment 
18 <i>V-2 Verify that the export requests for the items in S-1 are marked as 

‘failed’ in the GUI and that the associated errors can be viewed for each 
item.</i> 

 #comment 

19 Verify that the GUI shows errors for the requests for granule g1 and 
Collection C1 

  

20 <i>V-3 Verify that an email is sent indicating that the items in S-1 failed due 
to data related errors and were skipped.</i> 

 #comment 

21 Verify that an email was sent to the configured email address   
22 <i>V-4 Verify that the email message lists the error messages and the number 

of items which encountered each error.</i> 
 #comment 
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# Action Expected Result Notes 
23 Verify that the email lists the granule g1 and Collection C1 with the error 

messages 
  

24 <i>V-5 Verify that messages are printed to the log file for the errors in S-1 , 
including the item (collection or granule) ID,  the reason for the error, and 
indicate that the items were skipped.</i> 

 #comment 

25 Verify that the BMGT logs indicate granule g1 and Collection C1 as items 
skipped along with the reason for error 

  

26 <i>V-6 Verify that in the GUI it is possible to list only those items which 
were skipped due to data related errors.</i> 

 #comment 

27 Verify that the GUI export request page allows filtering to view only those 
requests which were skipped due to data related errors. 

  

28 <i>V-7 Verify that no HTTP export request was made for the items in S-1, as 
their failure occurred prior  to export and export was therefore ‘skipped’</i> 

 #comment 

29 Verify that the TCP proxy does not show a HTTP PUT request for granule 
g1. 

  

30 Verify that the TCP proxy does not show a HTTP PUT request for Collection 
C1. 

  

31 <i>V-8 Verify that the BMGT GUI provides statistics on the number of items 
skipped due to data related errors.</i> 

 #comment 

32 Verify the bmgt GUI provides stats on the errors.   

 
 
TEST DATA: 
 
 
 
 

Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

                  

                  

 
EXPECTED RESULTS: 
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   V  340  1  Verify that the export in S-1 encounters errors.        

   V  340  2  Verify that the export requests for the items in S-1 are marked as ‘failed’ in the GUI and that the associated 
errors can be viewed for each item.  

      

   V  340  3  Verify that an email is sent indicating that the items in S-1 failed due to data related errors and were skipped.        

   V  340  4  Verify that the email message lists the error messages and the number of items which encountered each error.        

   V  340  5  Verify that messages are printed to the log file for the errors in S-1 , including the item (collection or granule) 
ID,  the reason for the error, and indicate that the items were skipped.    

      

   V  340  6  Verify that in the GUI it is possible to list only those items which were skipped due to data related errors.        

   V  340  7  Verify that no HTTP export request was made for the items in S-1, as their failure occurred prior  to export and 
export was therefore ‘skipped’  

      

   V  340  8  Verify that the BMGT GUI provides statistics on the number of items skipped due to data related errors.        

 

640 NON DATA RELATED GENERATION ERRORS (ECS-ECSTC-3050) 

DESCRIPTION: 
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   S  370  1  [Non Data Related Generation Errors] In the GUI, configure the number of retries and retry delay 
for non data related metadata generation failures.   Ensure that the configuration is such that it will be 
possible to perform the rest of this criteria without the number of retires reaching the limit.   

      

   S  370  2  Move the metadata file for a granule, such that it will not be found at the location indicated by its 
database record.  

      

   S  370  3  Move the descriptor file for a collection, such that it will not be found at the location indicated by its 
database record.  

      

   S  370  4  Request the export of the granule and collection in S-2 and S-3        

   S  370  5  Replace the files moved in S-2 and S-3.        

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Verify configurations - config files, properties files or database settings 

validate correctly for mode, host, and application 
  

3 Verify database connections to ecs connected to ecs db successfully in the 
configured mode 

  

4 Verify ECHO REST API service connections to ECHO connected to ECHO 
REST API successfully 

  

5 Verify collections under  /sotestdata/DROP_802/BE_82_01/370 with ECS 
metadata 

  

6 Ensure a mock ECHO or TCP proxy is capturing BMGT requests.   
7 <i>Setup</i>  #comment 
8 Ensure collections C1, C2 have been installed in the mode.   
9 Verify Collection C1 and C2 have been enabled for Collection and Granule 

Export. 
  

10 Configure BMGT.EmailLogger.To = &lt;testEmail&gt; in the BMGT GUI 
configuration tab 

  

11 <i>S-1 In the GUI, configure the number of retries and retry delay for non 
data related metadata generation failures.<br />Ensure that the configuration 

 #comment 
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# Action Expected Result Notes 
is such that it will be possible to perform the rest of this criteria without the 
number of retires reaching the limit.</i> 

12 Configure BMGT.Generator.IOError.RetryInterval  = 60000<br />Configure 
BMGT.Generator.IOError.NumRetries = 10 

  

13 <i>V-1 Verify that it was possible to modify the number of retries and retry 
interval in S-1.</i> 

 #comment 

14 Verify that the configuration changes were saved in the database in 
bg_configuration_property table 

  

15 <i>S-2 Move the metadata file for a granule, such that it will not be found at 
the location indicated by its database record.</i> 

 #comment 

16 Locate granule g1's small file archive XML file<br 
/>/stornext/smallfiles/&lt;MODE&gt;/metadata/&lt;SHORT_NAME&gt;.&lt
;VERSION_ID&gt;/&lt;YEAR&gt;.&lt;MONTH&gt;/&lt;SHORT_NAME&
gt;.&lt;VERSION_ID&gt;.&lt;GRANULE_ID&gt;.xml<br />move it to<br 
/>/stornext/smallfiles/&lt;MODE&gt;/metadata/&lt;SHORT_NAME&gt;.&lt
;VERSION_ID&gt;/&lt;YEAR&gt;.&lt;MONTH&gt;/&lt;SHORT_NAME&
gt;.&lt;VERSION_ID&gt;.&lt;GRANULE_ID&gt;.old 

  

17 <i>S-3 Move the descriptor file for a collection, such that it will not be found 
at the location indicated by its database record.</i> 

 #comment 

18 Locate collection C1's ODL descriptor file <br 
/>/stornext/smallfiles/&lt;MODE&gt;/descriptor/*&lt;SHORT_NAME&gt;.
&lt;VERSION_ID&gt;.desc<br />move it to<br 
/>/stornext/smallfiles/&lt;MODE&gt;/descriptor/*&lt;SHORT_NAME&gt;.
&lt;VERSION_ID&gt;.old 

  

19 <i>S-4 Request the export of the granule and collection in S-2 and S-3</i>  #comment 
20 Assume Collection C1 has one science granule g1   
21 EcBmBMGTManualStart &lt;MODE&gt; --metc --metg --collections 

&lt;C1_shortname&gt;.&lt;C1_versionid&gt; 
  

22 Record start time to be t_start_time   
23 <i>V-2 Inspect the log to verify that the errors encountered due to the 

missing files in S-2 and S-3 are listed there, and that the log entries indicate 
that BMGT tried to find these files repeatedly at the configured interval until 
it reached the maximum retry threshold.</i> 

 #comment 

24 Verify that the bmgt logs indicate the errors due to missing files   
25 <i>V-3 Verify that the GUI indicates that the export of the items in S-2 and 

S-3 have failed due to a non-data related error and lists the error text.</i> 
 #comment 

26 Verify that the GUI indicates the error for granule 1 and Collection C1.<br   
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# Action Expected Result Notes 
/><br />request status should say BLOCKED<br />activity status should say 
RETRY or ERROR 

27 <i>S-5 Replace the files moved in S-2 and S-3.</i>  #comment 
28 Move 

/stornext/smallfiles/&lt;MODE&gt;/metadata/&lt;SHORT_NAME&gt;.&lt;V
ERSION_ID&gt;/&lt;YEAR&gt;.&lt;MONTH&gt;/&lt;SHORT_NAME&gt
;.&lt;VERSION_ID&gt;.&lt;GRANULE_ID&gt;.old<br />to<br 
/>/stornext/smallfiles/&lt;MODE&gt;/metadata/&lt;SHORT_NAME&gt;.&lt
;VERSION_ID&gt;/&lt;YEAR&gt;.&lt;MONTH&gt;/&lt;SHORT_NAME&
gt;.&lt;VERSION_ID&gt;.&lt;GRANULE_ID&gt;.xml 

  

29 Wait for 5 minutes after t_start_time   
30 Move 

/stornext/smallfiles/&lt;MODE&gt;/descriptor/*&lt;SHORT_NAME&gt;.&lt
;VERSION_ID&gt;.old<br />to<br 
/>/stornext/smallfiles/&lt;MODE&gt;/descriptor/*&lt;SHORT_NAME&gt;.
&lt;VERSION_ID&gt;.desc 

  

31 <i>V-4 Verify that once the error occurs, metadata generation is retried at the 
configured interval until the file is replaced.</i> 

 #comment 

32 Verify that the retry occurs every 1 minute till the the granule file g1 was 
replaced 

  

33 <i>V-5 Verify that the BMGT GUI provides statistics on the number of items 
which failed due to non data related generation errors.</i> 

 #comment 

34 Verify BMGT GUI allows filtering of requests to view only those which 
failed due to non data-related errors and provides a count of such errors. 

  

35 <i>V-6 Verify that once the normal artifact cleanup time has passed the 
record of the skipped collection from S-3 is cleaned up, and no longer shows 
up in the GUI.</i> 

 #comment 

36 Verify that the Collection C1 does not show up on the GUI as an error or 
pending item after the configred artifact cleanup time. 

  

 
 
TEST DATA: 
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Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

      
 1 Collection and 1 
granule 

          

                  

 
EXPECTED RESULTS: 
 
 
 
 
 
 
 

   V  370  1  Verify that it was possible to modify the number of retries and retry interval in S-1.       

   V  370  2  Inspect the log to verify that the errors encountered due to the missing files in S-2 and S-3 are listed there, and that 
the log entries indicate that BMGT tried to find these files repeatedly at the configured interval until it reached the 
maximum retry threshold.  

      

   V  370  3  Verify that the GUI indicates that the export of the items in S-2 and S-3 have failed due to a non-data related error 
and lists the error text.  

      

   V  370  4  Verify that once the error occurs, metadata generation is retried at the configured interval until the file is replaced.        

   V  370  5  Verify that the BMGT GUI provides statistics on the number of items which failed due to non data related 
generation errors.  

      

   V  370  6  Verify that once the normal artifact cleanup time has passed the record of the skipped collection from S-3 is cleaned 
up, and no longer shows up in the GUI.  
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641 ALERT AFTER NUMEROUS RETRIES (ECS-ECSTC-3051) 

DESCRIPTION: 
 
 
 
 

   S  380  1  [Alert After Numerous Retries] Log in to the BMGT GUI as an operator.  View and update the export retry 
interval and number of retries which will trigger an alert.  Save the changes.  Bounce BMGT server.    

      

   S  380  2  Cause an error situation wherein a retriable, unsuccessful HTTP code is returned to BMGT from ECHO (or an 
ECHO stand-in) on each export attempt.  Retriable error codes include HTTP code 500.  

      

   S  380  3  Resolve the cause of the error such that successful (code 200 or 201) HTTP statuses are returned.        

  
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure BMGT configuration is current and correct (config files, properties 

files, database settings, etc.). 
  

3 Ensure a PostgreSQL prompt is available, connected to the ecs database.   
4 Ensure test data under /sotestdata/DROP_802/BE_82_01/Criteria/380 is 

available. 
  

5 Ensure  Collections C1, C2 have been installed in the mode.<br />Look in the 
DPL Ingest GUI, or ask a lab lead. 

  

6 Ensure granules g1 .. g4 have been ingested and their granule IDs are saved 
to a text file granuleids.txt. 

  

7 Ensure collections C1 and C2 are enabled for Collection and Granule 
Export:<br /><br />select shortname, versionid, collectionexportflag, 
granuleexportflag<br />from bg_collection_configuration<br />where 
(shortname = &lt;C1_SHORTNAME&gt; and versionid = 
&lt;C1_VERSIONID&gt;)<br />or (shortname = 
&lt;C2_SHORTNAME&gt; and versionid = &lt;C2_VERSIONID&gt;) 

  

8 Ensure BMGT.EmailLogger.To is set to a valid, reachable email address   
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# Action Expected Result Notes 
(such as labuser@f4eil01.edn.ecs.nasa.gov) via the BMGT GUI &gt; BMGT 
Configuration tab or the database:<br /><br />update 
bg_configuration_property<br />set propertyvalue = 
'&lt;TEST_EMAIL&gt;'<br />where propertyname = 
'BMGT.EmailLogger.To' 

9 Ensure a mock ECHO or TCP proxy is capturing BMGT traffic.   
10 <i>Setup</i>  #comment 
11 <i>S-1 Log in to the BMGT GUI as an operator.<br />View and update the 

export retry interval and number of retries which will trigger an alert, as well 
as an interval for retries after an alert.<br />Save the changes.<br />Bounce 
BMGT server.</i> 

 #comment 

12 Log in to the BMGT GUI, using the operator password.   
13 On the &quot;BMGT Configuration&quot; tab, set these values:<br /><br 

/>BMGT.Exporter.IngestClient.RetryRequestCount = 3 
BMGT.Exporter.IngestClient.RetryRequestWait = 10000 
BMGT.Dispatcher.MaxAutoResumeRetries = 3<br 
/>BMGT.Dispatcher.AutoResumeWait = 60000 

  

14 Restart the BMGT Server:<br /><br />EcBmBMGTDispatcherStop 
&lt;MODE&gt;<br />EcBmBMGTDispatcherStart &lt;MODE&gt; 

  

15 <i>V-1 Verify that in S-1 the GUI displays the export retry interval and the 
number of retries which will trigger an alert.  Verify that it allows the 
operator to update the values.</i> 

 #comment 

16 Verify the BMGT GUI &gt; BMGT Configuration tab displays values for the 
changed properties before the change. 

  

17 Verify the BMGT GUI &gt; BMGT Configuration tab allows the operator to 
change the propery values. 

  

18 Log out of the BMGT GUI.   
19 Clear the browser cache.   
20 Log in to the BMGT GUI with the operator password.   
21 Verify the BMGT GUI &gt; BMGT Configuration tab displays new values 

for the changed properties. 
  

22 <i>S-2 Cause an error situation wherein a retriable, unsuccessful HTTP error 
is returned to BMGT from ECHO (or an ECHO stand-in) on each export 
attempt.  HTTP errors include:<br />1. Cannot determine IP address of 
ECHO<br />2. ECHO not responding<br />3. Communication with 
ECHO interrupted in the middle (e.g. by bringing down a proxy)<br />4.
 ECHO terminates a persistent connection from ECHO.</i> 

 #comment 
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# Action Expected Result Notes 
23 Cause one of the following error scenarios:<br />1. Cannot determine IP 

address of ECHO<br />2. ECHO not responding<br />3.
 Communication with ECHO interrupted in the middle (e.g. by 
bringing down a proxy)<br />4. ECHO terminates a persistent connection 
from ECHO. 

  

24 Request export of collection C1 and its granules g1, g2:<br /><br 
/>EcBmBMGTManualStart &lt;MODE&gt; --metc --metg --collections 
&lt;C1_SHORTNAME&gt;.&lt;C1_VERSIONID&gt; 

  

25 <i>V-2 Verify that the amount of time between retries of the error in S-2 is 
equal to that defined in S-1.</i> 

 #comment 

26 Verify the mock ECHO log shows that metadata for collection C1 and 
granules g1, g2 is exported every 10 seconds after the initial attempt. 

  

27 <i>V-3 Verify that once the retry threshold is reached, an alert is triggered, 
pausing the dispatcher.</i> 

 #comment 

28 Verify that after the 4th collection C1 export (3rd retry) the dispatcher is 
paused (about 30 seconds after the initial export attempt). 

  

29 <i>V-3.1 Verify that the alert is visible in the GUI.</i>  #comment 
30 Verify that after the 4th collection C1 export (3rd retry) an alert appears in 

the GUI (about 30 seconds after the initial export attempt). 
  

31 <i>V-3.2 Verify that an alert email is sent to the operator explaining that the 
dispatcher has been paused and giving a reason for the alert.</i> 

 #comment 

32 Verify that after the 4th collection C1 export (3rd retry) an email is sent to the 
configured email address (about 30 seconds after the initial export attempt). 

  

33 <i>V-3.3 Verify that while the alert is in place, the dispatcher is unpaused at 
the configured interval allowing requests to be retried</i> 

 #comment 

34 Verify that while the alert is displayed in the BMGT GUI, the dispatcher is 
unpaused every minute, resulting in export attempts for queued export 
requests. 

  

35 <i>S-3 Resolve the cause of the error such that successful (code 200 or 201) 
HTTP statuses are returned.</i> 

 #comment 

36 Configure the mock ECHO to respond to collection and granule exports with 
HTTP success codes, such as 200 or 201. 

  

37 <i>V-4 Verify that once the cause of the error is resolved in S-3, the alert is 
automatically cleared the next time the dispatcher is resumed and requests are 
able to successfully export, allowing all queued requests to once again start 
working off.</i> 

 #comment 

38 Verify that after the mock ECHO begins returning HTTP success codes the   
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# Action Expected Result Notes 
alert no longer appears in the BMGT GUI. 

39 Verify that the mock ECHO log shows that after collection C1 is exported 
successfully, metadata is exported for granules g1 and g2. 

  

40 <i>V-5 Cause a 422 HTTP status code to be returned to BMGT for one or 
more export requests,<br />and verify that these requests are marked as 
having an ECHO ingest failure.</i> 

 #comment 

41 Configure the mock ECHO to respond to collection and granule exports with 
HTTP code 422 an dECHO Error code 
&quot;RECORD_INVALID&quot;.<br /><br />(If using a TCP proxy, 
Duplicate the online access URL in the granule metadata file for granule g2 
in Collection C2. (Online access urls Urls must be unique will cause 422 
error) 

  

42 EcBmBMGTManualStart --mode &lt;MODE&gt; --metc --metg --collections 
&lt;C2_shortname.C2_versionid&gt; 

  

43 Verify that the GUI shows a failure on the export request   

 
 
TEST DATA: 
 
 
 
 

Crit 
id 

Crit ccr 
no 

Test Data Description 
Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

    
Collection C1 with 2 
granules g1, g2 

            

    
Collection C2 with 2 
granules g3, g4 

            

 
EXPECTED RESULTS: 
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   V  380  1  Verify that in S-1 the GUI displays the export retry interval and the number of retries which will trigger an alert. 
 Verify that it allows the operator to update the values.  

      

   V  380  2  Verify that the amount of time between retries of the error in S-2 is equal to that defined in S-1.          

   V  380  3  Verify that once the retry threshold is reached, an alert is triggered.  Verify that the alert is visible in the GUI. And 
also in an email sent to the operator.  Verify that while the alert is in place, only a single export request will attempt 
retries, and all others will be paused.  

      

   V  380  4  Verify that once the cause of the error is resolved in S-3, the alert is automatically cleared, allowing all queued 
requests to once again start working off.    

      

   V  380  5  Cause a 422 HTTP status code to be returned to BMGT for one or more export requests, and verify that these 
requests are marked as having an ECHO ingest failure.  

      

 

642 FAULT RECOVERY (ECS-ECSTC-3052) 

DESCRIPTION: 
 
 
 
 
 
 

   S  390  1  [Fault Recovery] Set up an ECHO stand-in which will cause HTTP requests to hang for a long period of time 
before responding.  

      

   S  390  2  Initiate a manual export and trigger events such that there is a backlog of pending export requests for both 
manual and automatic export.  

      

   S  390  3  Once the export requests have started working off, and once some of the requests have reached the point where 
HTTP requests to the ECHO stand-in are hanging, forcibly kill the BMGT application.  
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   S  390  4  Cause the ECHO stand-in to no longer hang on all requests.        

   S  390  5  Start the BMGT application.        

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure a mock ECHO is capturing BMGT traffic.   
3 Ensure granules G1 ... G20 are in AIM.   
4 <i>Setup</i>  #comment 
5 <i>S-1 Set up an ECHO stand-in which will cause HTTP requests to hang for 

a long period of time before responding.</i> 
 #comment 

6 Configure the mock ECHO to wait for 5 minutes before responding to each 
request. 

  

7 <i>S-2 Initiate a manual export and trigger events such that there is a backlog 
of pending export requests for both manual and automatic export.</i> 

 #comment 

8 Manually export granules G1 ... G10:<br /><br />EcBmBMGTManualStart 
$MODE --metg --granules ${G1},${G2},...,${G10} 

  

9 Update granules G11 ... G20:<br /><br />update amgranule<br />set 
daynightflag = 'Both'<br />where granuleid in (${G11}, ${G12}, ..., ${G20}) 

  

10 <i>S-3 Once the export requests have started working off, and once some of 
the requests have reached the point where HTTP requests to the ECHO stand-
in are hanging, forcibly kill the BMGT application.</i> 

 #comment 

11 Once the mock ECHO logs several requests, kill BMGT:<br /><br />ps aux | 
grep EcBmDispatcher | grep $MODE<br />kill -9 
${BMGT_DISPATCHER_PID} 

  

12 <i>S-4 Cause the ECHO stand-in to no longer hang on all requests.</i>  #comment 
13 Configure the mock ECHO to respond immediately to each request.   
14 <i>S-5 Start the BMGT application.</i>  #comment 
15 Start the BMGT dispatcher:<br /><br />EcBmBMGTDispatcherStart 

$MODE 
  

16 <i>Verification</i>  #comment 
17 <i>V-1 Verify that when BMGT is restarted, all export requests which were 

in process, including those which were hanging during an HTTP request, are 
 #comment 
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# Action Expected Result Notes 
added back to the queue and worked off.</i> 

18 Verify that after restarting BMGT requests for granules G1 ... G20 complete.   
19 <i>V-2 Verify that no export requests are failed.</i>  #comment 
20 Verify the BMGT GUI shows export requests for granules G1 ... G20 are 

successful. 
  

21 <i>V-3 Verify that each of the export requests added in S-2 is worked off, 
and that none are lost due to the failure.</i> 

 #comment 

22 Verify that all automatic requests for granules G11 ... G20 are eventually 
exported. 

  

 
 
TEST DATA: 
 
 
 
 

Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

        
20 granules (G1 ... 
G20). 

        

                  

 
EXPECTED RESULTS: 
 
 
 
 

   V  390  1  Verify that when BMGT is restarted, all export requests which were in process, including those 
which were hanging during an HTTP request, are added back to the queue and worked off.  

      

   V  390  2  Verify that no export requests are failed.        

   V  390  3  Verify that each of the export requests added in S-2 is worked off, and that none are lost due to the 
failure.  
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643 CORRECTIVE EXPORT (ECS-ECSTC-3053) 

DESCRIPTION: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

   S  400  1  [Corrective Export] Configure BMGT to not automatically perform re-exports.        

   S  400  2  Export a granule insert for 2 granules whose collections have not been exported to ECHO, or perform the export 
and artificially cause the response to indicate that the associated collection could not be found.  

      

   S  400  3  Manually delete 2 granules and 2 collections from ECHO such that SDPS contains these items and ECHO does 
not.  

      

   S  400  4  Manually add to ECHO 2 collections and 2 granules (which belong to a valid collection) such that ECHO 
contains these items and SDPS does not.  

      

   S  400  5  Perform a collection short form verification        

   S  400  6  Perform a granule short form verification (for at least the collections containing the granules added/removed in 
S-3 and S-4).  
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   S  400  7  View the re-export queue in the GUI.        

   S  400  8  Filter the re-export queue to include only those requests associated with a specific collection.        

   S  400  9  Filter the re-export queue to include only those requests associated with a specific collection group.        

   S  400  10  From the command line, request a re-export queue report.        

   S  400  11  From the command line, request a re-export queue report, filtered to include only those requests associated with 
a particular collection.  

      

   S  400  12  From the command line, request a re-export queue report, filtered to include only those requests associated with 
a particular collection group.  

      

   S  400  13  From the command line, request the removal from the re-export queue of an export request by granule ID.  Then 
request a new re-export queue report.  

      

   S  400  14  From the command line, request the removal from the re-export queue of an export request by collection ID.  
Then request a new re-export queue report.  

      

   S  400  15  From the command line, request a re-export queue statistics report.        

   S  400  16  Perform a corrective re-export, requesting at the same time, the production of a re-export queue report.        

   S  400  17  Request the generation of a re-export queue report.        

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure BMGT configuration is current and correct (config files, properties 

files, database settings, etc.). 
  

3 Ensure a PostgreSQL prompt is available and connected to the ecs database.   
4 Ensure test data is available under   
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# Action Expected Result Notes 
/sotestdata/DROP_802/BE_82_01/Criteria/400. 

5 Ensure Collections C1, C4, C5, C6, C7, C8 have been installed in the mode 
(e.g., they are listed in the DPL Ingest GUI). 

  

6 Ensure Collection C1, C4, C5, C6, C7, C8 are enabled for collection and 
granule export:<br /><br />update bg_collection_configuration<br />set 
collectionexportflag = 'Y', granuleexportflag = 'Y'<br />where (shortname = 
'&lt;SHORTNAME&gt;' and versionid = &lt;VERSIONID&gt;)<br />or 
(shortname = '&lt;SHORTNAME&gt;' and versionid = 
&lt;VERSIONID&gt;)<br />...<br /><br />If any collection was newly 
enabled for export in this step, wait for it and its granules to be exported. 

  

7 Manually delete collections C4, C8 from ECHO, using curl (see below for 
examples). 

  

8 Ensure a mock ECHO or TCP proxy is capturing BMGT traffic.   
9 <i>Examples for querying ECHO and removing items:</i>  #comment 
10 <i>1)<br />create a token request file, with contents similar to:<br 

/>&lt;token&gt;<br />  &lt;username&gt;bmgt_tester&lt;/username&gt;<br 
/>  &lt;password&gt;***********&lt;/password&gt;<br />  
&lt;client_id&gt;ESI Testing&lt;/client_id&gt;<br />  
&lt;user_ip_address&gt;127.0.0.1&lt;/user_ip_address&gt;<br />  
&lt;provider&gt;DEV08&lt;/provider&gt;<br />&lt;/token&gt;<br /><br 
/>(with the correct password of course)</i> 

 #comment 

11 <i>2) request a token:<br />curl -XPOST -H &quot;Content-
Type:application/xml&quot; -d @./tokenRequest-EDF_DEV08 
&quot;http://testbed.echo.nasa.gov/echo-rest/tokens&quot;<br />&lt;?xml 
version=&quot;1.0&quot; encoding=&quot;UTF-8&quot;?&gt;<br 
/>&lt;token&gt;<br />  &lt;id&gt;E80548D8-D80B-712E-6981-
4D38C5D0A807&lt;/id&gt;<br />  
&lt;username&gt;bmgt_tester&lt;/username&gt;<br />  &lt;client_id&gt;ESI 
Testing&lt;/client_id&gt;<br />  
&lt;user_ip_address&gt;127.0.0.1&lt;/user_ip_address&gt;<br />  
&lt;provider&gt;DEV08&lt;/provider&gt;<br />&lt;/token&gt;<br /><br 
/>where ./tokenRequest-EDF_DEV08 is the path to the token request file.<br 
/><br />The value of &lt;id&gt; is your token</i> 

 #comment 

12 <i>2) request a token:<br />curl -XPOST -H &quot;Content-
Type:application/xml&quot; -d @./tokenRequest-EDF_DEV08 
&quot;http://testbed.echo.nasa.gov/echo-rest/tokens&quot;<br />&lt;?xml 
version=&quot;1.0&quot; encoding=&quot;UTF-8&quot;?&gt;<br 
/>&lt;token&gt;<br />  &lt;id&gt;E80548D8-D80B-712E-6981-

 #comment 
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# Action Expected Result Notes 
4D38C5D0A807&lt;/id&gt;<br />  
&lt;username&gt;bmgt_tester&lt;/username&gt;<br />  &lt;client_id&gt;ESI 
Testing&lt;/client_id&gt;<br />  
&lt;user_ip_address&gt;127.0.0.1&lt;/user_ip_address&gt;<br />  
&lt;provider&gt;DEV08&lt;/provider&gt;<br />&lt;/token&gt;<br /><br 
/>where ./tokenRequest-EDF_DEV08 is the path to the token request file.<br 
/><br />The value of &lt;id&gt; is your token</i> 

13 <i>3) list all collections installed in ECHO for the provider:<br /><br />curl -
XGET -H &quot;Echo-Token:E80548D8-D80B-712E-6981-
4D38C5D0A807&quot; http://testbed.echo.nasa.gov/catalog-
rest/providers/DEV08/datasets<br />&lt;references&gt;<br />...<br />  
&lt;reference&gt;<br />    &lt;name&gt;AMSR-E/Aqua Monthly L3 Global 
Snow Water Equivalent EASE-Grids V086&lt;/name&gt;<br />    
&lt;id&gt;C1000000325-DEV08&lt;/id&gt;<br 
/>&lt;location&gt;https://testbed.echo.nasa.gov:443/catalog-
rest/echo_catalog/datasets/C1000000325-DEV08&lt;/location&gt;<br />  
&lt;/reference&gt;<br />&lt;/references&gt;<br /><br />OR<br /><br />curl -
XGET -H &quot;Echo-Token:E80548D8-D80B-712E-6981-
4D38C5D0A807&quot; http://testbed.echo.nasa.gov/catalog-
rest/providers/DEV08/datasets/verify<br /><br 
/>&lt;DatasetsShortForm&gt;<br />...<br />    &lt;DatasetRef&gt;<br />      
&lt;DatasetId&gt;Text file output of ASTER L1B expedited PGE. 
V002&lt;/DatasetId&gt;<br />      &lt;LastUpdate&gt;2013-04-
02T15:46:04Z&lt;/LastUpdate&gt;<br />    &lt;/DatasetRef&gt;<br />  
&lt;/DatasetReferences&gt;<br />&lt;/DatasetsShortForm&gt;</i> 

 #comment 

14 <i>4) delete a granule<br /><br />curl -XDELETE -H &quot;Echo-
Token:E80548D8-D80B-712E-6981-4D38C5D0A807&quot; 
http://testbed.echo.nasa.gov/catalog-
rest/providers/DEV08/granules/&lt;GRANULEUR&gt;<br />e.g.<br />curl -
XDELETE -H &quot;Echo-Token:E80548D8-D80B-712E-6981-
4D38C5D0A807&quot; http://testbed.echo.nasa.gov/catalog-
rest/providers/DEV08/granules/SC%3AMIL3YAL.005%3A88021<br /><br 
/>granule URS are encoded versions of 
'SC:&lt;SHORTNAME&gt;.&lt;VERSION&gt;:&lt;GRANULE_ID&gt;'.  
encoded, this looks like: 'SC%3A&lt;shortname&gt;.&lt;version w/ padding 
zeroes&gt;%3A&lt;granuleid&gt;'.  you can look in the 
EcBmBMGTExporter.log for examples, and to find the URL used to export a 
granule ( to use later for deletion)</i> 

 #comment 
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# Action Expected Result Notes 
15 <i>5) delete a collection<br /><br />curl -XDELETE -H &quot;Echo-

Token:E80548D8-D80B-712E-6981-4D38C5D0A807&quot; 
http://testbed.echo.nasa.gov/catalog-
rest/providers/DEV08/datasets/&lt;DATASETID&gt;<br />e.g.<br />curl -
XDELETE -H &quot;Echo-Token:E80548D8-D80B-712E-6981-
4D38C5D0A807&quot; http://testbed.echo.nasa.gov/catalog-
rest/providers/DEV08/datasets/Near-Real-Time%20SSMIS%20EASE-
Grid%20Daily%20Global%20Ice%20Concentration%20and%20Snow%20E
xtent%20V004<br /><br />Dataset IDs are encoded versions of '&lt;LONG 
NAME&gt; V&lt;VERSION&gt;'  you can look in the 
EcBmBMGTExporter.log for examples, and to find the URL used to export a 
dataset ( to use later for deletion)<br /><br />here is a simple method to get 
the properly encoded version of the dataset ID:<br /><br />echo 
&quot;AMSR-E/Aqua Monthly L3 Global Snow Water Equivalent EASE-
Grids V086&quot; | perl -e 'use URI::Escape; my $s = &lt;&gt;; chomp($s); 
print uri_escape($s);' | sed -e 's/$/\n/'<br /><br />AMSR-
E%2FAqua%20Monthly%20L3%20Global%20Snow%20Water%20Equivale
nt%20EASE-Grids%20V086<br /><br />replace the contents between the 
initial quotes with the unescaped datasetID</i> 

 #comment 

16 <i>Setup</i>  #comment 
17 <i>S-1 Configure BMGT to not automatically perform re-exports.</i>  #comment 
18 Disable automatic corrective export:<br /><br />Log in to the BMGT 

GUI.<br />On the BMGT Configuration tab<br /><br />set 
BMGT.ResponseHandler.BlockCorrectiveExports = 'true'<br />set 
BMGT.Manual.ShortVer.ReqStatus = 'BLOCKED' 

  

19 <i>S-2 Export a granule insert for 2 granules whose collections have not been 
exported to ECHO, or perform the export and artificially cause the response 
to indicate that the associated collection could not be found.</i> 

 #comment 

20 Ingest a C4 granule g1.   
21 Ingest a C8 granule g2.   
22 <i>S-3 Manually delete 2 granules and 2 collections from ECHO such that 

SDPS contains these items and ECHO does not.</i> 
 #comment 

23 Delete 2 C1 granules g3, g4 from ECHO, using the curl commands listed 
above. 

  

24 Delete collections C6 and C7 from ECHO, using the curl commands listed 
above. 

  

25 <i>S-4 Manually add to ECHO 2 collections and 2 granules (which belong to 
a valid collection) such that ECHO contains these items and SDPS does 

 #comment 
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# Action Expected Result Notes 
not.</i> 

26 Perform a manual export to ingest collections C2 and C3 into ECHO:<br 
/><br />EcBmBMGTManualStart &lt;MODE&gt; -metc -c C2,C3 

  

27 Perform a manual export to ingest C5 granules g5 and g6 into ECHO:<br 
/><br />EcBmBMGTManualStart &lt;MODE&gt; -metg -g g5,g6 

  

28 On the BMGT GUI &quot;System Status&quot; tab pause the EVENT and 
NEW queues. 

  

29 Logically delete granules g5 and g6, using EcDsBulkDelete.pl.   
30 Delete the collections C2 and C3, using the ESDT Maintenance GUI.   
31 Remove any BMGT requests triggered by these steps<br /><br />delete from 

bg_export_request<br />where status = 'PENDING'<br />and collectionid in 
(C2, C3)<br />or granuleId in (g5, g6) 

  

32 Resume the BMGT EVENT and NEW queues.   
33 <i>S-5 Perform a collection short form verification</i>  #comment 
34 ./EcBmBMGTManualStart &lt;MODE&gt; --short --metc   
35 <i>S-6 Perform a granule short form verification (for at least the collections 

containing the granules added/removed in S-3 and S-4).</i> 
 #comment 

36 ./EcBmBMGTManualStart &lt;MODE&gt; --short --metg --c C1   
37 <i>V-1 Verify that after all the queued requests in S-2 – S-6 are exported, the 

following requests have been enqueued (or re-queued):<br /><br />a) S-2: 2 
collection and 2 granule exports.<br />b) S-3: 2 collection and 2 granule 
exports.<br />c) S-4: 2 collection and 2 granule exports.<br /><br />Verify 
that all the created requests are in the ‘blocked’ state (and any re-queued 
requests are in the ‘pending’ state but are not picked up for processing).</i> 

 #comment 

38 Verify that collection export requests queued for collection C4, C8 in the 
BLOCKED state. 

  

39 Verify that granule export requests are re-queued for granules g1 and g2 in 
the pending state, but not processed pending the collection exports for C4 and 
C8. 

  

40 Verify that collection export requests are queued for collections C6 and C7 in 
the BLOCKED state. 

  

41 Verify that granule export requests are queued for granules g3 and g4 in the 
BLOCKED state. 

  

42 Verify that collection delete requests queued for collections C2 and C3 are in 
the BLOCKED state 

  

43 Verify that granule deletion requests queued for granules g5 and g6 are in the   
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# Action Expected Result Notes 
BLOCKED state. 

44 <i>S-7 View the re-export queue in the GUI.</i>  #comment 
45 On the BMGT GUI &quot;Export Requests&quot; tab filter the export 

requests to view only those requests in the BLOCKED state. 
  

46 <i>S-8 Filter the re-export queue to include only those requests associated 
with a specific collection.</i> 

 #comment 

47 Further filter to show only those requests in the BLOCKED state that are 
associated with a specific collection. 

  

48 <i>V-4 Verify that the re-export queue in S-8 contains only re-queued 
requests associated with the specified collection.</i> 

 #comment 

49 Verify that the request list shows only those associated with the specified 
collection. 

  

50 <i>S-9 Filter the re-export queue to include only those requests associated 
with a specific collection group.</i> 

 #comment 

51 Filter the export requests to show only those requests in the BLOCKED state 
that are associated with a specific collection group. 

  

52 <i>V-5 Verify that the re-export queue in S-9 contains only re-queued 
requests associated with the specified collection group.</i> 

 #comment 

53 Verify that the request list shows only those associated with the specified 
collection group. 

  

54 <i>S-10 From the command line, request a re-export queue report.</i>  #comment 
55 EcBmBMGTManualStart &lt;MODE&gt; -corrective -report   
56 <i>V-6 Verify that the re-export queue in S-10 contains all re-queued 

requests.</i> 
 #comment 

57 Verify that the re-export queue in S-10 contains all re-queued requests.   
58 <i>S-11 From the command line, request a re-export queue report, filtered to 

include only those requests associated with a particular collection.</i> 
 #comment 

59 EcBmBMGTManualStart &lt;MODE&gt; -corrective -report -c 
&lt;ShortName&gt;.&lt;VersionID&gt; 

  

60 <i>V-7 Verify that the re-export queue in S-11 contains only re-queued 
requests associated with the specified collection.</i> 

 #comment 

61 Verify that the re-export queue in S-11 contains only re-queued requests 
associated with the specified collection. 

  

62 <i>S-12 From the command line, request a re-export queue report, filtered to 
include only those requests associated with a particular collection group.</i> 

 #comment 

63 EcBmBMGTManualStart &lt;MODE&gt; -corrective -report -p   



 

2146 
 

# Action Expected Result Notes 
&lt;GrpName&gt; 

64 <i>V-8 Verify that the re-export queue in S-12 contains only re-queued 
requests associated with the specified collection group.</i> 

 #comment 

65 Verify that the re-export queue in S-12 contains only re-queued requests 
associated with the specified collection group. 

  

66 <i>S-13 From the command line, request the removal from the re-export 
queue of an export request by granule ID.  Then request a new re-export 
queue report.</i> 

 #comment 

67 EcBmBMGTManualStart &lt;MODE&gt; -corrective -cancel -g 
&lt;GranuleId&gt; 

  

68 EcBmBMGTManualStart &lt;MODE&gt; -corrective -report   
69 <i>V-9 Verify that the re-export report generated after the removal of 

requests in S-13 does not include any requests associated with the specified 
granule.</i> 

 #comment 

70 Verify that the re-export report generated after the removal of requests in S-
13 does not include any requests associated with the specified granule. 

  

71 <i>S-14 From the command line, request the removal from the re-export 
queue of an export request by collection ID.  Then request a new re-export 
queue report.</i> 

 #comment 

72 EcBmBMGTManualStart &lt;MODE&gt; -corrective -cancel -c 
&lt;ShortName&gt;.&lt;VersionID&gt; 

  

73 EcBmBMGTManualStart &lt;MODE&gt; -corrective -report   
74 <i>V-10 Verify that the re-export report generated after the removal of 

requests in S-14 does not include any requests associated with the specified 
collection.</i> 

 #comment 

75 Verify that the re-export report generated after the removal of requests in S-
14 does not include any requests associated with the specified collection. 

  

76 <i>S-15 From the command line, request a re-export queue statistics 
report.</i> 

 #comment 

77 EcBmBMGTManualStart &lt;MODE&gt; -corrective -statistics   
78 <i>V-11 Verify that the re-export queue statistics report in S-15 contains for 

each collection, the number of corrective requests, as well as the time of 
report generation.</i> 

 #comment 

79 Verify that the re-export queue statistics report in S-15 contains for each 
collection, the number of corrective requests, as well as the time of report 
generation. 

  

80 <i>S-16 Perform a corrective re-export, requesting at the same time, the  #comment 
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# Action Expected Result Notes 
production of a re-export queue report.</i> 

81 EcBmBMGTManualStart &lt;MODE&gt; -corrective -cr   
82 <i>V-12 Verify that a re-export queue is printed to the screen when the 

corrective re-export is started in S-16.</i> 
 #comment 

83 Verify that a re-export queue is printed to the screen when the corrective re-
export is started in S-16. 

  

84 <i>V-13 Verify that when the re-export is started in S-16, all of the enqueued 
re-export requests are placed in the ‘pending’ state and worked off by 
BMGT.</i> 

 #comment 

85 Verify that all the requests in the BLOCKED state have been moved to the 
PENDING state. 

  

86 <i>S-17 Request the generation of a re-export queue report.</i>  #comment 
87 EcBmBMGTManualStart &lt;MODE&gt; -corrective -report   
88 <i>V-16 Verify that the re-export queue report generated in S-17 is 

empty.</i> 
 #comment 

89 Verify that no requests are printed to the screen.   
90 <i>V-2 Verify that the re-export queue reports obtained on the command line 

in S-7 – S-12 list all of the newly enqueued corrective requests, and lists, for 
each item:<br />    a) Item Type (collection/granule)<br />    b) Item ID<br />   
c) Collection<br />    d) Group<br />    e) Link to the initiating export request 
for the corrective request, where appropriate.<br />    f) Reason for corrective 
export.</i> 

 #comment 

91 Verify that when filtering the export requests list in the BMGT GUI to show 
only BLOCKED requests, the following is visible for each item in the list 
:<br />    a) Item Type (collection/granule)<br />    b) Item ID<br />    c) 
Collection<br />    d) Group<br />    e) BatchID of the initiating export 
request, if applicable<br />    f) For items being re-exported (not on the 
CORR queue), the Error or reason for corrective export (click the activity link 
button to view asscoiated errors). 

  

92 <i>V-3 Verify that the re-export queue in S-7 contains all re-queued 
requests.</i> 

 #comment 

93 Filter the export request queue to display only items with status of 
&quot;BLOCKED&quot;.  Verify that the list contains the following as a 
result of each setup step:<br />    a) S-2: 2 collection and 2 granule 
exports.<br />    b) S-3: 2 collection and 2 granule exports.<br />    c) S-4: 2 
collection and 2 granule exports. 

  

94 <i>V-14 Verify that the corrective requests result in the export of:<br />    a)  #comment 
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# Action Expected Result Notes 
HTTP PUT containing full granule or collection metadata for each granule or 
collection which is in the database and not logically deleted.<br />    b) HTTP 
DELETE for each granule or collection which is logically or physically 
deleted.</i> 

95 Verify that the TCP proxy shows HTTP PUT requests for granules g1, g2, g3, 
g4 and collections C4, C8, C6, C7. 

  

96 Verify that the TCP proxy shows HTTP DELETE requests granules g5, g6 
and collections C2 and C3. 

  

97 <i>V-15 Verify that all of the corrective requests succeed and reach a 
successful terminal state.</i> 

 #comment 

98 Verify that all of the corrective requests enqueued in this test are successfully 
exported and reach a terminal state. 

  

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

400   

8 collections 
(C1..C8) with 
couple of 
granules each 

MI3DAEF.002 
(C1) 
 
MI3DALF.002 
(C2) 
 
MI3DCDF.002 
(C3) 
 
MI3DLSF.002 
(C4) 
 
MIL3DAE.004 
(C5) 
 

      /sotestdata/DROP_802/BE_82_01/Criteria/400   
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Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

MIL3DAL.006 
(C6) 
 
MIL3DCLD.002 
(C7) 
 
MIL3DLS.004 
(C8) 

 
EXPECTED RESULTS: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

   V  400  1  Verify that after all the queued requests in S-2 – S-5 are exported, the following requests have been enqueued:  
 
a) S-2: 2 collection and 2 granule exports.  
 
b) S-3: 2 collection and 2 granule exports.  
 
c) S-4: 2 collection and 2 granule exports.  
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Verify that all the created requests are in the ‘blocked’ state.  

   V  400  2  Verify that the re-export queue reports obtained on the command line and in the GUI in S-7 – S-12 list all of 
the newly enqueued corrective requests, and lists, for each item:  
 
a) Item Type (collection/granule)  
 
b) Item ID  
 
c) Collection  
 
d) Group  
 
e) Identifier of the initiating export request which caused the enqueuing of the corrective request.  
 
f) Error or reason for corrective export.  

      

   V  400  3  Verify that the re-export queue in S-7 contains all re-queued requests.        

   V  400  4  Verify that the re-export queue in S-8 contains only re-queued requests associated with the specified 
collection.  

      

   V  400  5  Verify that the re-export queue in S-9 contains only re-queued requests associated with the specified 
collection group.  

      

   V  400  6  Verify that the re-export queue in S-10 contains all re-queued requests.        

   V  400  7  Verify that the re-export queue in S-11 contains only re-queued requests associated with the specified 
collection.  

      

   V  400  8  Verify that the re-export queue in S-12 contains only re-queued requests associated with the specified 
collection group.  

      

   V  400  9  Verify that the re-export report generated after the removal of requests in S-13 does not include any requests 
associated with the specified granule.  
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   V  400  10  Verify that the re-export report generated after the removal of requests in S-14 does not include any requests 
associated with the specified collection.  

      

   V  400  11  Verify that the re-export queue statistics report in S-15 contains for each collection, the number of corrective 
requests, as well as the time of report generation.  

      

   V  400  12  Verify that a re-export queue is printed to the screen when the corrective re-export is started in S-16.        

   V  400  13  Verify that when the re-export is started in S-16, all of the enqueued re-export requests are placed in the 
‘pending’ state and worked off by BMGT.  

      

   V  400  14  Verify that the corrective requests result in the export of:  
 
a) HTTP PUT containing full granule or collection metadata for each granule or collection which is in the 
database and not logically deleted.  
 
b) HTTP DELETE for each granule or collection which is logically or physically deleted.  

      

   V  400  15  Verify that all of the corrective requests succeed and reach a successful terminal state.        

   V  400  16  Verify that the re-export queue report generated in S-17 is empty.        

 

644 LONG FORM VERIFICATION - GRANULE (ECS-ECSTC-3054) 

DESCRIPTION: 
 
 
 
 

   S  410  1  [Long Form Verification - Granule] Request the long form verification of granule metadata for a single 
granule.  

      

   S  410  2  Request the long form verification of granule metadata for all granules in specified collection, ensuring that 
the collection includes some granules in the following categories:  
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a)     Granules with browse links  
 
b)     Public granules  
 
c)     Granules with restriction flag set  

   S  410  3  For at least two granules in S-1 and S-2, request the manual export of granule metadata, and save off the 
exported XML for use in verification  

      

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 <i>Use /tools/common/test/BE_82_01/bin/xpath to search for XML 

elements.</i> 
 #comment 

3 Verify configurations - config files, properties files or database settings 
validate correctly for mode, host, and application 

  

4 Verify database connections to ecs connected to ecs db successfully in the 
configured mode 

  

5 Verify ECHO REST API service connections to ECHO connected to ECHO 
REST API successfully 

  

6 Verify collections under  /sotestdata/DROP_802/BE_82_01/10 with ECS 
metadata 

  

7 Ensure a mock ECHO or TCP proxy is configured to capture and log BMGT 
requests. 

  

8 <i>Setup</i>  #comment 
9 Ensure collections C1, C2 have been installed in the mode.   
10 Ensure collections C1, C2 are enabled for Collection and Granule Export.   
11 Ensure collections C1, C2 have been exported to ECHO.   
12 <i>S-1 Request the long form verification of granule metadata for a single 

granule.</i> 
 #comment 

13 Identify a granule g1 in Collection C1 that can be exported.   
14 EcBmBMGTManualStart &lt;MODE&gt; --long --metg -g 

&lt;g1_granuleid&gt; 
  

15 <i>V-1 Verify that the export operation in S-1 results in the export of a single  #comment 
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# Action Expected Result Notes 
HTTP PUT containing the full granule metadata of the requested granule and 
containing an HTTP query parameter which indicates that the request is for 
verification purposes.</i> 

16 Verify that the TCP proxy log 
(/tools/common/test/BE_82_01/proxy/&lt;MODE&gt;/tcp.log) shows an 
HTTP put request for granule g1.o<br /><br />(There may be more than one 
HTTP request, e.g., if there are network issues.) 

  

17 Verify that the TCP proxy log shows full granule metadata of the requested 
granule. 

  

18 Verify that the TCP proxy log shows that the request contains a query 
parameter xml_diff=true, indicating it is for verification purposes. 

  

19 <i>S-2 Request the long form verification of granule metadata for all 
granules in specified collection, ensuring that the collection includes some 
granules in the following categories:</i> 

 #comment 

20 <i>a) Granules with browse links</i>  #comment 
21 Identify granules g2, g3 in Collection C2 that are linked to browse granules 

br2, br3:<br /><br />select g.granuleid, bx.browseid<br />from amgranule 
g<br />join ambrowsegranulexref bx<br />on g.granuleid = bx.granuleid<br 
/>where g.shortname = &lt;C2_SHORTNAME&gt;<br />and g.versionid = 
&lt;C2_VERSIONID&gt;<br />limit 2; 

  

22 <i>b) Public granules</i>  #comment 
23 Identify granules g4, g5 in Collection C2 which are public science 

granules:<br /><br />select granuleid<br />from amgranule <br />where 
IsOrderOnly is null<br />and shortname = &lt;C2_SHORTNAME&gt;<br 
/>and versionid = &lt;C2_VERSIONID&gt;<br />limit 2; 

  

24 <i>c) Granules with restriction flag set</i>  #comment 
25 Identify granules g6, g7 in Collection C2 which can be used to set the 

restriction flag.<br />dsmdrestrictionflag contains valid values for 
restriction_flag 

  

26 insert into dsmdrestrictionflag values (5, 'Testing Restriction Flag');<br 
/>insert into dsmdrestrictionflag values (6, 'Testing Restriction Flag - 2');<br 
/>insert into dsmdgranulerestriction values (&lt;g6&gt;, 5);<br />insert into 
dsmdgranulerestriction values (&lt;g7&gt;, 6); 

  

27 <i>S-2 Request the long form verification of granule metadata for all 
granules in specified collection, ensuring that the collection includes some 
granules in the following:</i> 

 #comment 

28 EcBmBMGTManualStart &lt;MODE&gt; --long --metg -c   
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# Action Expected Result Notes 
&lt;C2_shortname&gt;.&lt;C2_versionid&gt; 

29 <i>V-2 Verify that the export operation in S-2 results in the export of a single 
HTTP PUT containing the full granule metadata for each granule in the 
specified collection and containing an HTTP query parameter which indicates 
that the request is for verification purposes.</i> 

 #comment 

30 Verify that the TCP proxy log 
(/tools/common/test/BE_82_01/proxy/&lt;MODE&gt;/tcp.log) shows an 
HTTP put request for each granule g2,g3,g4,g5,g6,g7.<br /><br />(There 
may be more than one HTTP request, e.g., if there are network issues.) 

  

31 Verify that the TCP proxy log shows full granule metadata for each of 
granules g2,g3,g4,g5,g6,g7. 

  

32 Verify that the TCP proxy shows that each of the requests contain a query 
parameter xml_diff=true, indicating it is for verification purposes. 

  

33 <i>V-3 Verify that the verification metadata for the granules in S-2 contains 
the expected metadata including:<br />    a) URLs for Browse links<br />    
b) Science, Metadata, and ancillary file (if appropriate) URLs for public 
granules.<br />    c) Restriction flag for restricted granules.</i> 

 #comment 

34 Verify that the TCP proxy shows that the metadata exported for the browse 
granule contains a browse linkage URL for granules g2 and g3 in Collection 
C2.<br /><br />xpath 
&quot;/Granule/OnlineResources/OnlineResource[Type='BROWSE']/URL/t
ext()&quot; granule.xml<br /><br />should contain browse linkage URL 

  

35 Verify that the TCP proxy shows that the metadata contains the URLs for the 
public granules g4 and g5 in Collection C2.<br /><br />xpath 
&quot;/Granule/OnlineAccessURLs/OnlineAccessURL/URL/text()&quot; 
granule.xml<br /><br />should contain the science granule URL. 

  

36 xpath /Granule/RestrictionFlag g6.xml<br />should = 
&lt;restriction_flag_value&gt; 

  

37 <i>S-3 For at least two granules in S-1 and S-2, request the manual export of 
granule metadata, and save off the exported XML for use in verification</i> 

 #comment 

38 Manually Export granules in Collection C1 and C2<br /><br 
/>./EcBmBMGTManualStart &lt;MODE&gt; --metg -g 
&lt;g1_granuleid&gt;<br /><br />./EcBmBMGTManualStart &lt;MODE&gt; 
--metg -g 
&lt;g2_granuleid&gt;,&lt;g3_granuleid&gt;,&lt;g4_granuleid&gt;,&lt;g5_gr
anuleid&gt;,&lt;g6_granuleid&gt;,&lt;g7_granuleid&gt; 

  

39 Save the exported XML to a file.   
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# Action Expected Result Notes 
40 <i>V-4 For the granules whose manual exported metadata was obtained in S-

3, verify that the verification metadata is identical to this manual exported 
metadata.</i> 

 #comment 

41 Verify the metadata files from S2 and S3 are identical for each granule 
exported. 

  

 
 
TEST DATA: 
 
 
 
 

Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

410   1 collection 1 science granule           

410   1 collection 4 science, 2 browse           

 
EXPECTED RESULTS: 
 
 
 
 
 

   V  410  1  Verify that the export operation in S-1 results in the export of a single HTTP PUT containing the full granule 
metadata of the requested granule and containing an HTTP query parameter which indicates that the request is for 
verification purposes.  

      

   V  410  2  Verify that the export operation in S-2 results in the export of a single HTTP PUT containing the full granule 
metadata for each granule in the specified collection and containing an HTTP query parameter which indicates that 
the request is for verification purposes.  

      

   V  410  3  Verify that the verification metadata for the granules in S-2 contains the expected metadata including:  
 
a)     URLs for Browse links  
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b)     Science, Metadata, and ancillary file (if appropriate) URLs for public granules.  
 
c)     Restriction flag for restricted granules.  

   V  410  4  For the granules whose manual exported metadata was obtained in S-3, verify that the verification metadata is 
identical to this manual exported metadata[TR1] [TG2]  .  

      

  
 

645 LONG FORM VERIFICATION – COLLECTION (ECS-ECSTC-3055) 

DESCRIPTION: 
 
 
 

   S  420  1  [Long Form Verification – Collection] Request the verification of metadata for a specified collection.        

   S  420  2  For at least two collections, request the manual export of collection metadata, and save off the exported 
XML for use in verification  

      

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 <i>Verify configurations - config files, properties files or database settings 

validate correctly for mode, host, and application</i> 
 #comment 

3 Verify database connections to ecs connected to ecs db successfully in the 
configured mode 

  

4 <i>Verify ECHO REST API service connections to ECHO connected to 
ECHO REST API successfully</i> 

 #comment 

5 <i>Verify collections under  /sotestdata/DROP_802/BE_82_01/10 with ECS 
metadata</i> 

 #comment 

6 Ensure a mock ECHO or TCP proxy is configured to capture and log BMGT 
requests. 
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# Action Expected Result Notes 
7 <i>Setup</i>  #comment 
8 Ensure Collection C1 has been installed in the mode.   
9 Verify Collections C1 is enabled for Collection and Granule Export.   
10 <i>S-1 Request the verification of metadata for a specified collection.</i>  #comment 
11 EcBmBMGTManualStart &lt;MODE&gt; --long --metc -c 

&lt;C1_SHORTNAME&gt;.&lt;C1_VERSIONID&gt; 
  

12 <i>V-1 Verify that the operation in S-1 results in the export of a single HTTP 
PUT containing the full metadata of the requested collection and containing 
an HTTP query parameter which indicates that the request is for verification 
purposes.</i> 

 #comment 

13 Verify that the TCP proxy log 
(/tools/common/test/BE_82_01/proxy/&lt;MODE&gt;/tcp.log) shows an 
HTTP put request for Collection C1.<br /><br />(There may be more than 
one HTTP request, e.g., if there are network issues.) 

  

14 Verify that the TCP proxy log shows full collection metadata of the requested 
collection. 

  

15 Verify that the TCP proxy shows that the request contains a query parameter 
xml_diff=true, indicating it is for verification purposes. 

  

16 <i>S-2 For at least two collections, request the manual export of collection 
metadata, and save off the exported XML for use in verification</i> 

 #comment 

17 EcBmBMGTManualStart &lt;MODE&gt; --metc -c 
&lt;C1_SHORTNAME&gt;.&lt;C1_VERSIONID&gt; 

  

18 Save the exported metadata to an XML file.   
19 <i>V-2 For the collection whose manual exported metadata was obtained in 

S-2, verify that the verification metadata is identical to this manual exported 
metadata.</i> 

 #comment 

20 Verify the metadata files from S1 and S2 are identical.   

 
 
TEST DATA: 
 
 
 
 

Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 
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Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

       1 Collection            

                  

 
EXPECTED RESULTS: 
 
 
 

   V  420  1  Verify that the operation in S-1 results in the export of a single HTTP PUT containing the full metadata of 
the requested collection and containing an HTTP query parameter which indicates that the request is for 
verification purposes.  

      

   V  420  2  For the collection whose manual exported metadata was obtained in S-2, verify that the verification 
metadata is identical to this manual exported metadata .  

      

 

646 LONG FORM VERIFICATION - INSERT TIME (ECS-ECSTC-3056) 

DESCRIPTION: 
 
 
 

   S  430  1  [Long Form Verification - Insert Time] Identify two granules within a collection and their insert times.  Ensure that 
there are other granules inserted in between those times within the same collection.  Request the verification of granule 
metadata for all granules in the collection, specifying the colelcion, the datetime range defined by the two identified 
insert times and specifying that the range shall apply to insert times.  

      

   S  430  2  Identify two collections and their insert times.  Ensure that there are other collections inserted between those times. 
 Request the verification of collection metadata, without specifying a collection, but specifying the datetime range 
defined by the two identified insert times and specifying that the range shall apply to insert times.  

      

 
PRECONDITIONS: 
 



 

2159 
 

STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 <i>Verify configurations - config files, properties files or database settings 

validate correctly for mode, host, and application</i> 
 #comment 

3 Verify database connections to ecs connected to ecs db successfully in the 
configured mode 

  

4 <i>Verify ECHO REST API service connections to ECHO connected to 
ECHO REST API successfully</i> 

 #comment 

5 <i>Verify collections under  /sotestdata/DROP_802/BE_82_01/10 with ECS 
metadata</i> 

 #comment 

6 Ensure a mock ECHO or TCP proxy is configured to capture and log BMGT 
requests. 

  

7 <i>Setup</i>  #comment 
8 Ensure collections C1, C2, C3 has been installed in the mode.   
9 Ensure collections C1, C2, C3 are enabled for collection and granule export.   
10 Ensure the Collections C1, C2, C3 have a few ingested granules.   
11 <i>S-1 Identify two granules within a collection and their insert times.<br 

/>Ensure that there are other granules inserted in between those times within 
the same collection.<br />Request the verification of granule metadata for all 
granules in the collection, specifying the collection, the datetime range 
defined by the two identified insert times and specifying that the range shall 
apply to insert times.</i> 

 #comment 

12 select granuleid, archivetime<br />from AmGranule<br />where shortname = 
&lt;C1_SHORTNAME&gt;<br />and versionid = 
&lt;C1_VERSIONID&gt;<br />order by archivetime<br />limit 4;<br /><br 
/>Assuming there are 4 granules returned g1,g2,g3,g4 

  

13 Let g1 be the first granule in the list.<br />Let g4 be the last granule in the 
list. 

  

14 g1_insert_time = archivetime of g1 in &quot;YYYY-MM-DD 
HH:MM:SS&quot; [quotes are required].<br />g4_insert_time = archivetime 
of g4 in &quot;YYYY-MM-DD HH:MM:SS&quot; [quotes are required]. 

  

15 EcBmBMGTManualStart &lt;MODE&gt; --long --starttime 
&lt;g1_insert_time&gt; --endtime &lt;g4_insert_time&gt; --metg --
collections &lt;C1_SHORTNAME&gt;.&lt;C1_VERSIONID&gt; 

  

16 <i>V-1 Verify that the export operation in S-1 results in the export of a single 
HTTP PUT containing the full granule metadata for each granule in the 
specified collection which was inserted during the specified time range (with 

 #comment 
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# Action Expected Result Notes 
the exception noted in V-2).<br />Verify that the requests contain an HTTP 
query parameter which indicates that the request is for verification 
purposes.</i> 

17 <i>V-2 Verify that the granule which was inserted at the start time of the 
specified range is exported, but that the granule inserted at the end of the 
range is not.</i> 

 #comment 

18 Verify that the TCP proxy log 
(/tools/common/test/BE_82_01/proxy/&lt;MODE&gt;/tcp.log) shows an 
HTTP PUT request each for granules g1, g2, g3.<br /><br />(There may be 
more than one HTTP request, e.g., if there are network issues.) 

  

19 Verify that the TCP proxy log shows that the export request contains the full 
granule metadata for each of the granules g1, g2, g3. 

  

20 Verify that the TCP proxy shows that the export request contains a HTTP 
query parameter xml_diff=true for each of the granules g1, g2, g3, indicating 
that the request is for verification purposes. 

  

21 <i>S-2 Identify two collections and their insert times.<br />Ensure that there 
are other collections inserted between those times.<br />Request the 
verification of collection metadata, without specifying a collection, but 
specifying the datetime range defined by the two identified insert times and 
specifying that the range shall apply to insert times.</i> 

 #comment 

22 select collectionid, shortname, versionid, inserttime<br />from 
AmCollection<br />order by inserttime<br />limit 4; 

  

23 Let C1 be the first Collection in the list.<br />Let C4 be the last collection in 
the list 

  

24 C1_insert_time = inserttime of C1 in &quot;YYYY-MM-DD 
HH:MM:SS&quot; [quotes are required].<br />C4 = inserttime of C4 in 
&quot;YYYY-MM-DD HH:MM:SS&quot; [quotes are required]. 

  

25 EcBmBMGTManualStart &lt;MODE&gt; --long  --starttime 
&lt;C1_insert_time&gt; --endtime &lt;C4_insert_time&gt; --metc 

  

26 <i>V-3 Verify that the export operation in S-2 results in the export of a single 
HTTP PUT containing the full collection metadata for each collection which 
was inserted during the specified time range (with the exception noted in V-
4).<br />Verify that the requests contain an HTTP query parameter which 
indicates that the request is for verification purposes.</i> 

 #comment 

27 <i>V-4 Verify that the collection which was inserted at the start time of the 
specified range is exported, but that the collection inserted at the end of the 
range is not.</i> 

 #comment 
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# Action Expected Result Notes 
28 Verify that the TCP proxy log shows an HTTP PUT request each for 

Collection C1, C2, C3.<br /><br />(There may be more than one HTTP 
request, e.g., if there are network issues.) 

  

29 Verify that the TCP proxy log shows that the export request contains the full 
collection metadata for each of the Collections C1, C2, C3. 

  

30 Verify that the TCP proxy shows that the export request contains a HTTP 
query parameter xml_diff =true for each of the Collections C1, C2, C3, 
indicating that the request is for verification purposes. 

  

 
 
TEST DATA: 
 
 
 
 

Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

      
 4 collections with 
granules 

          

                  

 
EXPECTED RESULTS: 
 
 
 
 
 

   V  430  1  Verify that the export operation in S-1 results in the export of a single HTTP PUT containing the full granule metadata 
for each granule in the specified collection which was inserted during the specified time range (with the exception 
noted in V-2).  Verify that the requests contain an HTTP query parameter which indicates that the request is for 
verification purposes.  

      

   V  430  2  Verify that the granule which was inserted at the start time of the specified range is exported, but that the granule 
inserted at the end of the range is not.  
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   V  430  3  Verify that the export operation in S-2 results in the export of a single HTTP PUT containing the full collection 
metadata for each collection which was inserted during the specified time range (with the exception noted in V-4). 
 Verify that the requests contain an HTTP query parameter which indicates that the request is for verification purposes.  

      

   V  430  4  Verify that the collection which was inserted at the start time of the specified range is exported, but that the collection 
inserted at the end of the range is not.  

      

 

647 LONG FORM VERIFICATION - LAST UPDATE TIME (ECS-ECSTC-3057) 

DESCRIPTION: 
 
 
 

   S  440  1  [Long Form Verification - Last Update Time] Identify two granules within a collection and their last update times. 
 Ensure that there are other granules updated in between those times within the same collection.  Request the 
verification of granule metadata for all granules in the collection, specifying the datetime range defined by the two 
identified update times and specifying that the range shall apply to last update times.  

      

   S  440  2  Identify two collections and their last update times.  Ensure that there are other collections updated between those 
times.  Request the verification of collection metadata, without specifying a collection, but specifying the datetime 
range defined by the two identified update times and specifying that the range shall apply to last update times.  

      

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Verify configurations - config files, properties files or database settings 

validate correctly for mode, host, and application 
  

3 Verify database connections to ecs connected to ecs db successfully in the 
configured mode 

  

4 Verify ECHO REST API service connections to ECHO connected to ECHO 
REST API successfully 

  

5 Verify collections under  /sotestdata/DROP_802/BE_82_01/10 with ECS 
metadata 
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# Action Expected Result Notes 
6 Ensure a mock ECHO or TCP proxy is configured to capture and log BMGT 

requests. 
  

7 <i>Setup</i>  #comment 
8 Ensure collections C1, C2, C3, C4 has been installed in the mode.   
9 Ensure collections C1, C2, C3, C4 are enabled for collection and granule 

export. 
  

10 Ensure the Collections C1, C2, C3, C4 have a few ingested granules.   
11 <i>S-1 Identify two granules within a collection and their last update 

times.<br />Ensure that there are other granules updated in between those 
times within the same collection.<br />Request the verification of granule 
metadata for all granules in the collection, specifying the datetime range 
defined by the two identified update times and specifying that the range shall 
apply to last update times.</i> 

 #comment 

12 select granuleid, lastupdate<br />from AmGranule<br />where shortname = 
&lt;C1_SHORTNAME&gt;<br />and versionid = 
&lt;C1_VERSIONID&gt;<br />order by lastupdate<br />limit 4;<br /><br 
/>Assuming there are 4 granules returned g1,g2,g3,g4. 

  

13 Let g1 be the first granule in the list.<br />Let g4 be the last granule in the list   
14 g1_insert_time = lastupdate of g1 in &quot;YYYY-MM-DD 

HH:MM:SS&quot; [quotes are required].<br />g4_insert_time = lastupdate of 
g4 in &quot;YYYY-MM-DD HH:MM:SS&quot; [quotes are required]. 

  

15 EcBmBMGTManualStart &lt;MODE&gt; --long --starttime 
&lt;g1_insert_time&gt; --endtime &lt;g4_insert_time&gt; --lastupdate --metg 
--collections &lt;C1_SHORTNAME&gt;.&lt;C1_VERSIONID&gt; 

  

16 <i>V-1 Verify that the export operation in S-1 results in the export of a single 
HTTP PUT containing the full granule metadata for each granule in the 
specified collection which was updated during the specified time range (with 
the exception noted in V-2).<br />Verify that the requests contain an HTTP 
query parameter which indicates that the request is for verification purposes 
(xml_diff=true).</i> 

 #comment 

17 <i>V-2 Verify that the granule which was updated at the start time of the 
specified range is exported, but that the granule updated at the end of the 
range is not.</i> 

 #comment 

18 Verify that the TCP proxy log 
(/tools/common/test/BE_82_01/proxy/&lt;MODE&gt;/tcp.log) shows an 
HTTP PUT request each for granules g1, g2, g3.<br /><br />(There may be 
more than one HTTP request, e.g., if there are network issues.) 
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# Action Expected Result Notes 
19 Verify that the TCP proxy log shows that the export request contains the full 

granule metadata for each of the granules g1, g2, g3. 
  

20 Verify that the TCP proxy shows that the export request contains a HTTP 
query parameter xml_diff=true for each of the granules g1, g2, g3, indicating 
that the request is for verification purposes. 

  

21 <i>S-2 Identify two collections and their last update times.<br />Ensure that 
there are other collections updated between those times.<br />Request the 
verification of collection metadata, without specifying a collection, but 
specifying the datetime range defined by the two identified update times and 
specifying that the range shall apply to last update times.</i> 

 #comment 

22 select collectionid, shortname, versionid, lastupdate<br />from 
AmCollection<br />order by lastupdate<br />limit 4; 

  

23 Let C1 be the first Collection in the list.<br />Let C4 be the last collection in 
the list. 

  

24 C1_lastupdate_time = lastupdatetime of C1 in &quot;YYYY-MM-DD 
HH:MM:SS&quot; [quotes are required].<br />C4_lastupdate_time = 
lastupdatetime of C4 in &quot;YYYY-MM-DD HH:MM:SS&quot; [quotes 
are required]. 

  

25 EcBmBMGTManualStart &lt;MODE&gt; --long --starttime 
&lt;C1_lastupdate_time&gt; --endtime &lt;C4_lastupdate_time&gt; --metc 

  

26 <i>V-3 Verify that the export operation in S-2 results in the export of a single 
HTTP PUT containing the full collection metadata for each collection which 
was updated during the specified time range (with the exception noted in V-
4).<br />Verify that the requests contain an HTTP query parameter which 
indicates that the request is for verification purposes.</i> 

 #comment 

27 <i>V-4 Verify that the collection which was updated at the start time of the 
specified range is exported, but that the collection updated at the end of the 
range is not.</i> 

 #comment 

28 Verify that the TCP proxy log shows an HTTP PUT request each for 
Collection C1, C2, C3.<br /><br />(There may be more than one HTTP 
request, e.g., if there are network issues.) 

  

29 Verify that the TCP proxy log shows that the export request contains the full 
collection metadata for each of the Collections C1, C2, C3. 

  

30 Verify that the TCP proxy log shows that the export request contains a HTTP 
query parameter (xml_diff=true) for each of the Collections C1, C2, C3, 
indicating that the request is for verification purposes. 
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TEST DATA: 
 
 
 
 

Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

      
 4 collections with 
granules 

          

                  

 
EXPECTED RESULTS: 
 
 
 
 
 

   V  440  1  Verify that the export operation in S-1 results in the export of a single HTTP PUT containing the full granule metadata 
for each granule in the specified collection which was updated during the specified time range (with the exception 
noted in V-2).  Verify that the requests contain an HTTP query parameter which indicates that the request is for 
verification purposes.  

      

   V  440  2  Verify that the granule which was updated at the start time of the specified range is exported, but that the granule 
updated at the end of the range is not.  

      

   V  440  3  Verify that the export operation in S-2 results in the export of a single HTTP PUT containing the full collection 
metadata for each collection which was updated during the specified time range (with the exception noted in V-4). 
 Verify that the requests contain an HTTP query parameter which indicates that the request is for verification purposes.  

      

   V  440  4  Verify that the collection which was updated at the start time of the specified range is exported, but that the collection 
updated at the end of the range is not.  
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648 LONG FORM VERIFICATION - GRANULE UPDATES (ECS-ECSTC-3058) 

DESCRIPTION: 
 
 
 
 
 
 

   S  450  1  [Long Form Verification - Granule Updates] Record the start time of the criteria.  Identify the following public 
collections for use in this test:  
 

a. AMSR collection configured for QA and PH.  
 

b. Collection configured for HDF MAP.  
 

      

   S  450  2  Publish a hidden QA granule linked to a science granule in one of the selected collections.        

   S  450  3  Publish a hidden PH granule linked to a science granule in one of the selected collections.        

   S  450  4  Regenerate the HDF_MAP for a science granule in one of the selected collections.        

   S  450  5  Using the command line utility or GUI, request the verification of granule metadata for the chosen collection, 
specifying a start time equal to the beginning time of the test (leave end time blank), and specifying selection by 
update time.    

      

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 <i>Use /tools/common/test/BE_82_01/bin/xpath to search for XML 

elements.</i> 
 #comment 

3 Verify configurations - config files, properties files or database settings 
validate correctly for mode, host, and application 

  

4 Verify database connections to ecs connected to ecs db successfully in the   
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# Action Expected Result Notes 
configured mode 

5 Verify ECHO REST API service connections to ECHO connected to ECHO 
REST API successfully 

  

6 Verify test data exists under /sotestdata/DROP_802/BE_82_01/Criteria/450.   
7 Ensure AMSR collection C1 is installed.   
8 Ensure collection C1 is configured to be public on ingest.   
9 Ensure collection C2 is installed.   
10 Ensure collection C2 is configured to be public on ingest.   
11 Ensure collectio C2 is eligible for HDF MAP generation.   
12 Ensure collections C1, C2 are enabled for collection and granule export.   
13 Ensure granules g1, g2, belonging to AMSR collection C1, have been 

ingested. 
  

14 Ensure QA granule qa_1 is linked to granule g1.   
15 Ensure QA granule qa_1 is in the hidden data pool (unpublish if needed).   
16 Ensure PH granule ph_2 is linked to granule g2.   
17 Ensure PH granule ph_2 is in the hidden data pool (unpublish if needed).   
18 Ensure a mock ECHO or TCP proxy is configured to capture and log BMGT 

requests. 
  

19 <i>Setup</i>  #comment 
20 <i>S-1 Record the start time of the criteria.<br />Identify the following 

public collections for use in this test:<br />    a) AMSR collection configured 
for QA and PH.<br />    b) Collection configured for HDF MAP.</i> 

 #comment 

21 Record start time as t_start_time.   
22 <i>S-2 Publish a hidden QA granule linked to a science granule in one of the 

selected collections.</i> 
 #comment 

23 Publish the hidden QA granule qa_1<br />EcDlPublishStart &lt;MODE&gt; -
ecs -g &lt;qa_1_granuleid&gt; 

  

24 <i>S-3 Publish a hidden PH granule linked to a science granule in one of the 
selected collections.</i> 

 #comment 

25 Publish the hidden PH granule ph_2<br />EcDlPublishStart &lt;MODE&gt; -
ecs -g &lt;ph_1_granuleid&gt; 

  

26 <i>S-4 Regenerate the HDF_MAP for a science granule in one of the selected 
collections.</i> 

 #comment 

27 Generate HDF Map granule hdf_3 manually:<br /><br 
/>EcAmInsertMapGenerationRequest.pl -mode &lt;MODE&gt; -g 
&lt;g3&gt; 
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# Action Expected Result Notes 
28 Ensure that the map generation is complete.<br />Verify that the 

amhdfmapxref table has the new hdf map output granule hdf_3 linked to the 
science granule g3. 

  

29 <i>S-5 Using the command line utility or GUI, request the verification of 
granule metadata for the chosen collection, specifying a start time equal to the 
beginning time of the test (leave end time blank), and specifying selection by 
update time.</i> 

 #comment 

30 EcBmBMGTManualStart &lt;MODE&gt; --long --starttime 
&lt;t_start_time&gt; --lastupdate --metg --collections 
&lt;C1_SHORTNAME&gt;.&lt;C1_VERSIONID&gt;,&lt;C2_SHORTNAM
E&gt;.&lt;C2_VERSIONID&gt; 

  

31 <i>V-1 Verify that the granules used for S-2 - S-4 are exported by 
BMGT.</i> 

 #comment 

32 <i>V-2 Verify that the exports of the granules in S-2 - S-4 contain the full 
granule metadata, including, as applicable, the QA, PH, and HDF map URLS 
(reflecting the correct URLs after the update).</i> 

 #comment 

33 Verify that the TCP proxy log 
(/tools/common/test/BE_82_01/proxy/&lt;MODE&gt;/tcp.log) shows an 
HTTP PUT request for granule g1.<br /><br />(There may be more than one 
HTTP request, e.g., if there are network issues.) 

  

34 Verify that the TCP proxy log shows that the HTTP PUT request contains the 
full granule metadata for g1. 

  

35 Verify that the TCP proxy log shows that the metadata exported for granule 
g1 contains the URL for QA granule qa_1.<br /><br />xpath 
/Granule/OnlineResources g1.xml<br />should contain an OnlineResource 
element of type &quot;Quality Assurance&quot; and the URL of qa_1. 

  

36 Verify that the TCP proxy log shows that the export request contains an 
HTTP query parameter indicating that the request is for verification purposes 
(xml_diff=true). 

  

37 Verify that the TCP proxy log shows an HTTP PUT request for granule 
g2.<br /><br />(There may be more than one HTTP request, e.g., if there are 
network issues.) 

  

38 Verify that the TCP proxy log shows that the HTTP PUT request contains the 
full granule metadata for g2. 

  

39 Verify that the TCP proxy log shows that the metadata exported for granule 
g2 contains the URL for PH granule ph_2.<br /><br />xpath 
/Granule/OnlineResources g2.xml<br />should contain an OnlineResource 
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# Action Expected Result Notes 
element of type &quot;Production History&quot; and the URL of ph2. 

40 Verify that the TCP proxy shows that the export request contains a HTTP 
query parameter indicating that the request is for verification purposes 
(xml_diff=true). 

  

41 Verify that the TCP proxy log shows an HTTP PUT request for granule 
g3.<br /><br />(There may be more than one HTTP request, e.g., if there are 
network issues.) 

  

42 Verify that the TCP proxy log shows that the HTTP PUT request contains the 
full granule metadata for g3. 

  

43 Verify that the TCP proxy log shows that the metadata exported for granule 
g3 contains the URL for HDF Map granule hdf_3.<br /><br />xpath 
/Granule/OnlineResources g3.xml<br />should contain an OnlineResource 
element of type &quot;HDF Map&quot; and the URL of hdf_3. 

  

44 Verify that the TCP proxy shows that the export request contains a HTTP 
query parameter indicating that the request is for verification purposes 
(xml_diff=true). 

  

 
 
TEST DATA: 
 
 
 
 

Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type Requirements 
Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

     Collection C1 
 1 QA with 1 science granule 
 
1 PH with 1 Science granule 

          

     Collection C2 
 HDF Map generation capable 
granules 

          

 
EXPECTED RESULTS: 
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   V  450  1  Verify that the granules used for S-2 - S-4 are exported by BMGT.          

   V  450  2  Verify that the exports of the granules in S-2 - S-4 contain the full granule metadata, including, as applicable, 
the QA, PH, and HDF map URLS (reflecting the correct URLs after the update).  

      

 

649 LONG FORM VERIFICATION - MULTIPLE OPTIONS/SELECT BY GROUP (ECS-ECSTC-3059) 

DESCRIPTION: 
 
 

   S  460  1  [Long Form Verification - Multiple Options/Select 
by Group] Request the verification of collection and 
granule metadata, specifying a Datapool Group and a 
time range and indicating that the range shall apply to 
update time.  

      

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Verify configurations - config files, properties files or database settings 

validate correctly for mode, host, and application 
  

3 Verify database connections to ecs connected to ecs db successfully in the 
configured mode 

  

4 Verify ECHO REST API service connections to ECHO connected to ECHO 
REST API successfully 

  

5 Verify collections under  /sotestdata/DROP_802/BE_82_01/460 with ECS 
metadata 

  

6 Ensure a mock ECHO or TCP proxy is configured to capture and log BMGT 
requests. 

  

7 <i>Setup</i>  #comment 
8 Ensure Collections C1, C2, C3, C4 have been installed in the mode in 

Collection Group G1 
  

9 Ensure Collections C1, C2, C3, C4 are enabled for Collection and Granule   
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# Action Expected Result Notes 
Export 

10 <i>S-1 Request the verification of collection and granule metadata, 
specifying a Datapool Group and a time range and indicating that the range 
shall apply to update time.</i> 

 #comment 

11 Ingest granules g1, g2 into Collection C1   
12 Record the start time t_start_time   
13 Ingest granules g3, g4 into Collection C2   
14 Ingest granules g5, g6 into Collection C3   
15 Logically Delete granule g5<br />./EcDsBulkDelete.pl -physical -user 

&lt;dbuser&gt; -password &lt;passwd&gt; -geoidfile /path/to/geoids_g5.txt 
  

16 Record the end time t_end_time   
17 Ingest granules g7, g8 into Collection C4   
18 EcBmBMGTManualStart &lt;MODE&gt; --long --metc --metg --group 

&lt;G1&gt; --start_time &lt;t_start_time&gt; --end_time &lt;t_end_time&gt; 
--lastupdate 

  

19 <i>V-1 Verify that the operation in S-1 results in the export of an HTTP PUT 
for each collection, containing its metadata - and an HTTP PUT for each 
granule in each collection - which belongs to the specified datapool collection 
group, was updated within the specified range, and is not logically 
deleted.</i> 

 #comment 

20 Verify that the TCP proxy log 
(/tools/common/test/BE_82_01/proxy/&lt;MODE&gt;/tcp.log) shows an 
HTTP PUT request for collection C4.<br /><br />(There may be more than 
one HTTP request, e.g., if there are network issues.) 

  

21 Verify that the TCP proxy log shows that the request contains the full 
collection metadata for collection C4. 

  

22 Verify that the TCP proxy log shows a HTTP PUT request for granules g3, 
g4 and g6 

  

23 Verify that the TCP proxy log shows that each request has complete granule 
metadata for granules g3, g4, g6. 

  

24 Verify that the TCP proxy shows that all the requests contain a header 
indicating verification (xml_diff=true). 
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TEST DATA: 
 
 
 
 

Crit 
id 

Crit 
ccr no 

Test Data Description 
Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

    
 4 collections in the same group 
with at least 2 granules each 

            

                  

 
EXPECTED RESULTS: 
 
 

   V  460  1  Verify that the operation in S-1 results in the export of 
an HTTP PUT for each collection, containing its 
metadata - and an HTTP PUT for each granule in each 
collection - which belongs to the specified datapool 
collection group, was updated within the specified 
range, and is not logically deleted.  

      

  
 

650 LONG FORM VERIFICATION - SIZE LIMITS (ECS-ECSTC-3060) 

DESCRIPTION: 
 
 
 
 
 
 

   S  470  1  [Long Form Verification - Size Limits] In the BMGT GUI, configure the maximum number of granules 
for long verification operations.    
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   S  470  2  Form the command line, initiate a long form granule verification which will result in the export of more 
granules than the configured maximum.  

      

   S  470  3  When prompted as to whether to continue, choose to exit.        

   S  470  4  From the GUI, initiate a long form granule verification which will result in the export of more granules 
than the configured maximum.    

      

   S  470  5  This time, when prompted, choose to continue.        

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Verify configurations - config files, properties files or database settings 

validate correctly for mode, host, and application 
  

3 Verify database connections to ecs connected to ecs db successfully in the 
configured mode 

  

4 Verify ECHO REST API service connections to ECHO connected to ECHO 
REST API successfully 

  

5 Verify collections under  /sotestdata/DROP_802/BE_82_01/470 with ECS 
metadata 

  

6 Ensure a mock ECHO or TCP proxy is configured to capture and log BMGT 
requests. 

  

7 <i>Setup</i>  #comment 
8 Ensure  Collection C1, C2 have been installed in the mode. (ESDT 

verification script) 
  

9 Verify Collection C1, C2 are enabled for Collection and Granule Export.   
10 Ingest 30 granules into Collections C1 and C2.   
11 <i>S-1 In the BMGT GUI, configure the maximum number of granules for 

long verification operations.</i> 
 #comment 

12 Configure the max granules for long verification in the GUI to 20.<br /><br 
/>BMGT.Verification.MaxGranules = 20 

  

13 <i>V-1 Verify that in S-1 it is possible to configure the maximum number for 
granules in a long verification operation.</i> 

 #comment 
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# Action Expected Result Notes 
14 Verify that the configuration parameter was changed successfully in the 

database:<br /><br />select propertyname, propertyvalue<br />from 
bg_configuration_properties<br />where propertyname = 
'BMGT.Verification.MaxGranules'<br /><br />Verify propertyvalue = 20. 

  

15 <i>S-2 Form the command line, initiate a long form granule verification 
which will result in the export of more granules than the configured 
maximum.</i> 

 #comment 

16 EcBmBMGTManualStart &lt;MODE&gt; --long --metg -c 
&lt;C1_shortname&gt;.&lt;C1_versionid&gt; 

  

17 <i>V-2 Verify that the export in S-2 results in a prompt indicating that the 
export will exceed the configured maximum verification export size, and 
asking whether to continue anyway.</i> 

 #comment 

18 <i>S-3 When prompted as to whether to continue, choose to exit.</i>  #comment 
19 Exit at the prompt to exit to continue   
20 <i>V-3 Verify that when selecting not to continue, the verification attempt is 

terminated, the reason listed in the log, and no requests are added to the 
export queue.</i> 

 #comment 

21 Verify that the TCP proxy log 
(/tools/common/test/BE_82_01/proxy/&lt;MODE&gt;/tcp.log) does not show 
any HTTP requests. 

  

22 Verify that under 
/usr/ecs/&lt;MODE&gt;/CUSTOM/logs/EcBmBMGTManualDriver.log the 
verification attempt termination is logged with the reason for termination 

  

23 <i>S-4 Initiate a long form granule verification which will result in the export 
of more granules than the configured maximum.</i> 

 #comment 

24 EcBmBMGTManualStart &lt;MODE&gt; --long --metg -c 
&lt;C2_shortname&gt;.&lt;C2_versionid&gt; 

  

25 <i>V-4 Verify that the export in S-4 results in a prompt indicating that the 
export will exceed the configured maximum verification export size, and 
asking whether to continue anyway.</i> 

 #comment 

26 <i>S-5 This time, when prompted, choose to continue.</i>  #comment 
27 Continue at the prompt to exit or continue   
28 <i>V-5 Verify that when selecting to continue, the verification attempt 

continues, adding requests to the export queue, and exporting the associated 
metadata.</i> 

 #comment 

29 Verify that the TCP proxy log shows an HTTP put request for each of the 30 
granules in Collection C2.<br /><br />(There may be more than one HTTP 
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# Action Expected Result Notes 
request per granule, e.g., if there are network issues.) 

30 Verify that the TCP proxy log shows full granule metadata of the 30 granules 
in Collection C2. 

  

31 Verify that the TCP proxy log  shows that the requests contains the query 
parameter xml_diff=true. 

  

 
 
TEST DATA: 
 
 
 
 

Crit 
id 

Crit ccr 
no 

Test Data Description 
Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

    
 2 collections with 30 science 
granules each 

            

                  

 
EXPECTED RESULTS: 
 
 
 
 
 
 

   V  470  1  Verify that in S-1 it is possible to configure the maximum number for granules in a long verification 
operation.  

      

   V  470  2  Verify that the export in S-2 results in a prompt indicating that the export will exceed the configured 
maximum verification export size, and asking whether to continue anyway. 

      

   V  470  3  Verify that when selecting not to continue, the verification attempt is terminated, the reason listed in the log, 
and no requests are added to the export queue.  
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   V  470  4  Verify that the export in S-4 results in a prompt indicating that the export will exceed the configured 
maximum verification export size, and asking whether to continue anyway. 

     

   V  470  5  Verify that when selecting to continue, the verification attempt continues, adding requests to the export queue, 
and exporting the associated metadata. 

      

  
 

651 LONG FORM VERIFICATION - CONCURRENT OPERATION (ECS-ECSTC-3061) 

DESCRIPTION: 
 
 
 
 
 

   S  480  1  [Long Form Verification - Concurrent Operation] Initiate 
a manual export which will take a considerable amount of 
time to enqueue the associated requests (i.e. a large number of 
granules).  Immediately afterwards initiate a long form 
verification operation from the command line.  

      

   S  480  2  When prompted as to whether to continue, choose to exit.        

   S  480  3  Repeat S-1, but initiating the operations from the GUI.        

   S  480  4  When prompted as to whether to continue, choose to continue.        

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Verify configurations - config files, properties files or database settings 

validate correctly for mode, host, and application 
  

3 Verify database connections to ecs connected to ecs db successfully in the   
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# Action Expected Result Notes 
configured mode 

4 Verify ECHO REST API service connections to ECHO connected to ECHO 
REST API successfully 

  

5 Verify collections under  /sotestdata/DROP_802/BE_82_01/480 with ECS 
metadata 

  

6 Ensure a mock ECHO or TCP proxy is configured to capture and log BMGT 
requests. 

  

7 <i>Setup</i>  #comment 
8 Ensure collection C1, C2, C3, C4 have been installed in the mode.   
9 Verify collection C1, C2, C3, C4  are enabled for collection and granule 

export. 
  

10 Ingest 100 granules into Collections C1, C2, C3 and C4   
11 <i>S-1 Initiate a manual export which will take a considerable amount of 

time to enqueue the associated requests (i.e. a large number of granules).<br 
/>Immediately afterwards initiate a long form verification operation from the 
command line.</i> 

 #comment 

12 EcBmBMGTManualStart &lt;MODE&gt; --metg -c 
&lt;C1_shortname&gt;.&lt;C1_versionid&gt; 

  

13 EcBmBMGTManualStart &lt;MODE&gt; --long --metg -c 
&lt;C2_shortname&gt;.&lt;C2_versionid&gt; 

  

14 <i>V-1 Verify that the export in S-1 results in a prompt indicating that there 
is already an export running.</i> 

 #comment 

15 <i>S-2 When prompted as to whether to continue, choose to exit.</i>  #comment 
16 Exit at the prompt to continue.   
17 <i>V-2 Verify that when selecting not to continue, the verification attempt is 

terminated, the reason listed in the log, and no requests are added to the 
export queue for the terminated operation (but are for the other 
operation).</i> 

 #comment 

18 Verify that the TCP proxy log 
(/tools/common/test/BE_82_01/proxy/&lt;MODE&gt;/tcp.log) shows 100 
HTTP PUT requests for collection C1.<br /><br />(There may be more than 
one HTTP request per granule, e.g., if there are network issues.) 

  

19 Verify that the TCP proxy log shows full granule metadata of the 100 
granules in Collection C1. 

  

20 Verify that the TCP proxy log 
(/tools/common/test/BE_82_01/proxy/&lt;MODE&gt;/tcp.log) does not show 
any HTTP requests for collection C2. 
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# Action Expected Result Notes 
21 Verify that under 

/usr/ecs/&lt;MODE&gt;/CUSTOM/logs/EcBmBMGTManualDriver.log the 
verification attempt termination is logged with the reason for termination 

  

22 <i>S-3 Repeat S-1.</i>  #comment 
23 EcBmBMGTManualStart --mode &lt;MODE&gt;  --metg -c 

&lt;C1_shortname&gt;.&lt;C1_versionid&gt; 
  

24 EcBmBMGTManualStart --mode &lt;MODE&gt;  --long --metg -c 
&lt;C2_shortname&gt;.&lt;C2_versionid&gt; 

  

25 <i>V-3 Verify that the export in S-3 results in a prompt indicating that there 
is already an export running</i> 

 #comment 

26 <i>S-4 When prompted as to whether to continue, choose to continue.</i>  #comment 
27 Continue at the prompt   
28 <i>V-4 Verify that when selecting to continue, the verification attempt 

continues, adding requests to the export queue, and exporting the associated 
metadata (for both of the requested operations).</i> 

 #comment 

29 Verify that the TCP proxy log 
(/tools/common/test/BE_82_01/proxy/&lt;MODE&gt;/tcp.log) shows an 
HTTP put request for each of the 100 granules in collection C3.<br /><br 
/>(There may be more than one HTTP request per granule, e.g., if there are 
network issues.) 

  

30 Verify that the TCP proxy log shows full granule metadata of the 100 
granules in Collection C3 

  

31 Verify that the TCP proxy log shows a HTTP put request for granule all 100 
granules in Collection C4. 

  

32 Verify that the TCP proxy log shows full granule metadata of the 100 
granules in Collection C4 

  

33 Verify that the TCP proxy log shows that the requests for granules in 
Collection C4 contains the query parameter xml_diff=true 

  

 
 
TEST DATA: 
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Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type Requirements 
Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

    
 testing concurrent 
exports 

4 collections with 100 
granules each  

          

                  

 
EXPECTED RESULTS: 
 
 
 
 
 

   V  480  1  Verify that the export in S-1 results in a prompt indicating that there is already a verification export running.       

   V  480  2  Verify that when selecting not to continue, the verification attempt is terminated, the reason listed in the log, and 
no requests are added to the export queue for the terminated operation (but are for the other operation).  

      

   V  480  3  Verify that the export in S-3 results in a prompt indicating that there is already a verification export running.        

   V  480  4  Verify that when selecting to continue, the verification attempt continues, adding requests to the export queue, 
and exporting the associated metadata (for both of the requested operations). 

      

  
 

652 LONG FORM VERIFICATION – NOMINAL (ECS-ECSTC-3062) 

DESCRIPTION: 
 
 
 
 

   S  490  1  [Long Form Verification – Nominal] Via the BMGT GUI, suspend the processing of long form verification 
exports.  

      

   S  490  2  Use the command line or GUI interface to request a verification export of granule and/or collection metadata.       
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 Ensure that the ECS mode is specified either on the command line or in the GUI URL.  

   S  490  3  Via the BMGT GUI resume the processing of verification exports.        

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure BMGT configuration is current and correct (config files, properties 

files, database settings, etc.). 
  

3 Ensure a PostgreSQL prompt is available and connected to the ecs 
database:<br /><br />/tools/postgres/current32/bin/psql -U ${USERNAME} -
h f4dbl03 -d ecs<br />select public.set_search_path('AIM', '${MODE}');<br 
/>show search_path; 

Should list the schemas installed in the 
mode.<br />Should include 
'aim_${MODE}'. 

 

4 Ensure test data is available under 
/sotestdata/DROP_802/BE_82_01/Criteria/490. 

  

5 Ensure the test collection is installed. E.g., the DPL Ingest GUI shows the 
collection as a configured datatype. 

  

6 Ensure the test collection is enabled for collection and granule export:<br 
/><br />select  granuleexportflag , collectionexportflag<br />from 
bg_collection_configuration<br />where shortname = ${SHORTNAME}<br 
/>and versionid = ${VERSIONID}<br /><br />If either export flag is not 'Y', 
set them:<br />update bg_collection_configuration<br />set 
collectionexportflag = 'Y', granuleexportflag = 'Y'<br />where shortname = 
${SHORTNAME}<br />and versionid = ${VERSIONID}<br /><br />If the 
collection was newly enabled for export in this step, wait for it and its 
granules to be exported. 

  

7 Ensure ECHO has the test collection's metadata:<br /><br />curl -k -H Echo-
Token:${TOKEN} https://testbed.echo.nasa.gov/catalog-
rest/providers/${PROVIDERID}/${URL_ENCODED_DATASETID}<br 
/><br />If ECHO is missing the collection, export it:<br /><br 
/>EcBmBMGTManualStart ${MODE} --metc --collections 
${SHORTNAME}.${VERSIONID} 

  

8 Ensure the test granules are in AIM:<br /><br />select shortname, versionid, 
granuleid<br />from amgranule<br />where localgranuleid in 
('${LOCALGRANULEID}', ...)<br /><br />If needed, ingest the granules 

Should return 10 rows.  
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# Action Expected Result Notes 
into the public data pool. 

9 Ensure ECHO has the test granules' metadata. For each test granule,<br /><br 
/>curl -k -H Echo-Token:${TOKEN} https://testbed.echo.nasa.gov/catalog-
rest/providers/${PROVIDERID}/granules/${URL_ENCODED_GEOID}<br 
/><br />If ECHO is missing a granule, export it:<br /><br 
/>EcBmBMGTManualStart ${MODE} --metg --granules ${GRANULEID} 

  

10 Ensure a mock ECHO or TCP proxy is capturing BMGT traffic.   
11 <i>Setup</i>  #comment 
12 <i>S-1 Via the BMGT GUI, suspend the processing of long form verification 

exports.</i> 
 #comment 

13 Suspend the verification queue in the BMGT GUI.   
14 <i>S-2 Use the command line or GUI interface to request a verification 

export of granule and/or collection metadata.<br />Ensure that the ECS mode 
is specified either on the command line or in the GUI URL.</i> 

 #comment 

15 Note the current time as t0.   
16 EcBmBMGTManualStart &lt;MODE&gt; --long --metc -metg --collections 

&lt;C1_shortname&gt;.&lt;C1_versionid&gt; 
  

17 <i>V-1 Verify that prior to resumption of processing in S-3, the requested 
operations are visible on the queue, but are not exported</i> 

 #comment 

18 Verify that the GUI displays export requests for the test collection and 
granules. 

  

19 Verify the TCP proxy log shows no PUT requests after time t0.   
20 <i>V-2 Verify that each of the requested items (collection or granule) appears 

in the BMGT export request queue (viewed through the GUI), and indicates 
that it is a long form verification export.</i> 

 #comment 

21 Verify that the GUI indicates that the requests are long form verification 
exports 

  

22 <i>S-3 Via the BMGT GUI resume the processing of verification 
exports.</i> 

 #comment 

23 Resume processing long form verification exports on the GUI   
24 <i>V-3 Verify that each of the enqueued export requests results in exactly 

one export to ECHO (or an ECHO stand-in).</i> 
 #comment 

25 Verify that the TCP proxy log shows one HTTP request for each request 
shown queued in the GUI. 

  

26 <i>V-4 Verify that when the verification process is started, a message is 
printed to the log, followed by another message when all requests have been 

 #comment 
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# Action Expected Result Notes 
added to the queue.<br />Verify that the logs are written to the conventional 
ECS location (i.e. under /usr/ecs/&lt;MODE&gt;/CUSTOM/logs) and 
indicate the time at which initiation of the verification export started and 
completed, as well as how many items were enqueued for export.</i> 

27 Verify that the BMGT log is under 
usr/ecs/&lt;MODE&gt;/CUSTOM/logs/EcBmBMGTManualDriver.log 

  

28 Verify that the BMGT log contains a message that manual export process was 
started 

  

29 Verify that the BMGT log contains a message that all requests have been 
added to the queue 

  

30 Verify that the BMGT log contains the time of start of the verification export   
31 Verify that the BMGT log contains the time of completion of the verification 

export 
  

32 Verify that the BMGT log contains a message with the number of items 
enqueued for export 

  

33 <i>V-5 Verify that the options specified on the command line (or in the GUI) 
for the initiation of a verification export are printed to the log file.</i> 

 #comment 

34 Verify that the BMGT log contains a message showing the options used to 
start the verification export 

  

35 <i>V-6 Verify that the database and the log files contain information on the 
process of each request through the system such that it is possible to identify 
when the metadata was generated, when the export was sent to ECHO, and 
when the response was received, etc.</i> 

 #comment 

36 Verify that bg_export_request contains requests for each of the granules and 
the collection C1 

  

37 Verify that the bg_export_activity table shows the activities for each of the 
granules and the collection C1 

  

38 Verify that the bg_export_error table shows any errors in the export requests   
39 Verify that the EcBmBMGTGenerator.log contains a message showing when 

the metadata was generated for each request 
  

40 Verify that the BMGT EcBmBMGTExporter.log contains a message showing 
when the export was sent to ECHO for each request 

  

41 Verify that the EcBmBMGTExporter.log contains a message showing when 
the response was received from ECHO for each request 

  

42 <i>V-7 Verify that the BMGT GUI displays the completed export events, 
indicating that they were the result of a long form verification export. Verify 
that it indicates that the requests were successfully exported and indicates the 

 #comment 



 

2183 
 

# Action Expected Result Notes 
time of export as well as granule or collection ID.</i> 

43 <i>V-8 Verify that the BMGT GUI displays the following verification 
metrics overall, or for a particular time frame:</i> 

 #comment 

44 <i>a) Number of collections/granules which were exported for 
verification.</i> 

 #comment 

45 Verify that the BMGT GUI indicates 1 collection was exported for 
verification 

  

46 Verify that the BMGT GUI indicates 10 granules were exported for 
verification 

  

47 <i>b) Number of collections/granules which were successfully verified</i>  #comment 
48 Verify that the BMGT GUI indicates the number of collections which were 

successfully verified 
  

49 Verify that the BMGT GUI indicates the number of granules which were 
successfully verified.<br /><br />Note that a warning indicates success; the 
verification may have caused an update. 

  

50 <i>c) Number of collections/granules which failed verification but were 
automatically repaired.</i> 

 #comment 

51 Verify that the BMGT GUI indicates the number of collections that failed 
verification and were automatically repaired.<br /><br />Collections can be 
filtered, using the query filter at the top of the GUI.<br />Select ItemType = 
CL.<br />Check &quot;Export-Request Queue Summary&quot; panel and 
apply the &quot;Use the above Time-Range and Filters&quot;.<br /><br 
/>An automatically repaired collection will show a &quot;Warning&quot;. 

  

52 Verify that the BMGT GUI indicates the number of granules that failed 
verification and was automatically repaired.<br /><br />Granules can be 
filtered, using the query filter at the top of the GUI.<br />Select ItemType = 
SC.<br />Check &quot;Export-Request Queue Summary&quot; panel and 
apply the &quot;Use the above Time-Range and Filters&quot;.<br /><br 
/>An automatically repaired granule will show a &quot;Warning&quot;. 

  

53 <i>d) Number of collections/granules which failed verification and could not 
be automatically repaired.</i> 

 #comment 

54 Verify that the BMGT GUI indicates the number of collections that failed 
verification and were not automatically repaired.<br /><br />Requests that 
could not be automatically corrected should be listed as BLOCKED. 

  

55 Verify that the BMGT GUI indicates the number of granules that failed 
verification and were not automatically repaired.<br /><br />Requests that 
could not be automatically corrected should be listed as BLOCKED. 
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# Action Expected Result Notes 
56 <i>e) Number of collections/granules skipped during export due to 

errors.</i> 
 #comment 

57 Verify that the BMGT GUI indicates the number of collections that skipped 
verification due to errors.<br /><br />Skipped means the request was not sent 
to ECHO due to errors, such as invalid metadata. 

  

58 Verify that the BMGT GUI indicates the number of granules that skipped 
verification due to errors.<br /><br />Skipped means the request was not sent 
to ECHO due to errors, such as invalid metadata. 

  

 
 
TEST DATA: 
 
 
 

Cri
t id 

Cri
t 
ccr 
no 

Test Data 
Descriptio
n 

Data Type 
Requirements 

Metadata 
Requirement
s 

Volume 
Requirement
s 

Size 
Requirement
s 

Data Location 
Readines
s Status 

490   

10 
granules in 
the same 
collection 

MOD44W.00
5 

      
/sotestdata/DROP_802/BE_82_01/Criteria/490/MOD44W.00
5 

  

 
EXPECTED RESULTS: 
 
 
 
 
 
 
 
 
 

   V  490  1  Verify that prior to resumption of processing in S-3, the requested operations are visible on the queue, but are not exported        

   V  490  2  Verify that each of the requested items (collection or granule) appears in the BMGT export request queue (viewed through the GUI), and 
indicates that it is a long form verification export.  
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   V  490  3  Verify that each of the enqueued export requests results in exactly one export to ECHO (or an ECHO stand-in).        

   V  490  4  Verify that when the verification process is started, a message is printed to the log, followed by another message when all requests have 
been added to the queue.  Verify that the logs are written to the conventional ECS location (i.e. under /usr/ecs/<MODE>/CUSTOM/logs) 
and indicate the time at which initiation of the verification export started and completed, as well as how many items were enqueued for 
export.  

      

   V  490  5  Verify that the options specified on the command line (or in the GUI) for the initiation of a verification export are printed to the log file.        

   V  490  6  Verify that the database and the log files contain information on the process of each request through the system such that it is possible to 
identify when the metadata was generated, when the export was sent to ECHO, and when the response was received, etc. 

      

   V  490  7  Verify that the BMGT GUI displays the completed export events, indicating that they were the result of a long form verification export. 
Verify that it indicates that the requests were successfully exported and indicates the time of export as well as granule or collection ID. 

      

   V  490  8  Verify that the BMGT GUI displays the following verification metrics overall, or for a particular time frame:  
 
a)     Number of collections/granules which were exported for verification.  
 
b)     Number of collections/granules which were successfully verified  
 
c)     Number of collections/granules which failed verification but were automatically repaired.  
 
d)     Number of collections/granules which failed verification and could not be automatically repaired.  
 
e)     Number of collections/granules skipped during export due to errors.  

      

  
 

653 LONG FORM VERIFICATION– INVOCATION VIA GUI (ECS-ECSTC-3063) 

DESCRIPTION: 
 
 

   S  491  1  [Long Form Verification– Invocation via GUI] Use 
the BMGT GUI to invoke verification export of 
metadata for the following:  
 

a. A single granule.  
 

b. All granules in a collection.  
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c. Multiple collections.  
 

d. All granules and collections in a Datapool 
Group.  
 

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure a mock ECHO is capturing BMGT traffic.   
3 Ensure collections C1 ... C5 are installed.   
4 Ensure granules G1 ... G10 are in AIM.   
5 Ensure datapool group BE8201C491 includes collections C4, C5.   
6 <i>Setup</i>  #comment 
7 <i>S-1 Use the BMGT GUI to invoke verification export of metadata for the 

following:<br />    a) A single granule.<br />    b) All granules in a 
collection.<br />    c) Multiple collections.<br />    d) All granules and 
collections in a Datapool Group.</i> 

 #comment 

8 Use the BMGT GUI to request a verification export for granule G1.   
9 Use the BMGT GUI to request a verification export for all granules in 

collection C1. 
  

10 Use the BMGT GUI to request a verification export for collections C2, C3.   
11 Use the BMGT GUI to request a verification export for all granules and 

collections in datapool group BE8201C491. 
  

12 <i>Verification</i>  #comment 
13 <i>V-1 Verify that the operation in S-1 results in the following exports:<br />   

a) Single HTTP PUT.<br />    b) HTTP PUT for each granule in the 
collection.<br />    c) HTTP PUT for each specified collection.<br />    d) 
HTTP PUT for each granule and collection in the specified group.</i> 

 #comment 

14 Verify the mock ECHO receives a single HTTP PUT for granule G1.   
15 Verify the mock ECHO receives a single HTTP PUT for each granule G2, 

G3, G4. 
  

16 Verify the mock ECHO receives a single HTTP PUT for each collection C2, 
C3. 
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# Action Expected Result Notes 
17 Verify the mock ECHO receives a single HTTP PUT for each granule G5 ... 

G10 and for each collection C4, C5. 
  

 
 
TEST DATA: 
 
 
 
 
 

Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata Requirements 
Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

        1 granule (G1).         

        
1 collections (C1) with 3 granules 
(G2, G3, G4). 

        

        
2 collections (C4, C5) with 3 
granules each (G5 ... G10). 

        

 
EXPECTED RESULTS: 
 
 

   V  491  1  Verify that the operation in S-1 results in the following 
exports:  
 

25. Single HTTP PUT.  
 

26. HTTP PUT for each granule in the collection.  
 

27. HTTP PUT for each specified collection.  
 

28. HTTP PUT for each granule and collection in 
the specified group.  
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654 LONG FORM VERIFICATION – INVOCATION VIA COMMAND LINE - A) MULTIPLE 
GRANULES (ECS-ECSTC-3064) 

DESCRIPTION: 
 
 

   S  492  1  [Long Form Verification – Invocation via Command 
Line] From the command line invoke verification 
export of metadata for the following:  
 

a. Multiple granules, specified on the command 
line.  
 

b. Multiple granules, specified in an input file.  
 

c. All granules in a collection, specified on the 
command line.  
 

d. All granules in a collection, specified in an 
input file.  
 

e. Multiple collections, specified on the 
command line.  
 

f. Multiple collections, specified in an input file.  
 

g. All collections and granules in a Datapool 
Group, specified on the command line.  
 

h. All collections and granules in a Datapool 
Group, specified in an input file.  
 

      

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
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# Action Expected Result Notes 
2 <i>Use /tools/common/test/BE_82_01/bin/xpath to search for XML 

elements.</i> 
 #comment 

3 Ensure BMGT configuration is complete and correct (config files, properties 
files, database settings, etc.). 

  

4 Ensure a PostgreSQL prompt is available and connected to the ecs 
database:<br /><br />/tools/postgres/current32/bin/psql -U ${USERNAME} -
h f4dbl03 -d ecs<br />select public.set_search_path('AIM', '${MODE}');<br 
/>show search_path; 

Should list the schemas installed in the 
mode.<br />Should include 
'aim_${MODE}'. 

 

5 Ensure test collections C1, C2, C3 are installed. E.g., the DPL Ingest GUI 
shows the collections as configured datatypes. 

  

6 Ensure test collections C1, C2, C3 are enabled for collection and granule 
export:<br /><br />select  granuleexportflag , collectionexportflag<br />from 
bg_collection_configuration<br />where shortname = ${SHORTNAME}<br 
/>and versionid = ${VERSIONID}<br /><br />If either export flag is not 'Y', 
set them:<br />update bg_collection_configuration<br />set 
collectionexportflag = 'Y', granuleexportflag = 'Y'<br />where shortname = 
${SHORTNAME}<br />and versionid = ${VERSIONID}<br /><br />If the 
collections were newly enabled for export in this step, wait for them and their 
granules to be exported. 

  

7 Ensure ECHO has the test collections' metadata. For each of C1, C2, C3,<br 
/><br />curl -k -H Echo-Token:${TOKEN} 
https://testbed.echo.nasa.gov/catalog-
rest/providers/${PROVIDERID}/${URL_ENCODED_DATASETID}<br 
/><br />If ECHO is missing the collection, export it:<br /><br 
/>EcBmBMGTManualStart ${MODE} --metc --collections 
${SHORTNAME}.${VERSIONID} 

  

8 Ensure the test granules g1_C1, g2_C1, g1_C2, g2_C2, g1_C3, g2_C3 are in 
AIM (2 granules per collection):<br /><br />select shortname, versionid, 
granuleid<br />from amgranule<br />where localgranuleid in 
('${LOCALGRANULEID}', ...)<br /><br />If needed, ingest the granules 
into the public data pool. 

Should return 6 rows.  

9 Ensure a mock ECHO or TCP proxy is capturing BMGT traffic.   
10 <i>Setup</i>  #comment 
11 <i>S-1 From the command line invoke verification export of metadata for the 

following:<br />    a) Multiple granules, specified on the command line.</i> 
 #comment 

12 Note the current time as t0.   
13 Request the test granules' manual export (there must be no spaces between   
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# Action Expected Result Notes 
commas and granule IDs):<br /><br />EcBmBMGTManualStart 
&lt;MODE&gt; --long --metg -g g1_C1,g2_C1,g1_C2,g2_C2,g1_C3,g2_C3 

14 <i>V-1 Verify that the operation in S-1 results in the following exports:<br />   
a) Single HTTP PUT.</i> 

 #comment 

15 Verify that the TCP proxy log 
(/tools/common/test/BE_82_01/proxy/&lt;MODE&gt;/tcp.log) shows, after 
time t0, a single HTTP PUT request for each granule g1_C1, g1_C2, g1_C2, 
g2_C2,g1_C3, g2_C3 listed on the command line. 

  

16 Verify that the TCP proxy log shows each granule's URL ends in 
'?xml_diff=true'. For example,<br /><br />PUT /catalog-
rest/providers/DEV08/granules/SC%3AD5TES1.001%3A87900?xml_diff=tr
ue HTTP/1.1 

  

 
 
TEST DATA: 
Test data is under /sotestdata/DROP_802/BE_82_01/Criteria/492 
 
  
 
  
 
 
 
 
 
 
 
 
 
 

Crit id 
Crit 
ccr no 

Test Data 
Description 

Data Type 
Requirements 

Metadata Requirements 
Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

 492 
S-1a 

       3 Collections with 2 granules each     492_1_A   

492 S-
1b 

       3 Collections with 2 granules each     492_1_B   
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Crit id 
Crit 
ccr no 

Test Data 
Description 

Data Type 
Requirements 

Metadata Requirements 
Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

492 S-
1c 

       1 collection with 3 granules      492_1_C   

492 S-
1d  

       1 collection with 3 granules     492_1_D   

492 S-
1e 

       3 collections     492_1_E   

492 S-
1f 

       3 collections     492_1_F   

492 S-
1g 

      
2 datapool groups with 2 collections 
each with 2 granules in each collection 

    492_1_G   

492 S-
1h 

      
2 datapool groups with 2 collections 
each with 2 granules in each collection 

    492_1_H   

 
EXPECTED RESULTS: 
 
 

   V  492  1  Verify that the operation in S-1 results in the following 
exports:  
 

29. Single HTTP PUT.  
 

30. Single HTTP PUT.  
 

31. HTTP PUT for each granule in the collection.  
 

32. HTTP PUT for each granule in the collection.  
 

33. HTTP PUT for each specified collection.  
 

34. HTTP PUT for each specified collection.  
 

35. HTTP PUT for each granule and collection in 
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the specified group.  
 

36. HTTP PUT for each granule and collection in 
the specified group.  
 

 

655 LONG FORM VERIFICATION - EXCLUDE PENDING EXPORTS (ECS-ECSTC-3065) 

DESCRIPTION: 
 
 
 
 

   S  500  1  [Long Form Verification - Exclude Pending Exports] Pause the processing of automatic exports.        

   S  500  2  Perform an update on:  
 
a)     One granule  
 
b)     One collection  

      

   S  500  3  Perform a long form granule and collection verification, requesting the inclusion of the granule and collection 
updated in S-2 as well as at least one other granule and one other collection.  

      

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 <i>Use /tools/common/test/BE_82_01/bin/xpath to search for XML 

elements.</i> 
 #comment 

3 Ensure BMGT configuration is complete and correct (config files, properties 
files, database settings, etc.). 

  

4 Ensure a PostgreSQL prompt is available and connected to the ecs 
database:<br /><br />/tools/postgres/current32/bin/psql -U ${USERNAME} -

Should list the schemas installed in the 
mode.<br />Should include 
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# Action Expected Result Notes 
h f4dbl03 -d ecs<br />select public.set_search_path('AIM', '${MODE}');<br 
/>show search_path; 

'aim_${MODE}'. 

5 Ensure test collections C1, C2, C3 are installed. E.g., the DPL Ingest GUI 
shows the collections as configured datatypes. 

  

6 Ensure the test collections are enabled for collection and granule export. For 
each of C1, C2, C3,<br /><br />select  granuleexportflag , 
collectionexportflag<br />from bg_collection_configuration<br />where 
shortname = ${SHORTNAME}<br />and versionid = ${VERSIONID}<br 
/><br />If either export flag is not 'Y', set them:<br />update 
bg_collection_configuration<br />set collectionexportflag = 'Y', 
granuleexportflag = 'Y'<br />where shortname = ${SHORTNAME}<br 
/>and versionid = ${VERSIONID}<br /><br />If a collection was newly 
enabled for export in this step, wait for it and its granules to be exported. 

  

7 Ensure ECHO has the test collections' metadata. For each of C1, C2, C3,<br 
/><br />curl -k -H Echo-Token:${TOKEN} 
https://testbed.echo.nasa.gov/catalog-
rest/providers/${PROVIDERID}/${URL_ENCODED_DATASETID}<br 
/><br />If ECHO is missing a collection, export it:<br /><br 
/>EcBmBMGTManualStart ${MODE} --metc --collections 
${SHORTNAME}.${VERSIONID}<br /> 

  

8 Ensure granules g1, g2 in C1, g3, g4 in C2, g5, g6 in C3 are in AIM:<br 
/><br />select shortname, versionid, granuleid<br />from amgranule<br 
/>where localgranuleid = ('${LOCALGRANULEID}', ...)<br /><br />If 
needed, ingest the granules into the public data pool. 

Should return 6 rows.  

9 Ensure ECHO has the test granule metadata. For each granule,<br /><br 
/>curl -k -H Echo-Token:${TOKEN} https://testbed.echo.nasa.gov/catalog-
rest/providers/${PROVIDERID}/granules/${URL_ENCODED_GEOID}<br 
/><br />If ECHO is missing granules, export them:<br /><br 
/>EcBmBMGTManualStart ${MODE} --metg --granules 
${GRANULEID},... 

  

10 Ensure a mock ECHO or TCP proxy is capturing BMGT traffic.   
11 <i>Setup</i>  #comment 
12 <i>S-1 Pause the processing of automatic exports.</i>  #comment 
13 From the GUI, Pause Event Queue.<br />   
14 <i>S-2 Perform an update on:<br />    a) One granule</i>  #comment 
15 Identify granule g1 in collection C1 to update.<br /><br />declare 

l_daynightflag as varchar(5);<br />select daynightflag<br />from 
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# Action Expected Result Notes 
amgranule<br />into l_daynightflag<br />where granuleid = &lt;g1&gt;;<br 
/><br />update amgranule<br />set daynightflag = 'TEST'<br />where 
granuleid = &lt;g1&gt;;   <br />return l_daynightflag; -- save for resetting the 
flag back to original value 

16 <i>b) One collection</i>  #comment 
17 Update the collection C3 ESDT type with a new descriptor file or update the 

DsGeESDTConfiguredType manually.<br /><br />To update the 
DsGeESDTConfiguredType manually perform both queries in sequence:<br 
/><br />update DsGeESDTConfiguredType<br />set esdtstate = 'updating'<br 
/>where configuredname = &lt;C3_ShortName&gt;<br />and versionid = 
&lt;C3_VersionId&gt;;<br /><br />update DsGeESDTConfiguredType<br 
/>set esdtstate = 'installed'<br />where configuredname = 
&lt;C3_ShortName&gt;<br />and versionid = &lt;C3_VersionId&gt;; 

  

18 <i>S-3 Perform a long form granule and collection verification, requesting 
the inclusion of the granule and collection updated in S-2 as well as at least   
one other granule and one other collection.</i> 

 #comment 

19 (Note: There must be no spaces around commas.)<br /><br 
/>EcBmBMGTManualStart &lt;MODE&gt; --long --metc --metg --c 
&lt;C1_shortname&gt;.&lt;C1_versionid&gt;,&lt;C2_shortname&gt;.&lt;C2
_versionid&gt;,&lt;C3_shortname&gt;.&lt;C3_versionid&gt; 

  

20 <i>Verification</i>  #comment 
21 <i>V-1 Verify that the granules and collections listed in S-3 are queued and 

exported, with the exception of those listed in S-2, for which an automatic 
update is pending.</i> 

 #comment 

22 Verify that the TCP proxy shows an HTTP PUT request for each collection 
C1, C2.<br /><br />(There may be more than one HTTP request, e.g., if there 
are network issues.) 

  

23 Verify that the TCP proxy shows no HTTP PUT request for collection C3.   
24 Verify that the TCP proxy show an HTTP PUT request for each of the 

granules g2,g3,g4<br /><br />g1 is not queued<br />g5, g6 will be in pending 
state on the GUI until the collection C3 gets exported<br /><br />(There may 
be more than one HTTP request, e.g., if there are network issues.) 

  

25 Verify that the TCP proxy shows no HTTP PUT request for granule g1.   
26 Verify that the TCP log proxy shows each granule's URL ends in 

'?xml_diff=true'. 
  

27 <i>Cleanup</i>  #comment 
28 reset_daynight_flag(a_granuleid, a_daynightflag):<br /><br />update   
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# Action Expected Result Notes 
amgranule<br />set daynightflag = a_daynightflag<br />where granuleid = 
a_granuleid<br /><br />Then from the GUI resume the Event queue 

 
 
TEST DATA: 
 
 
 
 

Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type Requirements 
Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

      
 3 collections with 2 granules 
each 

          

      
 1 script to update the ESDT for 
Collection  C3 

          

 
EXPECTED RESULTS: 
 
 

   V  500  1  Verify that the granules and collections listed in S-3 are 
queued and exported, with the exception of those listed 
in S-2, for which an automatic update is pending.  

      

 

656 LONG FORM VERIFICATION - ERRORS (ECS-ECSTC-3066) 

DESCRIPTION: 
 
 
 
 
 

   S  510  1  [Long Form Verification - Errors] Perform a long form granule verification export which will result in a metadata 
mismatch, or perform the export and artificially cause the response to indicate an ECHO ingest error (e.g. mismatching 
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metadata value between SDPS and ECHO).  

   S  510  2  Perform a long form collection verification export which will result in a metadata mismatch, or perform the export and 
artificially cause the response to indicate an ECHO ingest error (e.g. mismatching metadata value between SDPS and 
ECHO).  

      

   S  510  3  Perform a long form granule verification export which will result in a metadata mismatch, or perform the export and 
artificially cause the response to indicate an ECHO ingest error (e.g. mismatching metadata value between SDPS and 
ECHO).  Cause the export to also fail ingest, for instance, due to EndingDateTime before BeginningDateTime.  

      

   S  510  4  Perform a long form collection verification export which will result in a metadata mismatch, or perform the export and 
artificially cause the response to indicate an ECHO ingest error (e.g. mismatching metadata value between SDPS and 
ECHO).  Cause the export to also fail ingest, for instance, due to duplicate Additional Attributes names.  

      

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 <i>Use /tools/common/test/BE_82_01/bin/xpath to search for XML 

elements.</i> 
 #comment 

3 Ensure BMGT configuration is complete and correct (config files, properties 
files, database settings, etc.). 

  

4 Ensure a PostgreSQL prompt is available and connected to the ecs 
database:<br /><br />/tools/postgres/current32/bin/psql -U ${USERNAME} -
h f4dbl03 -d ecs<br />select public.set_search_path('AIM', '${MODE}');<br 
/>show search_path; 

Should list the schemas installed in the 
mode.<br />Should include 
'aim_${MODE}'. 

 

5 Ensure test collections C1, C2, C3, C4 are installed. E.g., the DPL Ingest GUI 
shows the collections as configured datatypes. 

  

6 Ensure the test collections are enabled for collection and granule export. For 
each of C1, C2, C3, C4,<br /><br />select  granuleexportflag , 
collectionexportflag<br />from bg_collection_configuration<br />where 
shortname = ${SHORTNAME}<br />and versionid = ${VERSIONID}<br 
/><br />If either export flag is not 'Y', set them:<br />update 
bg_collection_configuration<br />set collectionexportflag = 'Y', 
granuleexportflag = 'Y'<br />where shortname = ${SHORTNAME}<br 
/>and versionid = ${VERSIONID}<br /><br />If a collection was newly 
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# Action Expected Result Notes 
enabled for export in this step, wait for it and its granules to be exported. 

7 Ensure ECHO has the test collections' metadata. For each of C1, C2, C3, 
C4,<br /><br />curl -k -H Echo-Token:${TOKEN} 
https://testbed.echo.nasa.gov/catalog-
rest/providers/${PROVIDERID}/${URL_ENCODED_DATASETID}<br 
/><br />If ECHO is missing a collection, export it:<br /><br 
/>EcBmBMGTManualStart ${MODE} --metc --collections 
${SHORTNAME}.${VERSIONID} 

  

8 Ensure ECHO has granule metadata for all granules in C1, C2, C3, C4. Either 
query ECHO for each granule, or just export them.<br /><br />Query ECHO 
per granule:<br /><br />curl -k -H Echo-Token:${TOKEN} 
https://testbed.echo.nasa.gov/catalog-
rest/providers/${PROVIDERID}/granules/${URL_ENCODED_GEOID}<br 
/><br />Export all granules in each collection:<br /><br />Save the 
collections' ${SHORTNAME}.${VERSIONID}, one per line, to a file 
collections.txt.<br /><br />EcBmBMGTManualStart ${MODE} --metg -cf 
/path/to/collections.txt 

  

9 Ensure a mock ECHO or TCP proxy is capturing BMGT traffic.   
10 Ensure that the email threshold is configured in the BMGT GUI BMGT.ResponseHandler.Monitor.Em

ailTimeOut is the threshold for email 
to be sent 

 

11 <i>Setup</i>  #comment 
12 <i>S1  Perform a long form granule verification export which will result in a 

metadata mismatch, or perform the export and artificially cause the response 
to indicate an ECHO ingest error (e.g. mismatching metadata value between 
SDPS and ECHO).</i> 

 #comment 

13 Find granule g1's metadata file in collection C1 in the small file archive:<br 
/><br 
/>/stornext/smallfiles/&lt;MODE&gt;/metadata/&lt;SHORT_NAME&gt;.&lt
;VERSION_ID&gt;/&lt;YEAR&gt;.&lt;MONTH&gt;/&lt;SHORT_NAME&
gt;.&lt;VERSION_ID&gt;.&lt;GRANULE_ID&gt;.xml 

  

14 Save off the file and change one of the metadata values.   
15 Perform a long form verification of granule g1:<br /><br 

/>EcBmBMGTManualStart &lt;MODE&gt; --long --metg --granules 
${g1_GRANULEID} 

  

16 <i>V-1 Verify that the exports in S-1 and S-2 are marked as having 
encountered warnings.</i> 

 #comment 
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# Action Expected Result Notes 
17 Verify warnings in the bmgt log for the export   
18 Verify that the BMGT GUI shows that the export of g1 encountered a 

warning 
  

19 <i>V-3 Verify that an email is delivered to the configured notification email 
address listing the warning in S-1 and S-2.  Verify that it lists the collection 
or granule which caused the warning, as well as the text of the warning as 
received from ECHO, and number of occurrences of each warning.  Verify 
that it also indicates that the discrepancies listed have been resolved by 
ECHO.</i> 

 #comment 

20 Verify that an email is sent to the configured email address   
21 Verify that the email lists granule g1 which caused the warning   
22 Verify that the email lists the text of the warning received from ECHO   
23 Verify that the email lists the number of occurrences of the warning   
24 Verify that the the email indicates if the discrepancy has been resolved by 

ECHO 
  

25 <i>V-5 Verify that the BMGT GUI also lists the text of the warning for the 
export requests in S-1 and S-2</i> 

 #comment 

26 Verify that the GUI lists the warning message associated with the export of 
G1. 

  

27 <i>S2 Perform a long form collection verification export which will result in 
a metadata mismatch, or perform the export and artificially cause the 
response to indicate an ECHO ingest error (e.g. mismatching metadata value 
between SDPS and ECHO).</i> 

 #comment 

28 Find collection 2's descriptor file:<br 
/>/stornext/smallfiles/&lt;MODE&gt;/descriptor/*&lt;SHORT_NAME&gt;.
&lt;VERSION_ID&gt;.desc 

  

29 Copy off the file and change one of the metadata values   
30 Perform a long form collection verification for C2:<br 

/>EcBmBMGTManualStart &lt;MODE&gt; --long --metc --collections 
&lt;C2_shortname&gt;.&lt;C2_versionid&gt; 

  

31 <i>V-1 Verify that the exports in S-1 and S-2 are marked as having 
encountered warnings.</i> 

 #comment 

32 Verify warnings in the bmgt log for the export   
33 Verify that the BMGT GUI shows that the export of C2 encountered a 

warning 
  

34 <i>V-3 Verify that an email is delivered to the configured notification email 
address listing the warning in S-1 and S-2.  Verify that it lists the collection 

 #comment 
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# Action Expected Result Notes 
or granule which caused the warning, as well as the text of the warning as 
received from ECHO, and number of occurrences of each warning.  Verify 
that it also indicates that the discrepancies listed have been resolved by 
ECHO.</i> 

35 Verify that an email is sent to the configured email address   
36 Verify that the email lists Collection C2 which caused the warning   
37 Verify that the email lists the text of the warning received from ECHO   
38 Verify that the email lists the number of occurrences of the warning   
39 Verify that the the email indicates if the discrepancy has been resolved by 

ECHO 
  

40 <i>V-5 Verify that the BMGT GUI also lists the text of the warning for the 
export requests in S-1 and S-2</i> 

 #comment 

41 Verify that the GUI lists the warning message associated with the export of 
C2. 

  

42 <i>S3 Perform a long form granule verification export which will result in a 
metadata mismatch, or perform the export and artificially cause the response 
to indicate an ECHO ingest error (e.g. mismatching metadata value between 
SDPS and ECHO).<br />Cause the export to also fail ingest, for instance, due 
to EndingDateTime before BeginningDateTime.</i> 

 #comment 

43 Find granule g2's metadata file in the small file archive in Collection C3:<br 
/><br 
/>/stornext/smallfiles/&lt;MODE&gt;/metadata/&lt;SHORT_NAME&gt;.&lt
;VERSION_ID&gt;/&lt;YEAR&gt;.&lt;MONTH&gt;/&lt;SHORT_NAME&
gt;.&lt;VERSION_ID&gt;.&lt;GRANULE_ID&gt;.xml 

  

44 Copy off the file and change the RangeEndingDate to be 1 year before the 
RangeBeginningDate. 

  

45 Perform a long granule verification for granule g2:<br /><br 
/>EcBmBMGTManualStart &lt;MODE&gt; --long --metg --granules 
&lt;G2.granuleId&gt; 

  

46 <i>V-2 Verify that the exports in S-3 and S-4 are marked as failed.</i>  #comment 
47 Verify the bmgt logs to indicate the verification export failed   
48 Verify that the BMGT GUI marks the export of granule g2 as failed.   
49 <i>V-4 Verify that an email is delivered to the configured notification email 

address listing the errors in S-3 and S-4.  Verify that it lists the collection or 
granule which caused the error, as well as the text of the error as received 
from ECHO, and number of occurrences of each error.</i> 

 #comment 

50 Verify that an email is sent to the configured email address   



 

2200 
 

# Action Expected Result Notes 
51 Verify that the email lists granule g2 which caused the error   
52 Verify that the email lists the text of the warning received from ECHO   
53 Verify that the email lists the number of occurrences of the error   
54 <i>V-6 Verify that the BMGT GUI also lists the text of the error for the 

export requests in S-3 and S-4</i> 
 #comment 

55 Verify that the GUI lists the error message associated with the export of g2.   
56 <i>S4 Perform a long form collection verification export which will result in 

a metadata mismatch, or perform the export and artificially cause the 
response to indicate an ECHO ingest error (e.g. mismatching metadata value 
between SDPS and ECHO).  Cause the export to also fail ingest, for instance, 
due to duplicate Additional Attributes names.</i> 

 #comment 

57 Find collection C4's descriptor file:<br /><br 
/>/stornext/smallfiles/&lt;MODE&gt;/descriptor/*&lt;SHORT_NAME&gt;.
&lt;VERSION_ID&gt;.desc 

  

58 Copy off the file and then edit it to duplicate one of the Additonal Attributes 
Names 

  

59 Perform a  collection long form verification for collection C4:<br /><br 
/>EcBmBMGTManualStart &lt;MODE&gt; --long --metc --collections 
&lt;C4_shortname&gt;.&lt;C4_versionid&gt; 

  

60 <i>V-2 Verify that the exports in S-3 and S-4 are marked as failed.</i>  #comment 
61 Verify the bmgt logs to indicate the verification export failed   
62 Verify that the BMGT GUI lists the export of C4 as failed.   
63 <i>V-4 Verify that an email is delivered to the configured notification email 

address listing the errors in S-3 and S-4.  Verify that it lists the collection or 
granule which caused the error, as well as the text of the error as received 
from ECHO, and number of occurrences of each error.</i> 

 #comment 

64 Verify that an email is sent to the configured email address   
65 Verify that the email lists Collection C4 which caused the error   
66 Verify that the email lists the text of the warning received from ECHO   
67 Verify that the email lists the number of occurrences of the error   
68 <i>V-6 Verify that the BMGT GUI also lists the text of the error for the 

export requests in S-3 and S-4</i> 
 #comment 

69 Verify that the GUI lists the error message associated with the export of G1.   
70 <i>V-7 Verify that the BMGT GUI provides statistics on the number of 

verification exports which encountered discrepancies and the number which 
were handled automatically by ECHO</i> 

 #comment 
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# Action Expected Result Notes 
71 Verify the GUI shows the number of successful verification exports   
72 Verify the GUI shows the number of verification exports which encountered 

discrerpancies but which were fixed automatically (i.e. warnings) 
  

73 Verify the GUI shows the number of  failed verification exports.   

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

510   

4 Collections C1, 
C2, C3, C4 with a 
couple of science 
granules in each 

MCD43B1.005 
 
MCD43B2.005 
 
MCD43B3.005 
 
MCD43B4.005 

      /sotestdata/DROP_802/BE_82_01/Criteria/510   

 
EXPECTED RESULTS: 
 
 
 
 
 
 
 
 

   V  510  1  Verify that the exports in S-1 and S-2 are marked as having encountered warnings.          

   V  510  2  Verify that the exports in S-3 and S-4 are marked as failed.          

   V  510  3  Verify that an email is delivered to the configured notification email address listing the warning in S-1 and S-2.  Verify       
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that it lists the collection or granule which caused the warning, as well as the text of the warning as received from 
ECHO, and number of occurrences of each warning.  Verify that it also indicates that the discrepancies listed have been 
resolved by ECHO.  

   V  510  4  Verify that an email is delivered to the configured notification email address listing the errors in S-3 and S-4.  Verify 
that it lists the collection or granule which caused the error, as well as the text of the error as received from ECHO, and 
number of occurrences of each error.    

      

   V  510  5  Verify that the BMGT GUI also lists the text of the warning for the export requests in S-1 and S-2        

   V  510  6  Verify that the BMGT GUI also lists the text of the error for the export requests in S-3 and S-4        

   V  510  7  Verify that the BMGT GUI provides statistics on the number of verification exports which encountered discrepancies 
and the number which were handled automatically by ECHO  

      

 

657 INCREMENTAL VERIFICATION – NOMINAL (ECS-ECSTC-3067) 

DESCRIPTION: 
 
 
 
 
 
 
 

   S  520  1  [Incremental Verification – Nominal] Choose an ECS inventory that includes at least one hundred thousand 
(100,000) science granules that are eligible for ECHO export and covers at least three different collections. Configure 
a time period increment for automatic verification that is not in excess of one month and no less than one week. 
Configure the maximum incremental export operation size such that none of the incremental verifications performed 
during the test will encounter the export size limit, i.e., the number of inserted/updated granules within the time 
increment never exceeds the maximum export size.  Ensure that all collections in the mode are completely unverified, 
resetting the verification status if necessary.  

      

   S  520  2  Initiate incremental verification repeatedly until there are no more granules to verify. Ensure that no other operations 
are going on in the system which would cause the update of any granules.  Ensure that the incremental start utility 
requires the ECS mode as a command line option.  
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It is acceptable to use a cron job or script to automate the initiation of incremental verification  

   S  520  3  Once incremental verification has completed and verified the entire inventory, perform some granule inserts and 
updates.  Pause automatic export before making these updates so that the events are not automatically exported. 
 Ensure that at least some of the updated granules are each of the following:    
 
a)     In the public datapool  
 
b)     Have browse links  
 
c)     Are restricted.  

      

   S  520  4  Initiate another incremental verification export.        

   S  520  5  Resume Automatic export and allow it to pick up and export the events in S-3.        

   S  520  6  Initiate another incremental verification export.        

  
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure no activity other than the test will occur in the mode for the duration 

of the test. 
  

3 Ensure BMGT configuration is current and correct (config files, properties 
files, database settings). 

  

4 Ensure a PostgreSQL prompt is available and connected to the ecs database.   
5 Ensure test data is available under 

/sotestdata/DROP_802/BE_82_01/Criteria/520. 
  

6 Ensure collections C1..C10 are installed. E.g., ensure the DPL Ingest GUI 
shows C1..C10 as configured datatypes. 

  



 

2204 
 

# Action Expected Result Notes 
7 Ensure collections C1..C10 are enabled for collection and granule export:<br 

/><br />update bg_collection_configuration<br />set collectionexportflag = 
'Y', granuleexportflag = 'Y'<br />where (shortname = 
'&lt;C1_SHORTNAME&gt;' and versionid = &lt;C1_VERSIONID&gt;)<br 
/>or (shortname = '&lt;C2_SHORTNAME&gt;' and versionid = 
&lt;C2_VERSIONID&gt;)<br />...<br />or (shortname = 
'&lt;C10_SHORTNAME&gt;' and versionid = &lt;C10_VERSIONID&gt;) 

  

8 Ensure collections C1..C1 exist in ECHO.   
9 Ensure all test granules exist in ECHO.   
10 Ensure a TCP proxy or mock ECHO is capturing BMGT traffic.   
11 <i>Setup</i>  #comment 
12 <i>S-1 Choose an ECS inventory that includes at least one hundred thousand 

(100,000) science granules that are eligible for ECHO export and covers at 
least three different collections.<br />Configure a time period increment for 
automatic verification that is not in excess of one month and no less than one 
week.<br />Configure the maximum incremental export operation size such 
that none of the incremental verifications performed during the test will 
encounter the export size limit, i.e., the number of inserted/updated granules 
within the time increment never exceeds the maximum export size.<br 
/>Ensure that all collections in the mode are completely unverified, resetting 
the verification status if necessary.</i> 

 #comment 

13 Ensure that the collections C1..C10 have a large number of granules in AIM 
(1000 in the EDF; about 100 000 in the PVC) 

  

14 Configure BMGT.Incremental.Duration = 10 ( the interval is in days).   
15 Configure BMGT.Verification.MaxGranules to 100 in the EDF or 10 000 in 

the PVC. 
  

16 In the BMGT GUI, reset verification status for all collections to be unverified 
or 0%. 

  

17 <i>V-1 Inspect the verification report in the BMGT GUI before performing 
any incremental verification, and verify that the overall verification 
percentage as well as that for each collection and group, is equal to 0%.</i> 

 #comment 

18 In the BMGT GUI System Status tab, verify that the overall verification 
percentage is displayed as 0% 

  

19 In the BMGT GUI System Status tab, verify that verification percentage is 
displayed as 0%  for each collection and group in the mode 

  

20 <i>S-2 Initiate incremental verification repeatedly until there are no more 
granules to verify.</i> 

 #comment 
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# Action Expected Result Notes 
21 Ensure that no other operations are going on in the system which would cause 

the update of any granules. 
  

22 Ensure that the incremental start utility requires the ECS mode as a command 
line option.<br />It is acceptable to use a cron job or script to automate the 
initiation of incremental verification. 

  

23 Ensure that there are no ingest, delete, or update operations ocurring in the 
mode 

  

24 Ensure the TCP proxy log will have only requests exported during this 
test:<br /><br />Stop the TCP proxy.<br />Move the log to a new name.<br 
/>Start the proxy. 

  

25 ./EcBmBMGTManualStart &lt;MODE&gt; --incremental   
26 <i>V-2 After each of the first two incremental iterations, inspect the logs and 

export request queue to ensure that all granules whose last update falls within 
the time period covered by the iteration were added to the request queue.</i> 

 #comment 

27 Verify that for the first two incremantal iterations, any granule that falls 
between min_last_update_time and min_last_update_time + 
BMGT.Incremental.Duration (up to the maximum defined by 
BMGT.Verification.MaxGranules and 
bg_collection_configuration.maxgranulestoverify for each collection) 

  

28 Verify that after running multiple incremental iterations, each of the granules 
in each of the Collections C1..C10 in the mode &lt;MODE&gt; have been 
added to the export request queue - check bg_export_request table. 

  

29 <i>V-3 Inspect the log file to verify that for each Incremental verification 
initiation, no more than the configured number of granules is enqueued.</i> 

 #comment 

30 Verify that for each incremental iteration, the total number of granules is less 
than or equal to BMGT.Verification.MaxGranules 

  

31 Verify that for each incremental iteration, the total number of granules for 
each collection is less than or equal to 
bg_collection_configuration.maxgranulestoverify for the given collection. 

  

32 <i>V-4 Verify that when each verification process is started, a message is 
printed to the log, followed by another message when all requests have been 
added to the queue.  Verify that the logs are written to the conventional ECS 
location (i.e. under /usr/ecs/&lt;MODE&gt;/CUSTOM/logs) and indicate the 
time at which the verification export driver started and completed, as well as 
how many items were enqueued for export, how many were added per 
collection, and the time span represented by the update times of the added 
granules.</i> 

 #comment 
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# Action Expected Result Notes 
33 Verify that the bmgt log is written under 

/usr/ecs/&lt;MODE&gt;/CUSTOM/logs/EcBmBMGTManualDriver.log 
  

34 Verify that the bmgt log indicates the time when the incremental verification 
was started. 

  

35 Verify that the bmgt log indicates the time when all request have been added 
to the queue 

  

36 Verify that the bmgt log indicated the time when verification export was 
started. 

  

37 Verify that the bmgt log indicated the time when verification export was 
completed. 

  

38 Verify that the bmgt log indicates the time span of the verified granules in the 
iteration. 

  

39 <i>V-5 Inspect the verification report in the BMGT GUI after the first two 
incremental verification iterations to verify that the overall verification 
percentage increases as well as that for the collections and groups which were 
selected for export.</i> 

 #comment 

40 Verify the overall verification percentage increases after the first two 
iterations 

  

41 Verify the verification percentage for collections C1 - C10 increases after the 
first two iterations 

  

42 Verify the overall verification percentage  = 100% after running multiple 
incremental iterations 

  

43 Verify that the verification percentage for Collections C1..C10 = 100% after 
running multiple incremental iterations. 

  

44 <i>V-7 Verify that when verification is complete, in S-2, across all 
incremental exports, every eligible granule has been exported exactly once. 
This can be done at a coarse level, ensuring that the number of exports per 
collection is as expected.</i> 

 #comment 

45 Save the TCP proxy log, and start a new one:<br /><br />Stop the TCP 
proxy.<br />Move the log to a new name.<br />Start the proxy. 

  

46 Save eligible granule counts to a file:<br /><br />select count(g.granuleid), 
esdt(g.shortname, g.versionid) <br />from amgranule g<br />join 
DsGeESDTConfiguredType t<br />on (g.shortname = t.configuredname<br 
/>  and g.versionid = t.versionid)<br />join bg_collection_configuration 
bcc<br />on g.collectionid = bcc.collectionid<br />where 
g.deleteeffectivedate is null<br />and g.deletefromarchive != 'Y'<br />and 
t.esdtstate = 'installed'<br />and bcc.collectionexportflag = 'Y'<br />and 
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# Action Expected Result Notes 
bcc.granuleexportflag = 'Y'<br />group by g.shortname, g.versionid<br 
/>order by g.shortname, g.versionid 

47 Save the exported granule counts to a file:<br /><br />sed -n 's/^PUT \/[^ 
]*\/granules\/SC%3A\([^%]*\)%3A.*/| \1/p' tcp.log | sort | uniq -c &gt; 
exported_counts.txt 

  

48 Verify the number of granules eligible for export per collection matches the 
number found in the TCP proxy log:<br /><br />diff -w eligible_counts.txt 
exported_counts.txt 

  

49 <i>V-11 Verify that each of the verification export requests results in exactly 
one export to ECHO (or an ECHO stand-in).  Each Export shall take the form 
of a single HTTP PUT request containing the full granule metadata  and an 
HTTP query parameter  which indicates that the request is for verification 
purposes.</i> 

 #comment 

50 Verify that the TCP proxy shows that each verification export is a single 
HTTP PUT request. 

  

51 Verify that the TCP proxy shows that the request has the HTTP query 
parameter &quot;xmldiff=true&quot; indicating it is for verification 
purposes. 

  

52 <i>V-12 Verify that each incremental interval also queues and exports for 
each collection which has granules included in the incremental interval, the 
export of the associated collection metadata.  This export shall take the form 
of a single HTTP PUT request per collection, containing the full collection 
metadata and an HTTP query parameter  indicating that the request is for 
verification purposes.</i> 

 #comment 

53 Verify that the TCP proxy shows a HTTP PUT request with Collection 
metadata for Collections C1..C10. 

  

54 Verify that the TCP proxy shows that the request is for verification purposes.   
55 <i>S-3 Once incremental verification has completed and verified the entire 

inventory, perform some granule inserts and updates.<br />Pause automatic 
export before making these updates so that the events are not automatically 
exported.<br />Ensure that at least some of the updated granules are each of 
the following:<br />    a) In the public datapool<br />    b) Have browse 
links<br />    c) Are restricted.</i> 

 #comment 

56 Pause the EVENT queue via the BMGT GUI, so requests are queued and in 
PENDING state and will not be picked up by incremental verification. 

  

57 <i>a) In the public datapool</i>  #comment 
58 Ingest Science granules g1..g10 into Collection C1 with default publishing   
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# Action Expected Result Notes 
on. 

59 <i>b) Have browse links</i>  #comment 
60 Ingest Science granules g11..g20 into Collection C2 with default publishing 

on. 
  

61 <i>c) Are restricted.</i>  #comment 
62 Choose or create a restriction flag:<br /><br />select * from 

dsmdrestrictionflag<br />-OR-<br />insert into dsmdrestrictionflag<br 
/>values(128, 'BE_82_01 Crit 520') 

  

63 Add the restriction flag to granules g21, g22:<br /><br />insert into 
dsmdgranulerestriction<br />values(&lt;GRANULE_ID&gt;, 128) 

  

64 <i>S-4 Initiate another incremental verification export.</i>  #comment 
65 ./EcBmBMGTManualStart -mode &lt;MODE&gt; --incremental   
66 <i>V-8 Verify that the export attempt in S-4 results in a warning message 

indicating that there are no granules eligible for incremental verification and 
that no granules are added to the queue.</i> 

 #comment 

67 Verify that there are no granules queued for verification export   
68 <i>S-5 Resume Automatic export and allow it to pick up and export the 

events in S-3.</i> 
 #comment 

69 Resume the Event queue in the BMGT GUI.   
70 Verify that each of the granules in each of the g1..g10 in Collection C1 have 

been added to the export request queue. - check bg_export_request table or 
the bmgt GUI 

  

71 Verify that the bmgt logs also include the export of each of the granules in 
C1..C10 in Collection C1. 

  

72 Verify that each of the granules in each of the g11..g20 in Collection C2 have 
been added to the export request queue. - check bg_export_request table or 
the bmgt GUI 

  

73 Verify that  the bmgt logs also include the export of each of the granules in 
g11..g20 in Collection C2. 

  

74 Verify that each of the granules in each of the g21..g22 in Collection C3 have 
been added to the export request queue. - check bg_export_request table or 
the bmgt GUI 

  

75 Verify that  the bmgt logs also include the export of each of the granules in 
g21..g22 in Collection C3. 

  

76 <i>S-6 Initiate another incremental verification export.</i>  #comment 
77 ./EcBmBMGTManualStart &lt;MODE&gt; --incremental   
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# Action Expected Result Notes 
78 <i>V-2 After each of the first two incremental iterations, inspect the logs and 

export request queue to ensure that all granules whose last update falls within 
the time period covered by the iteration were added to the request queue.</i> 

 #comment 

79 Verify that each of the granules in each of the g1..g10 in Collection C1 have 
been added to the export request queue. - check bg_export_request table or 
the bmgt GUI 

  

80 Verify that the bmgt logs also include the export of each of the granules in 
C1..C10 in Collection C1. 

  

81 Verify that each of the granules in each of the g11..g20 in Collection C2 have 
been added to the export request queue. - check bg_export_request table or 
the bmgt GUI 

  

82 Verify that the bmgt logs also include the export of each of the granules in 
C11..C20 in Collection C2. 

  

83 Verify that each of the granules in each of the g21..g22 in Collection C3 have 
been added to the export request queue. - check bg_export_request table or 
the bmgt GUI 

  

84 Verify that  the bmgt logs also include the export of each of the granules in 
g21,.g22 in Collection C3. 

  

85 <i>V-3 Inspect the log file to verify that for each Incremental verification 
initiation, no more than the configured number of granules is enqueued.</i> 

 #comment 

86 Verify that for each incremental iteration, the total number of granules is less 
than or equal to BMGT.Verification.MaxGranules 

  

87 Verify that for each incremental iteration, the total number of granules for 
each collection is less than or equal to 
bg_collection_configuration.maxgranulestoverify for the given collection. 

  

88 <i>V-4 Verify that when each verification process is started, a message is 
printed to the log, followed by another message when all requests have been 
added to the queue.  Verify that the logs are written to the conventional ECS 
location (i.e. under /usr/ecs/&lt;MODE&gt;/CUSTOM/logs) and indicate the 
time at which the verification export driver started and completed, as well as 
how many items were enqueued for export, how many were added per 
collection, and the time span represented by the update times of the added 
granules.</i> 

 #comment 

89 Verify that the bmgt log is written under 
/usr/ecs/&lt;MODE&gt;/CUSTOM/logs/EcBmBMGTManualDriver.log 

  

90 Verify that the bmgt log indicates the time when the incremental verification 
was started. 
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# Action Expected Result Notes 
91 Verify that the bmgt log indicates the time when all request have been added 

to the queue 
  

92 Verify that the bmgt log indicated the time when verification export was 
started. 

  

93 Verify that the bmgt log indicated the time when verification export was 
completed. 

  

94 Verify that the bmgt log indicates the time span of the verified granules in the 
cycle. 

  

95 <i>V-5 Inspect the verification report in the BMGT GUI after the first two 
incremental verification iterations to verify that the overall verification 
percentage increases as well as that for the collections and groups which were 
selected for export.</i> 

 #comment 

96 Verify the overall verification percentage  = 100%   
97 Verify that the verification percentage for Collections C1..C10 = 100%   
98 <i>V-9 Verify that the export attempt in S-6 results in the queueing and 

export of the granules which were updated in S-3</i> 
 #comment 

99 <i>V-10 Verify that the bodies of the verification exports in S-6 are exactly 
the same as the bodies of the automatic exports in <br />S-5, including 
datapool URLs and restriction flags.  Note that it is allowable for the 
verification to include additional exports not in the automatic export, e.g. the 
collection metadata for all collections for which there is a granule export.</i> 

 #comment 

100 Compare the granule metadata in the tcp log between the automatic export 
(S-5) and verification export (S-6) to verify that they are identical.<br /><br 
/>NOTE: The verification exports will have collection exports for any 
granule exports in the collection. 

  

101 If there are extra collection exports in the verification, these can be ignored.   
102 <i>V-11 Verify that each of the verification export requests results in exactly 

one export to ECHO (or an ECHO stand-in).  Each Export shall take the form 
of a single HTTP PUT request containing the full granule metadata  and an 
HTTP query parameter  which indicates that the request is for verification 
purposes.</i> 

 #comment 

103 Verify that the TCP proxy shows that each verification export is a single 
HTTP PUT request. 

  

104 Verify that the TCP proxy shows that the request has the HTTP query 
parameter &quot;xmldiff=true&quot; indicating it is for verification 
purposes. 

  

105 <i>V-12 Verify that each incremental interval also queues and exports for  #comment 
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# Action Expected Result Notes 
each collection which has granules included in the incremental interval, the 
export of the associated collection metadata.  This export shall take the form 
of a single HTTP PUT request per collection, containing the full collection 
metadata and an HTTP query parameter  indicating that the request is for 
verification purposes.</i> 

106 Verify that the TCP proxy shows a HTTP PUT request with Collection 
metadata for Collections C1...C10. 

  

107 Verify that the TCP proxy shows that the request is for verification 
purposeses (the url will contain a query parameter 
&quot;xmldiff=true&quot;). 

  

108 <i>V-13 Verify that the database and the log files contain information on the 
process of each request through the system such that it is possible to identify 
when the metadata was generated, when the export was sent to ECHO, and 
when the response was received, etc.</i> 

 #comment 

109 Verify that the bmgt logs and database show when the request was generated 
for each verification request. 

  

110 Verify that the bmgt logs and database show when the metadata was 
generated for each verification request. 

  

111 Verify that the bmgt logs and database show when the export was sent to 
ECHO. 

  

112 Verify that the bmgt logs and database show when the response was received 
for each verification request. 

  

113 <i>V-14 Verify that the BMGT GUI displays the completed export events, 
indicating that they were the result of an incremental verification export.  
Verify that it indicates that the requests were successfully exported and 
indicates the time of export as well as granule or ID.</i> 

 #comment 

114 In the BMGT GUI export request tab, filter the request to veiw only those 
items on the INCR queue 

  

115 Verify that each request is listed in the SUCCESS state.   
116 Verify that each request has the associated granule or collection id listed.   
117 Verify that each request has its completion time listed.   
118 <i>V-15 Verify that the BMGT GUI displays the following incremental 

verification metrics overall, or for a particular time frame:<br />    a) Number 
of collections/granules which were exported for verification.<br />    b) 
Number of collections/granules which were successfully verified<br />    c) 
Number of collections/granules which failed verification but were 
automatically repaired.<br />    d) Number of collections/granules which 

 #comment 
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# Action Expected Result Notes 
failed verification and could not be automatically repaired.<br />    e) 
Number of collections/granules skipped during export due to errors.</i> 

119 In the BMGT GUI Export Request tab, filter to view only requests on the 
INCR queue. 

  

120 select the &quot;Batch Job Summary&quot; sub tab   
121 Verify that the &quot;Batch Job Summary&quot; sub tab lists for each 

incremental iteration, or batch, the number of items exported for verification. 
  

122 Verify that the &quot;Batch Job Summary&quot; sub tab lists for each 
incremental iteration, or batch, the number of items successfully verified 
(suiccess column). 

  

123 Verify that the &quot;Batch Job Summary&quot; sub tab lists for each 
incremental iteration, or batch, the number of items which failed verification, 
but were automatically repaired by ECHO (warning colum). 

  

124 Verify that the &quot;Batch Job Summary&quot; sub tab lists for each 
incremental iteration, or batch, the number of items which failed verification, 
but were not automatically repaired by ECHO. 

  

125 Verify that the &quot;Batch Job Summary&quot; sub tab lists for each 
incremental iteration, or batch, the number of items which were skipped. 

  

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

520     

10 collections 
(C1..C10) 
with at least a 
total of 1000 
granules 

      /sotestdata/DROP_802/BE_82_01/Criteria/520/README.txt   

 
EXPECTED RESULTS: 
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   V  520  1  Inspect the verification report in the BMGT GUI before performing any incremental verification, and verify that the 
overall verification percentage as well as that for each collection and group, is equal to 0%.  

      

   V  520  2  After each of the first two incremental iterations, inspect the logs and export request queue to ensure that all granules 
whose last update falls within the time period covered by the iteration were added to the request queue.  

      

   V  520  3  Inspect the log file to verify that for each Incremental verification initiation, no more than the configured number of 
granules is enqueued. 

      

   V  520  4  Verify that when each verification process is started, a message is printed to the log, followed by another message when 
all requests have been added to the queue.  Verify that the logs are written to the conventional ECS location (i.e. under 
/usr/ecs/<MODE>/CUSTOM/logs) and indicate the time at which the verification export driver started and completed, as 
well as how many items were enqueued for export, how many were added per collection, and the time span represented 
by the update times of the added granules.  

      

   V  520  5  Inspect the verification report in the BMGT GUI after the first two incremental verification iterations to verify that the 
overall verification percentage increases as well as that for the collections and groups which were selected for export.  

      

   V  520  6  Inspect the verification report in the BMGT GUI after the final incremental verification iteration to verify that the overall 
verification percentage,  as well as that of each enabled collection and group, is 100%.  

      

   V  520  7  Verify that when verification is complete, in S-2, across all incremental exports, every eligible granule has been exported 
exactly once. This can be done at a coarse level, ensuring that the number of exports per collection is as expected.  
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   V  520  8  Verify that the export attempt in S-4 results in a warning message indicating that there are no granules eligible for 
incremental verification and that no granules are added to the queue.  

      

   V  520  9  Verify that the export attempt in S-6 results in the queueing and export of the granules which were updated in S-3        

   V  520  10  Verify that the bodies of the verification exports in S-6 are exactly the same as the bodies of the automatic exports in S-
5, including datapool URLs and restriction flags.  

      

   V  520  11  Verify that each of the verification export requests results in exactly one export to ECHO (or an ECHO stand-in).  Each 
Export shall take the form of a single HTTP PUT request containing the full granule metadata  and an HTTP query 
parameter  which indicates that the request is for verification purposes.  

      

   V  520  12  Verify that each incremental interval also queues and exports for each collection which has granules included in the 
incremental interval, the export of the associated collection metadata.  This export shall take the form of a single HTTP 
PUT request per collection, containing the full collection metadata and an HTTP query parameter  indicating that the 
request is for verification purposes.  

      

   V  520  13  Verify that the database and the log files contain information on the process of each request through the system such that 
it is possible to identify when the metadata was generated, when the export was sent to ECHO, and when the response 
was received, etc. 

      

   V  520  14  Verify that the BMGT GUI displays the completed export events, indicating that they were the result of an incremental 
verification export.  Verify that it indicates that the requests were successfully exported and indicates the time of export 
as well as granule or ID.    

      

   V  520  15  Verify that the BMGT GUI displays the following incremental verification metrics overall, or for a particular time 
frame:  
 
a)     Number of collections/granules which were exported for verification.  
 
b)     Number of collections/granules which were successfully verified  
 
c)     Number of collections/granules which failed verification but were automatically repaired.  
 
d)     Number of collections/granules which failed verification and could not be automatically repaired.  
 
e)     Number of collections/granules skipped during export due to errors.  
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658 INCREMENTAL VERIFICATION – RESET (ECS-ECSTC-3068) 

DESCRIPTION: 
 
 
 
 
 
 

   S  530  1  [Incremental Verification – Reset] Ensure that incremental verification has completed and 
all collections are at 100% verification prior to the start of this test.  

      

   S  530  2  In the BMGT GUI, request the reset of verification for a single collection.        

   S  530  3  Continuously initiate incremental exports until there are no more granules to verify.  
 
It is acceptable to use a cron job or script to automate the initiation of incremental verification  

      

   S  530  4  In the BMGT GUI, request the reset of verification for the entire catalog.        

   S  530  5  Continuously initiate incremental exports until there are no more granules to verify.  
 
It is acceptable to use a cron job or script to automate the initiation of incremental verification  

      

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure BMGT configuration is current and correct (config files, properties 

files, database settings, etc.). 
  

3 Ensure a PostgreSQL prompt is available and connected to the ecs database.   
4 Ensure test data is available under 

/sotestdata/DROP_802/BE_82_01/Criteria/530. 
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# Action Expected Result Notes 
5 Ensure a TCP proxy or mock ECHO is capturing BMGT traffic.   
6 <i>Setup</i>  #comment 
7 Assume Collections C1, C2, C3 have been installed in the mode. (ESDT 

verification script) 
  

8 Verify Collections C1, C2, C3 are enabled for Collection and Granule Export.   
9 Assume granules g1..g10 are installed on Collection C1. granules g11...g20 in 

Collection C2 and granules g21...g30 in Collection C3. 
  

10 ensure that the collections and granules referenced above have been 
previously exported to ECHO 

  

11 <i>S-1 Ensure that incremental verification has completed and all collections 
are at 100% verification prior to the start of this test.</i> 

 #comment 

12 Ensure the BMGT GUI System Status tab indicates overall verification status 
at 100%. 

  

13 Ensure BMGT GUI System Status tab indicates the verification status for 
each of the collections C1, C2, C3 is 100%. 

  

14 <i>S-2 In the BMGT GUI, request the reset of verification for a single 
collection.</i> 

 #comment 

15 Reset the verification status of Collection C1 from the BMGT GUI.   
16 <i>V-1 Verify that after resetting verification for a single collection in S-2, 

the GUI displays a 0% verification progress for that collection, but that the 
rest of the collections remain at 100%</i> 

 #comment 

17 Verify that the BMGT GUI System Status tab displays verification status as 
0% for collection C1. 

  

18 Verify that the BMGT GUI System Status Tab displays verification status as 
100% for collections C2 and C3. 

  

19 <i>S-3 Continuously initiate incremental exports until there are no more 
granules to verify.<br />It is acceptable to use a cron job or script to automate 
the initiation of incremental verification</i> 

 #comment 

20 ./EcBmBMGTManualStart -mode &lt;MODE&gt; --incremental   
21 <i>V-2 Verify that when running incremental verification in S-3, only the 

reset collection is included in the verification exports</i> 
 #comment 

22 Verify that the TCP proxy log shows only granules from collection C1 being 
exported by the incremental verifications. 

  

23 <i>S-4 In the BMGT GUI, request the reset of verification for the entire 
catalog.</i> 

 #comment 

24 Reset the verification of all three collections C1, C2, C3 in the mode.   
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# Action Expected Result Notes 
25 <i>V-3 Verify that after resetting verification of the entire system, the overall 

progress, per group, and per collection verification progress is listed as 0% in 
the GUI.</i> 

 #comment 

26 Verify that the BMGT GUI System Status tab shows collection verification 
status as 0% for collections C1, C2 and C3, for each group, and for the 
system overall. 

  

27 <i>S-5 Continuously initiate incremental exports until there are no more 
granules to verify.<br />It is acceptable to use a cron job or script to automate 
the initiation of incremental verification</i> 

 #comment 

28 ./EcBmBMGTManualStart -mode &lt;MODE&gt; --incremental   
29 <i>V-4 Verify that after running incremental verification repeatedly in S-5, 

granules are queued and exported, and that eventually the collection 
verification status overall, and for each collection and group reaches 
100%.</i> 

 #comment 

30 Verify that the TCP proxy log shows granules g1...g30 are exported.   
31 Verify that the BMGT GUI System Status tab shows collections C1, C2, C3 

eventually reach 100%. 
  

32 Verify that the BMGT GUI System Status tab shows the overall verification 
status eventually reaches 100%. 

  

 
 
TEST DATA: 
 
 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

530   

1 collection 
(C1) with 10 
granules (g1 .. 
g10) 

MCD45A1.005       /sotestdata/DROP_802/BE_82_01/Criteria/530   

530   1 collection MOD29P1N.005       /sotestdata/DROP_802/BE_82_01/Criteria/530   
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Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

(C2) with 10 
granules (g11 .. 
g20) 

530   

1 collection 
(C3) with 10 
granules (g21 .. 
g30) 

MYD29P1N.005       /sotestdata/DROP_802/BE_82_01/Criteria/530   

 
EXPECTED RESULTS: 
 
 
 
 
 

   V  530  1  Verify that after resetting verification for a single collection in S-2, the GUI displays a 0% verification progress 
for that collection, but that the rest of the collections remain at 100%  

      

   V  530  2  Verify that when running incremental verification in S-3, only the reset collection is included in the verification 
exports.  

      

   V  530  3  Verify that after resetting verification of the entire system, the overall progress, per group, and per collection 
verification progress is listed as 0% in the GUI.  

      

   V  530  4  Verify that after running incremental verification repeatedly in S-5, granules are queued and exported, and that 
eventually the collection verification status overall, and for each collection and group reaches 100%.  

      

 

659 INCREMENTAL VERIFICATION - MAX GRANULES EXCEEDED (ECS-ECSTC-3069) 

DESCRIPTION: 
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   S  540  1  [Incremental Verification - Max Granules Exceeded] Reset incremental verification.        

   S  540  2  In the BMGT GUI, increase the incremental coverage interval to be very large, and/or reduce the max number of 
granules, such that in order to fit the specified time interval into a single verification interval would necessarily exceed 
the maximum number of granules allowed (e.g. max granules = 100 and max interval  = 2 years).  

      

   S  540  3  Initiate a number of incremental export operations.          

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure BMGT configuration is current and correct (config files, properties 

files, database settings, etc.). 
  

3 Ensure a PostgreSQL prompt is available, connected to the ecs database.   
4 Ensure test data is available under 

/sotestdata/DROP_802/BE_82_01/Criteria/540. 
  

5 Ensure collection C1 is installed. E.g., ensure the DPL Ingest GUI shows C1 
as a configured datatype. 

  

6 Ensure collection C1 is enabled for collection and granule export:<br /><br 
/>update bg_collection_configuration<br />set collectionexportflag = 'Y', 
granuleexportflag = 'Y'<br />where shortname = 
'&lt;C1_SHORTNAME&gt;'<br />and versionid = &lt;C1_VERSIONID&gt; 

  

7 Ensure collection C1 exists in ECHO.   
8 Ensure granules g1..g350 exist in AIM.   
9 Ensure granules g1..g350 exist in ECHO.   
10 Ensure a TCP proxy or mock ECHO is capturing BMGT traffic.   
11 <i>Setup</i>  #comment 
12 <i>S-1 Reset incremental verification.</i>  #comment 
13 From the BMGT GUI System Status tab, reset incremental verification for all 

collections. 
  

14 <i>S-2 In the BMGT GUI, increase the incremental coverage interval to be 
very large, and/or reduce the max number of granules, such that in order to fit 

 #comment 
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# Action Expected Result Notes 
the specified time interval into a single verification interval would necessarily 
exceed the maximum number of granules allowed (e.g. max granules = 100 
and max interval = 2 years).</i> 

15 Change BMGT.Incremental.Duration = 730 (2 years in Days).   
16 Change BMGT.Verification.MaxGranules = 100   
17 <i>S-3 Initiate a number of incremental export operations.</i>  #comment 
18 ./EcBmBMGTManualStart &lt;MODE&gt; --incremental   
19 <i>V-1 Verify that the log indicates that the number of granules in each 

incremental export operation never exceeded the configured maximum.</i> 
 #comment 

20 Verify the BMGT log records the number of granules in incremental export is 
not greater than 100 

  

21 <i>V-2 Verify that the log indicates that the population of each incremental 
operation was limited as the maximum number of granules was reached.</i> 

 #comment 

22 Verify the BMGT log records the number of granules in incremental limited 
to 100 since max number of granules reached. 

  

23 ./EcBmBMGTManualStart &lt;MODE&gt; --incremental   

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

540   
1 collection with 
350 science 
granules 

MOD14.005       /sotestdata/DROP_802/BE_82_01/Criteria/540   

 
EXPECTED RESULTS: 
 
 
 

   V  540  1  Verify that the log indicates that the number of granules in each incremental export operation never       
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exceeded the configured maximum.  

   V  540  2  Verify that the log indicates that the population of each incremental operation was limited as the 
maximum number of granules was reached.  

      

 

660 INCREMENTAL VERIFICATION - CONCURRENT OPERATION (ECS-ECSTC-3070) 

DESCRIPTION: 
 
 
 
 
 

   S  550  1  [Incremental Verification - Concurrent Operation] Initiate 
a manual export which will take a considerable ammount of 
time to enqueue the associated requests (i.e. a large number of 
granules).  Simultaneously initiate incremental verification 
operation from the command line.  

      

   S  550  2  When prompted as to whether to continue, choose to exit.        

   S  550  3  Repeat S-1        

   S  550  4  When prompted as to whether to continue, choose to continue.        

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure BMGT configuration is current and correct (config files, properties 

files, database settings, etc.). 
  

3 Ensure a PostgreSQL prompt is available and connected to the ecs database.   
4 Ensure test data is available under 

/sotestdata/DROP_802/BE_82_01/Criteria/550. 
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# Action Expected Result Notes 
5 Ensure a mock ECHO or TCP proxy is capturing BMGT traffic.   
6 <i>Setup</i>  #comment 
7 Ensure collection C1 has been installed in the mode. E.g., the DPL Ingest 

GUI shows it as a configured data type. 
  

8 Ensure collection C1 is enabled for Collection and Granule Export.   
9 Ensure granules g1..g500 are in AIM.<br /><br />Check the 

lastUpdateVerified date in bg_collection_status for the collection C1.<br 
/><br />select lastupdateverified<br />from bg_collection_status<br />where 
collectionid = &lt;C1_collectionid&gt;<br /><br />select propertyvalue<br 
/>from bg_collection_configuration<br />where propertyname = 
'BMGT.incremental.MaxDuration';<br />-- which is the max_duration in 
days<br /><br />select propertyvalue<br />from 
bg_collection_configuration<br />where propertyname = 
'BMGT.incremental.MaxGranules';<br />-- which is the max_granules<br 
/><br />Calculate number of granules that were inserted between 
LastUpdateVerified date and (LastUpdateVerified date + max_duration .<br 
/><br />Let it be num_granules. 

  

10 <i>S-1 Initiate a manual export which will take a considerable ammount of 
time to enqueue the associated requests (i.e. a large number of granules).<br 
/>Simultaneously initiate incremental verification operation from the 
command line.</i> 

 #comment 

11 Open 2 terminals, and cd to /usr/ecs/${MODE}/CUSTOM/utilities.   
12 In one terminal,<br /><br />./EcBmBMGTManualStart &lt;MODE&gt; --

metc --metg --c &lt;C1_shortname&gt;.&lt;C1.versionid&gt; 
  

13 In a separate terminal,<br /><br />./EcBmBMGTManualStart 
&lt;MODE&gt; --metc --incremental 

  

14 <i>V-1 Verify that the operation in S-1 results in a prompt indicating that 
there is already an export running.</i> 

 #comment 

15 Verify a prompt indicating there is an export running.   
16 <i>S-2 When prompted as to whether to continue, choose to exit</i>  #comment 
17 Exit at the prompt.   
18 <i>V-2 Verify that when selecting not to continue, the verification attempt is 

terminated, and the reason listed in the log, but that the manual operation that 
was started first is allowed to run.</i> 

 #comment 

19 Verify that the verification is terminated.   
20 Verify that the BMGT log indicates that manual export was started first.   
21 <i>S-3 Repeat S-1</i>  #comment 
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# Action Expected Result Notes 
22 ./EcBmBMGTManualStart &lt;MODE&gt; --metc --metg --c 

&lt;C1_shortname&gt;.&lt;C1.versionid&gt; 
  

23 ./EcBmBMGTManualStart &lt;MODE&gt; --incremental   
24 <i>S-4 When prompted as to whether to continue, choose to continue.</i>  #comment 
25 Continue at prompt.   
26 <i>V-4 Verify that when selecting to continue, the verification attempt 

continues, and both operations complete, resulting in the queueing and export 
of the expected granules and collections.</i> 

 #comment 

27 Verify that that the BMGT logs and GUI indicate that manual operation 
exports the 500 granules. 

  

28 Verify that the BMGT logs and GUI indicate that verification operation 
exports num_granules or max_granules, whichever is smaller. 

  

29 Verify that the lastUpdateVerified in bg_collection_status is updated to 
max_duration + original value of the lastupdateverified date. 

  

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

550   
1 Collection 
with 500 science 
granules 

MOD14.005       /sotestdata/DROP_802/BE_82_01/Criteria/550   

 
EXPECTED RESULTS: 
 
 
 
 
 

   V  550  1  Verify that the operation in S-1 results in a prompt indicating that there is already a verification export       
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running.  

   V  550  2  Verify that when selecting not to continue, the verification attempt is terminated, and the reason listed in the 
log, but that the manual operation that was started first is allowed to run.  

      

   V  550  3  Verify that the operation in S-3 results in a prompt indicating that there is already a verification export 
running.  

      

   V  550  4  Verify that when selecting to continue, the verification attempt continues, and both operations complete, 
resulting in the queueing and export of the expected granules and collections.  

      

 

661 INCREMENTAL VERIFICATION - ERRORS (ECS-ECSTC-3071) 

DESCRIPTION: 
 
 
 
 

   S  560  1  [Incremental Verification - Errors] Manually delete 1 granule and 1 collection from ECHO such that 
SDPS contains these items and ECHO does not.  

      

   S  560  2  Manually modify the metadata of one existing granule and one existing collection in ECHO such that ECHO 
and SDPS’ metadata for these items are not in sync.  

      

   S  560  3  Perform an incremental verification which will cover the collection and granule modified in S-2 and S-3.        

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 <i>ECHO REST API documentation:<br 

/>https://testbed.echo.nasa.gov/catalog-rest/ingest-docs/<br 
/>https://testbed.echo.nasa.gov/echo-rest/docs/index.html</i> 

 #comment 

3 Ensure BMGT configuration is current and correct (config files, properties   
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# Action Expected Result Notes 
files, database settings, etc.). 

4 Ensure a PostgreSQL prompt is available and connected to the ecs database.   
5 Ensure test data is available under 

/sotestdata/DROP_802/BE_82_01/Criteria/560. 
  

6 Ensure collections C1..C4 are installed. E.g., ensure the DPL Ingest GUI 
shows C1..C4 as configured datatypes. 

  

7 Ensure collection C1..C4 are enabled for collection and granule export:<br 
/><br />update bg_collection_configuration<br />set collectionexportflag = 
'Y', granuleexportflag = 'Y'<br />where (shortname = 
'&lt;C1_SHORTNAME&gt;' and versionid = '&lt;C1_VERSIONID&gt;')<br 
/>or (shortname = '&lt;C2_SHORTNAME&gt;' and versionid = 
'&lt;C2_VERSIONID&gt;')<br />or (shortname = 
'&lt;C3_SHORTNAME&gt;' and versionid = '&lt;C3_VERSIONID&gt;')<br 
/>or (shortname = '&lt;C4_SHORTNAME&gt;' and versionid = 
'&lt;C4_VERSIONID&gt;') 

  

8 Ensure collections C1..C4 exist in ECHO, using curl and the ECHO REST 
API. 

  

9 Ensure granules g1..g12 exist in AIM.   
10 Ensure granules g1..g12 exist in ECHO, using curl and the ECHO REST API.   
11 Ensure BMGT is configured to send email to a reachable address.<br />If 

needed, update the value of BMGT.EmailLogger.To either in the BMGT GUI 
&quot;BMGT Configuration&quot; tab, or in the bg_configuration_property 
table in the ecs database. 

  

12 Ensure a TCP proxy or mock ECHO is capturing BMGT traffic.   
13 <i>Setup</i>  #comment 
14 <i>S-1 Manually delete 1 granule and 1 collection from ECHO such that 

SDPS contains these items and ECHO does not.</i> 
 #comment 

15 <i>NOTE: can also cause an artificial error to be returned indicating that the 
colelction and granule are missing.</i> 

 #comment 

16 Delete collection C1 from ECHO, using curl and the ECHO REST API.   
17 Delete granule g2 from ECHO, using curl and the ECHO REST API.   
18 <i>S-2 Manually modify the metadata of one existing granule and one 

existing collection in ECHO such that ECHO and SDPS’ metadata for these 
items are not in sync.</i> 

 #comment 

19 Modify collection C3's descriptor file in the small file archive:<br /><br 
/>Save a copy to restore later.<br />Change, e.g., one or more 
ContactOrganizationAddress values. 
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# Action Expected Result Notes 
20 Modify granule g4's metadata file in the small file archive:<br /><br />Save a 

copy to restore later.<br />Change, e.g., the value of a quality flag 
explanation or the value of ReprocessingPlanned. 

  

21 <i>S-3 Perform an incremental verification which will cover the collection 
and granule modified in S-2 and S-3.</i> 

 #comment 

22 Reset verification status for all the 4 collections C1, C2, C3, C4.   
23 ./EcBmBMGTManualStart -mode &lt;MODE&gt; --incremental   
24 <br />Verification<br />   
25 <i>V-1 Verify that an email is sent to the configured notification email 

address listing the following discrepancies:<br />    a) 1 granule missing from 
ECHO<br />    b) 1 collection missing from ECHO<br />    c) 1 granule with 
mismatched metadata<br />    d) 1 collection with mismatched metadata<br 
/><br />Verify that the email contains the ECHO error messages for these 
discrepancies.<br />Verify that it also indicates that the errors were all 
automatically repaired and there is no manual intervention needed.</i> 

 #comment 

26 Verify that an email is sent to the configured email address.   
27 Verify that the email contains notification that granule g1 is missing from 

ECHO. 
  

28 Verify that the email contains the notification that Collection C2 is missing 
from ECHO. 

  

29 Verify that the email contains the notification that granule g2 has mismatched 
metadata. 

  

30 Verify that the email contains the notification that the Collection C4 has 
mismatched metadata. 

  

31 Verify that the email indicates errors were automatically repaired.   
32 <i>V-2 Verify that the incremental verification statistics for the affected 

collections is updated to indicate the number of discrepancies found and 
repaired.</i> 

 #comment 

33 Verify that the incremental status for the collection is updated to indicate the 
newly verified granules (increase in percentage verified). 

  

34 <i>V-3 Verify that the BMGT GUI provides statistics on the number 
discrepancies found by each incremental verification attempt, and whether 
these discrepancies were automatically repaired.</i> 

 #comment 

35 Go to the BMGT GUI export request tab.   
36 Filter the requests to view those on the INCR queue.   
37 Click the Batch Job Summary sub tab and find the row for the batch ID 

associated with the incremental verification performed above. 
  



 

2227 
 

# Action Expected Result Notes 
38 Verify that the batch Job Summary indicates that this batch had 4 

automatically repaired discrepancies (Warning Column). 
  

39 <i>Clean up</i>  #comment 
40 Restore collection and granule metadata mangled during the test.   

 
 
TEST DATA: 
Test data is under /sotestdata/DROP_802/BE_82_01/Criteria/560 
 
  
 
  
 
 
 
 
 
 

Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type Requirements 
Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

      
1 collection (C1) with 1 
granules (g1) 

      MOD11A1.005/   

      
1 collection (C2) with 1 
granule (g2)  

      MOD17A2.005/   

      
1 collection (C3) with 1 
granule (g3) 

      MYD11A1.005/   

      
1 collection (C4) with 1 
granule (g4) 

      MYD17A2.005/   

 
EXPECTED RESULTS: 
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   V  560  1  Verify that an email is sent to the configured notification email address listing the following discrepancies:  
 
a)     1 granule missing from ECHO  
 
b)     1 collection missing from ECHO  
 
c)     1 granule with mismatched metadata  
 
d)     1 collection with mismatched metadata  
 
 
 
Verify that the email contains the ECHO error messages for these discrepancies.  Verify that it also indicates 
that the errors were all automatically repaired and there is no manual intervention needed  

      

   V  560  2  Verify that the incremental verification statistics for the affected collections is updated to indicate the number of 
discrepancies found and repaired.  

      

   V  560  3  Verify that the BMGT GUI provides statistics on the number discrepancies found by each incremental 
verification attempt, and whether these discrepancies were automatically repaired.  

      

 

662 SHORT FORM VERIFICATION – GRANULE (ECS-ECSTC-3072) 

DESCRIPTION: 
 
 

   S  570  1  [Short Form Verification – Granule] Request the 
short form verification of granule metadata using each 
of the following methods, specifying one collection on 
the command line and one in an input.  
 
   

      

 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Verify configurations - config files, properties files or database settings 

validate correctly for mode, host, and application 
  

3 Verify database connections to ecs connected to ecs db successfully in the 
configured mode 

  

4 Verify ECHO REST API service connections to ECHO connected to ECHO 
REST API successfully 

  

5 Verify collections under  /sotestdata/DROP_802/BE_82_01/570 with ECS 
metadata 

  

6 Ensure collections C1,C2 have been installed in the mode.   
7 Verify collections C1, C2 are enabled for collection and granule export.   
8 Ensure granules g1..g100, belonging to collection C1, have been ingested.   
9 Ensure granules g101..g200, belonging to collection C2, have been ingested.   
10 Ensure a mock ECHO or TCP proxy is capturing BMGT traffic.   
11 <i>Setup</i>  #comment 
12 <i>S-1 Request the short form verification of granule metadata using each of 

the following methods, specifying one collection on the command line and 
one in an input.</i> 

 #comment 

13 ./EcBmBMGTManualStart &lt;MODE&gt; --short --metg --c 
&lt;C1_shortname&gt;.&lt;C1_versionid&gt; 

  

14 Copy the collection shortname and version 
&lt;C2_shortname&gt;.&lt;C2_versionid&gt; into a file collectionfile.txt<br 
/>./EcBmBMGTManualStart &lt;MODE&gt; --short --metg --cf 
/path/to/collectionfile.txt 

  

15 <i>V-1 Verify that for the operation in S-1, BMGT requests a listing of all 
granules in the referenced collections from ECHO, and compares this to the 
list of granules in those collections in AIM.  Verify that the logs indicate the 
number of granules in ECHO and AIM for each collection.</i> 

 #comment 

16 Verify that the TCP proxy shows the HTTP verification query requests in the 
form:<br />https://testbed.ECHO.nasa.gov/catalog-
rest/providers/EDF_DEV02/datasets/&lt;DATASET_ID&gt;/verify <br />for 
collections C1 and C2 

  

17 Verify that the BMGT logs indicate the comparison of the 100 granules in 
Collection C1 to the granule listing of C1 returned from ECHO. 

  

18 Verify that the BMGT logs indicate the compariaon of the 100 granules in   
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# Action Expected Result Notes 
Collection C2 to the granule listing of Collection C2 returned from 
ECHO.<br /><br />The EcBmBMGTManual.log has the comparisons.<br 
/>Comparisons start with ShortVerFilterer. 

 
 
TEST DATA: 
 
 
 
 

Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type Requirements 
Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

      
 Collection C1 and C2 with 100 
science granules each 

          

                  

 
EXPECTED RESULTS: 
 
 

   V  570  1  Verify that for the operation in S-1, BMGT requests a 
listing of all granules in the referenced collections from 
ECHO, and compares this to the list of granules in those 
collections in AIM.  Verify that the logs indicate the 
number of granules in ECHO and AIM for each 
collection.  

      

 

663 SHORT FORM VERIFICATION – COLLECTION (ECS-ECSTC-3073) 

DESCRIPTION: 
 
 

   S  580  1  [Short Form Verification – Collection] Request the 
short form verification of collection metadata.  
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PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Verify configurations - config files, properties files or database settings 

validate correctly for mode, host, and application 
  

3 Verify database connections to ecs connected to ecs db successfully in the 
configured mode 

  

4 Verify ECHO REST API service connections to ECHO connected to ECHO 
REST API successfully 

  

5 Verify collections under /sotestdata/DROP_802/BE_82_01/580 with ECS 
metadata 

  

6 Ensure there are some collections have been installed in the mode   
7 Ensure that these collections are enabled for Collection and Granule Export.   
8 Ensure a mock ECHO or TCP proxy is capturing BMGT traffic.   
9 <i>Setup</i>  #comment 
10 <i>S-1 Request the short form verification of collection metadata.</i>  #comment 
11 ./EcBmBMGTManualStart &lt;MODE&gt; --short --metc   
12 <i>V-1 Verify that for each operation in S-1, BMGT requests a listing of all 

collections from ECHO, and compares this to the list of collections in 
AIM.<br />Verify that the logs indicate the number of collections in ECHO 
and AIM.</i> 

 #comment 

13 Verify that the TCP proxy log shows an HTTP verification query request in 
the form:<br /><br />GET /catalog-rest/providers/EDF_OPS/datasets/verify 
HTTP/1.1<br /><br />with the path ending in &quot;/verify&quot;. 

  

14 Verify that the BMGT manual driver log shows that the list of collections in 
AIM that are enabled for collection export are being compared to list of 
collections from ECHO. 

  

15 Verify the BMGT manual driver log indicates the number of collections in 
ECHO and in AIM. 

  

 
 
TEST DATA: 
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Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type Requirements 
Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

      
 10 collections with 
granules 

          

                  

 
EXPECTED RESULTS: 
 
 

   V  580  1  Verify that for each operation in S-1, BMGT requests a 
listing of all collections from ECHO, and compares this 
to the list of collections in AIM.  Verify that the logs 
indicate the number of collections in ECHO and AIM.  

      

 

664 SHORT FORM VERIFICATION - CONCURRENT OPERATION (ECS-ECSTC-3074) 

DESCRIPTION: 
 
 
 
 
 

   S  590  1  [Short Form Verification - Concurrent Operation] Initiate 
a manual export which will take a considerable ammount of 
time to enqueue the associated requests (i.e. a large number of 
granules).  Simultaneously initiate a short form verification 
operation from the command line.  

      

   S  590  2  When prompted as to whether to continue, choose to exit.        

   S  590  3  Repeat S-1        
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   S  590  4  When prompted as to whether to continue, choose to continue.        

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Verify configurations - config files, properties files or database settings 

validate correctly for mode, host, and application 
  

3 Verify database connections to ecs connected to ecs db successfully in the 
configured mode 

  

4 Verify ECHO REST API service connections to ECHO connected to ECHO 
REST API successfully 

  

5 Verify collections under /sotestdata/DROP_802/BE_82_01/590 with ECS 
metadata 

  

6 Ensure Collection C1 has been installed in the mode.   
7 Ensure Collection C1 is enabled for Collection and Granule Export.   
8 Ensure granules g1..g500, belonging to collection C1, have been ingested.<br 

/><br />Doesn't have to be 500 granules but a sufficient number to allow 
concurrent operation.  100 may be enough. 

  

9 Ensure a mock ECHO or TCP proxy is configured to capture and log BMGT 
requests. 

  

10 <i>Setup</i>  #comment 
11 <i>S-1 Initiate a manual export which will take a considerable ammount of 

time to enqueue the associated requests (i.e. a large number of granules).<br 
/>Simultaneously initiate a short form verification operation from the 
command line.</i> 

 #comment 

12 Start a manual export in one terminal, followed immediately by a short form 
verification in another terminal:<br /><br />./EcBmBMGTManualStart 
&lt;MODE&gt; --metg --c &lt;C1_shortname&gt;.&lt;C1_versionid&gt;<br 
/>./EcBmBMGTManualStart &lt;MODE&gt; --metg --c 
&lt;C1_shortname&gt;.&lt;C1_versionid&gt; --short 

  

13 <i>V-1 Verify that the operation in S-1 results in a prompt indicating that 
there is already a verification export running.</i> 

 #comment 

14 Verify a prompt is displayed indicating there is a manual export running   
15 <i>S-2 When prompted as to whether to continue, choose to exit</i>  #comment 
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# Action Expected Result Notes 
16 Exit at the prompt   
17 <i>V-2 Verify that when selecting not to continue, the verification attempt is 

terminated, and the reason listed in the log, but that the manual operation that 
was started first is allowed to run.</i> 

 #comment 

18 Verify that the verification is terminated.   
19 Verify that the bmgt log indicates that the verification was terminated due to 

a concurrent operation. 
  

20 <i>S-3 Repeat S-1</i>  #comment 
21 ./EcBmBMGTManualStart &lt;MODE&gt; --metg --c 

&lt;C1_shortname&gt;.&lt;C1_versionid&gt; 
  

22 ./EcBmBMGTManualStart &lt;MODE&gt; --metg --c 
&lt;C1_shortname&gt;.&lt;C1_versionid&gt; --short 

  

23 <i>S-4 When prompted as to whether to continue, choose to continue.</i>  #comment 
24 Continue at prompt   
25 <i>V-4 Verify that when selecting to continue, the verification attempt 

continues, and both the short form and manual operations complete.</i> 
 #comment 

26 Verify that the BMGT logs and GUI indicate that manual operation exports 
the 500 granules 

  

27 Verify that the BMGT logs and GUI indicates that short verification 
operation completes successfully 

  

 
 
TEST DATA: 
 
 
 
 

Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type Requirements 
Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

      
1 Collection with 500 
granules 
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EXPECTED RESULTS: 
 
 
 
 
 

   V  590  1  Verify that the operation in S-1 results in a prompt indicating that there is already a verification export 
running.  

      

   V  590  2  Verify that when selecting not to continue, the verification attempt is terminated, and the reason listed in the 
log, but that the other operation that was started first is allowed to run.  

      

   V  590  3  Verify that the operation in S-3 results in a prompt indicating that there is already a verification export 
running.  

      

   V  590  4  Verify that when selecting to continue, the verification attempt continues, and both the short form and manual 
operations complete.  

      

 

665 SHORT FORM VERIFICATION – NOMINAL (ECS-ECSTC-3075) 

DESCRIPTION: 
 
 

   S  600  1  [Short Form Verification – Nominal] Use the 
command line or GUI interface to request a short form 
verification of granules and/or collections  Ensure that 
the ECS mode is specified either on the command line 
or in the GUI URL.  

      

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure BMGT configuration is current and correct (config files, properties   
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# Action Expected Result Notes 
files, database settings, etc.). 

3 Ensure a PostgreSQL prompt is available and connected to the ecs database.   
4 Ensure test data is available under 

/sotestdata/DROP_802/BE_82_01/Criteria/600. 
  

5 Ensure collections C1, C2, C3 are installed. E.g., ensure the DPL Ingest GUI 
shows the collections as configured datatypes. 

  

6 Ensue collections C1, C2, C3 are enabled for collection and granule 
export:<br /><br />update bg_collection_configuration<br />set 
collectionexportflag = 'Y', granuleexportflag = 'Y'<br />where (shortname = 
'&lt;C1_SHORTNAME&gt;' and versionid = &lt;C1_VERSIONID&gt;)<br 
/>or (shortname = '&lt;C2_SHORTNAME&gt;' and versionid = 
&lt;C2_VERSIONID&gt;)<br />or (shortname = 
'&lt;C3_SHORTNAME&gt;' and versionid = &lt;C3_VERSIONID&gt;) 

  

7 Ensure a TCP proxy or mock ECHO or TCP proxy is capturing BMGT 
traffic. 

  

8 <i>Setup</i>  #comment 
9 <i>S-1 Use the command line or GUI interface to request a short form 

verification of granules and/or collections.<br />Ensure that the ECS mode is 
specified either on the command line or in the GUI URL.</i> 

 #comment 

10 EcBmBMGTManualStart &lt;MODE&gt; --short --metc   
11 EcBmBMGTManualStart &lt;MODE&gt; --short --metg --collections 

&lt;C1_SHORTNAME&gt;.&lt;C1_VERSIONID&gt; 
  

12 <i>Verification</i>  #comment 
13 <i>V-1 Verify that when the verification process is started, a message is 

printed to the log, followed by another message when the verification is 
complete.<br />Verify that the logs are written to the conventional ECS 
location (i.e. under /usr/ecs/&lt;MODE&gt;/CUSTOM/logs).</i> 

 #comment 

14 Verify that the EcBmBMGTManualDriver.log is under 
/usr/ecs/&lt;MODE&gt;/CUSTOM/logs/EcBmBMGTManualDriver.log 

  

15 Verify that the EcBmBMGTManualDriver.log contains a message that short 
form verification process was started 

  

16 Verify that the EcBmBMGTManualDriver.log contains the time of start of 
the verification operation 

  

17 Verify that the EcBmBMGTManualDriver.log contains the time of 
completion of the verification operation 

  

18 <i>V-2 Verify that the options specified on the command line (or in the GUI) 
for the initiation of a verification export are printed to the log file.</i> 

 #comment 
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# Action Expected Result Notes 
19 Verify that the bmgt log contains a message showing the options used to start 

the verification export 
  

20 <i>V-3 Verify that the BMGT GUI displays the status of each short form 
verification operation.</i> 

 #comment 

21 Go to the Export Request tab in the GUI   
22 Select the Batch Summary Statistics sub tab   
23 Find the batch associated with the short form verification performed above 

(get batch id from manual driver log). 
  

24 Verify that the status of the operation is shown, including the number of 
discrepancies found and number of successful verifications. 

  

25 <i>V-4 Verify that the BMGT GUI displays the following metrics for each 
short form verification operation:<br />    a) Number of collections/granules 
included in the verification.<br />    b) Number of discrepancies found.<br />    
c) Number of collections/granules skipped during export due to errors.</i> 

 #comment 

26 Verify that the summary for the short verification batch shows the total 
number of items (granules and collections) included in the operation 

  

27 Verify that the summary for the short verification batch shows the number of 
discrepancies found in the short verification operation (under the warning 
column) 

  

28 Verify that the summary for the short verification batch shows the number of 
granules or collections skipped in the short verification operation (under the 
skipped column). 

  

 
 
TEST DATA: 
 
 
 
 

Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

      
 3 collections with 
granules 
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EXPECTED RESULTS: 
 
 
 
 
 

   V  600  1  Verify that when the verification process is started, a message is printed to the log, followed by another 
message when the verification is complete.  Verify that the logs are written to the conventional ECS 
location (i.e. under /usr/ecs/<MODE>/CUSTOM/logs).  

      

   V  600  2  Verify that the options specified on the command line (or in the GUI) for the initiation of a verification 
export are printed to the log file.  

      

   V  600  3  Verify that the BMGT GUI displays the status of each short form verification operation..          

   V  600  4  Verify that the BMGT GUI displays the following metrics for each short form verification operation:  
 

a. Number of collections/granules included in the verification.  
 

b. Number of discrepancies found.  
 

c. Number of collections/granules skipped during export due to errors.  
 

      

 

666 SHORT FORM VERIFICATION - EXCLUDE PENDING EXPORTS (ECS-ECSTC-3076) 

DESCRIPTION: 
 
 
 
 
 

   S  610  1  [Short Form Verification - Exclude Pending Exports] Pause the processing of automatic 
exports.  

      

   S  610  2  Insert:        
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a)     One granule  
 
b)     One collection  
 
Delete:  
 
a)     One granule  
 
b)     One collection  

   S  610  3  Perform a short form collection verification.        

   S  610  4  Perform a short form verification for the collection which contains the granule updated in S-2.        

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Verify configurations - config files, properties files or database settings 

validate correctly for mode, host, and application 
  

3 Verify database connections to ecs connected to ecs db successfully in the 
configured mode 

  

4 Verify ECHO REST API service connections to ECHO connected to ECHO 
REST API successfully 

  

5 Verify collections under  /sotestdata/DROP_802/BE_82_01/610 with ECS 
metadata 

  

6 Ensure collections C1, C2,C3 have been installed in the mode.   
7 Ensure collections C1, C2, C3 are enabled for collection and granule export.   
8 Ingest granules g1, g2 in C1, g3, g4 into C2, g5, g6 into C3   
9 Ensure that the granules and collections have been exported.   
10 Ensure a mock ECHO or TCP proxy is configured to capture and log BMGT 

requests. 
  

11 <i>Setup</i>  #comment 
12 <i>S-1 Pause the processing of automatic exports.</i>  #comment 
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# Action Expected Result Notes 
13 From the GUI pause processing of automatic exports by pausing the 'NEW' 

and 'EVENT' queues on the System Status page of the BMGT GUI. 
  

14 <i>S-2 Insert:<br />    a) One granule<br />    b) One collection<br 
/>Delete:<br />    a) One granule<br />    b) One collection</i> 

 #comment 

15 Ingest granule g7, belonging to collection C1.   
16 Install a new Collection C4 with granule g8, g9, g10   
17 Delete granule g3 from Collection C2   
18 Delete Collection C3   
19 <i>S-3 Perform a short form collection verification.</i>  #comment 
20 EcBmBMGTManualStart &lt;MODE&gt; --short --metc   
21 <i>S-4 Perform a short form verification for the collection which contains the 

granule updated in S-2.</i> 
 #comment 

22 EcBmBMGTManualStart &lt;MODE&gt; --short --metg  -c 
&lt;C1_shortname&gt;.&lt;C1_versionid&gt;,&lt;C2_shortname&gt;.&lt;C2
_versionid&gt; 

  

23 <i>V-1 Verify that the collection verification in S-3 does not contain the 
collection inserted in S-2, as its export to ECHO has not yet occurred.</i> 

 #comment 

24 Verify the collection verification does not look for Collection C4 in the 
listing returned from ECHO.<br />This can be verified by both log inspection 
and by verifying that no error is thrown or corrective action enqueued in 
response to the collection being missing from ECHO. 

  

25 <i>V-2 Verify that the granule verification in S-4 does not contain the 
granule inserted in S-2, as its export to ECHO has not yet occurred.</i> 

 #comment 

26 Verify the granule verification does not look for granule g7 in the listing 
returned from ECHO.  This can be verified by both log inspection and by 
verifying that no error is thrown or corrective action enqueued in response to 
the granule being missing from ECHO. 

  

27 <i>V-3 Verify that the Collection verification in S-3 encounters a 
discrepancy due to the collection deleted in S-2, but that this does not result 
in an error due to the delete not yet having been exported. Verify that this is 
noted in the log.</i> 

 #comment 

28 Verify that the bmgt logs indicate the discrepancy about Collection C3 being 
deleted 

  

29 Verify that the log indicates that the discrepancy of collection C3 can be 
ignored. 

  

30 Verify that no corrective export is enqueued to repair the discrepancy of 
collection C3 
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# Action Expected Result Notes 
31 <i>V-4 Verify that the Granule verification in S-3 encounters a discrepancy 

due to the granule deleted in S-2, but that this does not result in an error due 
to the delete not yet having been exported. Verify that this is noted in the 
log.</i> 

 #comment 

32 Verify that the bmgt logs indicate the discrepancy  about granule g3 being 
deleted. 

  

33 Verify that the log indicates that the discrepancy of granuke g3 can be 
ignored. 

  

34 Verify that no corrective export is enqueued to repair the discrepancy of 
granule g3 

  

 
 
TEST DATA: 
 
 
 
 

Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type Requirements 
Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

      
 4 collections with science 
granules 

          

                  

 
EXPECTED RESULTS: 
 
 
 
 
 

   V  610  1  Verify that the collection verification in S-3 does not contain the collection inserted in S-2, as its export to ECHO 
has not yet occurred.  

      

   V  610  2  Verify that the granule verification in S-4 does not contain the granule inserted in S-2, as its export to ECHO has 
not yet occurred.  
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   V  610  3  Verify that the Collection verification in S-3 encounters a discrepancy due to the collection deleted in S-2, but that 
this does not result in an error due to the delete not yet having been exported. Verify that this is noted in the log.  

      

   V  610  4  Verify that the Granule verification in S-3 encounters a discrepancy due to the granule deleted in S-2, but that this 
does not result in an error due to the delete not yet having been exported. Verify that this is noted in the log.  

      

 

667 SHORT FORM VERIFICATION - ERRORS (ECS-ECSTC-3077) 

DESCRIPTION: 
 
 
 
 
 
 
 
 
 

   S  620  1  [Short Form Verification - Errors] Configure BMGT to not automatically export corrective actions        

   S  620  2  Manually delete 1 granule and 1 collection from ECHO such that SDPS contains these items and ECHO 
does not.  

      

   S  620  3  Manually add to ECHO 1 collection and 1 granule (which belongs to a valid collection) such that ECHO 
contains these items and SDPS does not.  

      

   S  620  4  Perform a collection short form verification        

   S  620  5  Perform a granule short form verification (for at least the collection containing the granules added/removed 
in S-2 and S-3).  

      

   S  620  6  Perform a corrective re-export.        

   S  620  7  Configure BMGT to automatically export corrective actions        
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   S  620  8  Repeat steps S-2 through S-5        

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 <i>ECHO REST API documentation:<br 

/>https://testbed.echo.nasa.gov/catalog-rest/ingest-docs/<br 
/>https://testbed.echo.nasa.gov/catalog-rest/catalog-docs/<br 
/>https://testbed.echo.nasa.gov/echo-rest/docs/</i> 

 #comment 

3 Ensure BMGT configuration is current and correct (config files, properties 
files, database settings, etc.). 

  

4 Ensure a PostgreSQL prompt is available and connected to the ecs database.   
5 Ensure test data is available under 

/sotestdata/DROP_802/BE_82_01/Criteria/620. 
  

6 Ensure collections C1..C4 are installed. E.g., ensure the DPL Ingest GUI 
shows the collections as configured datatypes. 

  

7 Ensure ECHO has granule g1.   
8 Ensure ECHO has collection C2.   
9 Ensure ECHO has granule g3.   
10 Ensure ECHO has collection C4.   
11 Ensure collections C1..C4 are enabled for collection and granule export:<br 

/><br />update bg_collection_configuration<br />set collectionexportflag = 
'Y', granuleexportflag = 'Y'<br />where (shortname = 
'&lt;C1_SHORTNAME&gt;' and versionid = &lt;C1_VERSIONID&gt;)<br 
/>or (shortname = '&lt;C1 SHORTNAME&gt;' and versionid = 
&lt;C1_VERSIONID&gt;)<br />...<br />or (shortname = 
'&lt;C4_SHORTNAME&gt;' and versionid = &lt;C4_VERSIONID&gt;) 

  

12 Ensure BMGT is configured with a reachable email address. Confirm or set 
the value of BMGT.EmailLogger.To either in the database 
(bg_configuration_property) or in the BMGT GUI &quot;BMGT 
Configuration&quot; page. 

  

13 Ensure a TCP proxy or mock ECHO is capturing BMGT traffic.   
14 <i>Setup</i>  #comment 
15 <i>S-1 Configure BMGT to not automatically export corrective actions</i>  #comment 
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# Action Expected Result Notes 
16 In the BMGT GUI &quot;BMGT Configuration&quot; tab, set 

BMGT.Manual.ShortVer.ReqStatus = &quot;BLOCKED&quot; 
  

17 <i>S-2 Manually delete 1 granule and 1 collection from ECHO such that 
SDPS contains these items and ECHO does not.</i> 

 #comment 

18 Use the ECHO REST API to granule g1 from ECHO:<br /><br />curl -k -
XDELETE -H &quot;Echo-Token:&lt;TOKEN&gt;&quot; -H 
&quot;Content-Type:application/xml&quot;<br 
/>&quot;https://testbed.echo.nasa.gov/catalog-
rest/providers/&lt;PROVIDER&gt;/granules/&lt;GRANULE_UR&gt;&quot; 

  

19 Use the ECHO REST API to delete collection C2 from ECHO:<br /><br 
/>curl -k -XDELETE -H &quot;Echo-Token:&lt;TOKEN&gt;&quot; -H 
&quot;Content-Type:application/xml&quot;<br 
/>&quot;https://testbed.echo.nasa.gov/catalog-
rest/providers/&lt;PROVIDER&gt;/datasets/&lt;DATASET_ID&gt;&quot;<
br /><br />DATASET_ID is the urlencoded longname versionid. 

  

20 Enable collection C2 in the bg_collection_configuration table.<br />Deleting 
a collection also disables it in the table. 

  

21 <i>S-3 Manually add to ECHO 1 collection and 1 granule (which belongs to 
a valid collection) such that ECHO contains these items and SDPS does 
not.</i> 

 #comment 

22 Use the ECHO REST API to get granule g3's metadata from ECHO:<br 
/><br />curl -k -H &quot;Echo-Token:&lt;TOKEN&gt;&quot; -H 
&quot;Content-Type:application/xml&quot; -d 
@&lt;METADATA_FILE_PATH&gt;<br 
/>&quot;https://testbed.echo.nasa.gov/catalog-
rest/providers/&lt;PROVIDER&gt;/granules/&lt;GRANULE_UR&gt;&quot; 
&gt; granule_g3.xml 

  

23 Physically delete granule g3 from SDPS:<br /><br />BulkDelete granule 
g3.<br />Unpublish granule g3.<br />Run DeletionCleanup, choosing the 
most destructive option at every opportunity. 

  

24 Use the ECHO REST API to add granule g3  to ECHO:<br /><br />curl -k -
XPUT -H &quot;Echo-Token:&lt;TOKEN&gt;&quot; -H &quot;Content-
Type:application/xml&quot; -d @/path/to/granule_g3.xml<br 
/>&quot;https://testbed.echo.nasa.gov/catalog-
rest/providers/&lt;PROVIDER&gt;/granules/&lt;GRANULE_UR&gt;&quot; 

  

25 Use the ECHO REST API to get collection C4's metadata from ECHO:<br 
/><br />curl -k -H &quot;Echo-Token:&lt;TOKEN&gt;&quot; -H 
&quot;Content-Type:application/xml&quot; 
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# Action Expected Result Notes 
&quot;https://testbed.echo.nasa.gov/catalog-
rest/providers/&lt;PROVIDER&gt;/datasets/&lt;DATASET_ID&gt;&quot; 
&gt; collection_C4.xml 

26 Use the ESDT maintenance GUI to delete collection C4.   
27 Use the ECHO REST API to add collection C4 to ECHO:<br /><br />curl -k 

-XPUT -H &quot;Echo-Token:&lt;TOKEN&gt;&quot; -H &quot;Content-
Type:application/xml&quot; -d @/path/to/collection_C4.xml<br 
/>&quot;https://testbed.echo.nasa.gov/catalog-
rest/providers/&lt;PROVIDER&gt;/datasets/&lt;DATASET_ID&gt;&quot; 

  

28 <i>S-4 Perform a collection short form verification</i>  #comment 
29 ./EcBmBMGTManualStart &lt;MODE&gt; --short --metc   
30 <i>S-5 Perform a granule short form verification (for at least the collection 

containing the granules added/removed in S-2 and S-3).</i> 
 #comment 

31 ./EcBmBMGTManualStart &lt;MODE&gt; --short --metg -c 
&lt;C1_SHORTNAME&gt;.&lt;C1_VERSIONID&gt; 

  

32 <i>V-1 Verify that the short form verification log lists the following errors 
after the short verifications in S-4 and S-5 due to the actions in S-2 and S-
3:<br />    a) 1 granule in ECHO and not in AIM<br />    b) 1 collection in 
ECHO and not in AIM<br />    c) 1 granule in AIM but not in ECHO<br />    
d) 1 collection in AIM but not in ECHO.</i> 

 #comment 

33 Verify that the verification log lists granule g1 in AIM and not in ECHO   
34 Verify that the verification log lists Collection C2 in AIM not in ECHO   
35 Verify that the verification log lists granule g3 in ECHO and not in AIM   
36 Verify that the verification log lists Collection C4 in ECHO and not in AIM   
37 <i>V-2 Verify that an email is sent to the configured notification email 

address listing the discrepancies noted in V-1.<br />Verify that the email 
indicates what type and the number of discrepancies encountered, and that it 
indicates that a corrective export is needed to repair the discrepancies.</i> 

 #comment 

38 Verify that an email is sent to the configured email address.   
39 Verify that the email lists the four discrepancies.   
40 Verify that the email indicates a corrective export is needed.   
41 <i>V-3 Verify that 4 export requests are added to the export request queue 

pertaining to the 2 granule and 2 collection discrepancies.<br />Verify that 
the requests are designated as having originated from a short form 
verification.<br />Verify that these export requests are in the ‘blocked’ state 
and are not automatically processed.</i> 

 #comment 

42 Verify via either the database or the BMGT GUI that 4 export requests were   
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# Action Expected Result Notes 
added to the export queue. 

43 Verify that the requests indicate they originated from short term verification.  
This is done via the batchId of the export requests, which matches the batch 
ID of a SHORT operation. 

  

44 Verify that the added requests are in the 'BLOCKED' state and will not be 
automatically processed. 

  

45 Verify that the added requests are in the CORR queue.   
46 <i>S-6 Perform a corrective re-export.</i>  #comment 
47 EcBmBMGTManualStart &lt;MODE&gt; --corrective   
48 <i>V-4 Verify that after performing the corrective re-export in S-6, the 

blocked requests are processed and complete successfully.</i> 
 #comment 

49 Verify that the TCP proxy log shows an HTTP PUT request for granule g1 
was exported and that ECHO responded with a success code (200 or 201). 

  

50 Verify that the TCP proxy log shows an HTTP PUT request for collection C2 
was exported and that ECHO responded with a success code (200 or 201). 

  

51 Verify that the TCP proxy log shows an HTTP DELETE request for granule 
g3 was exported and that ECHO responded with a success code (204). 

  

52 Verify that the TCP proxy log shows an HTTP DELETE request for 
collection C4 was exported and that ECHO responded with a success code 
(204). 

  

53 <i>S-7 Configure BMGT to automatically export corrective actions</i>  #comment 
54 In the BMGT GUI &quot;BMGT Configuration&quot; tab, set 

BMGT.Manual.ShortVer.ReqStatus = &quot;PENDING&quot; 
  

55 <i>S-8 Repeat steps S-2 through S-5</i>  #comment 
56 <i>S-2 Manually delete 1 granule and 1 collection from ECHO such that 

SDPS contains these items and ECHO does not.</i> 
 #comment 

57 Use the ECHO REST API to granule g1 from ECHO:<br /><br />curl -k -
XDELETE -H &quot;Echo-Token:&lt;TOKEN&gt;&quot; -H 
&quot;Content-Type:application/xml&quot;<br 
/>&quot;https://testbed.echo.nasa.gov/catalog-
rest/providers/&lt;PROVIDER&gt;/granules/&lt;GRANULE_UR&gt;&quot; 

  

58 Use the ECHO REST API to delete collection C2 from ECHO:<br /><br 
/>curl -k -XDELETE -H &quot;Echo-Token:&lt;TOKEN&gt;&quot; -H 
&quot;Content-Type:application/xml&quot;<br 
/>&quot;https://testbed.echo.nasa.gov/catalog-
rest/providers/&lt;PROVIDER&gt;/datasets/&lt;DATASET_ID&gt;&quot; 

  

59 <i>S-3 Manually add to ECHO 1 collection and 1 granule (which belongs to  #comment 
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# Action Expected Result Notes 
a valid collection) such that ECHO contains these items and SDPS does 
not.</i> 

60 Use the ECHO REST API to add granule g3  to ECHO:<br /><br />curl -k -
XPUT -H &quot;Echo-Token:&lt;TOKEN&gt;&quot; -H &quot;Content-
Type:application/xml&quot; -d @/path/to/granule_g3.xml<br 
/>&quot;https://testbed.echo.nasa.gov/catalog-
rest/providers/&lt;PROVIDER&gt;/granules/&lt;GRANULE_UR&gt;&quot; 

  

61 Use the ECHO REST API to add collection C4 to ECHO:<br /><br />curl -k 
-XPUT -H &quot;Echo-Token:&lt;TOKEN&gt;&quot; -H &quot;Content-
Type:application/xml&quot; -d @/path/to/collection_C4.xml<br 
/>&quot;https://testbed.echo.nasa.gov/catalog-
rest/providers/&lt;PROVIDER&gt;/datasets/&lt;DATASET_ID&gt;&quot; 

  

62 <i>S-4 Perform a collection short form verification</i>  #comment 
63 ./EcBmBMGTManualStart &lt;MODE&gt; --short --metc   
64 <i>S-5 Perform a granule short form verification (for at least the collection 

containing the granules added/removed in S-2 and S-3).</i> 
 #comment 

65 ./EcBmBMGTManualStart &lt;MODE&gt; --short --metg -c 
&lt;C1_SHORTNAME&gt;.&lt;C1_VERSIONID&gt; 

  

66 <i>V-5 After re-performing the verification in S-8, ,verify that the short form 
verification log lists the following errors after the short verifications in S-4 
and S-5 due to the actions in S-2 and S-3:<br />    a) 1 granule in ECHO and 
not in AIM<br />    b) 1 collection in ECHO and not in AIM<br />    c) 1 
granule in AIM but not in ECHO<br />    d) 1 collection in AIM but not in 
ECHO.</i> 

 #comment 

67 Verify that the verification log lists granule g1 in AIM and not in ECHO.   
68 Verify that the verification log lists collection C2 in AIM not in ECHO.   
69 Verify that the verification log lists granule g3 in ECHO and not in AIM.   
70 Verify that the verification log lists collection C4 in ECHO and not in AIM.   
71 <i>V-6 After re-performing the verification in S-8, verify that an email is 

sent to the configured notification email address listing the discrepancies 
noted in V-1.<br />Verify that the email indicates what type and the number 
of discrepancies encountered, and that it indicates that a corrective export is 
needed to repair the discrepancies.</i> 

 #comment 

72 Verify that an email is sent to the configured email address.   
73 Verify that the email lists the four discrepancies.   
74 Verify that the email indicates a corrective export is needed.   
75 <i>V-7 Verify that without any manual intervention, the queued corrective  #comment 
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# Action Expected Result Notes 
requests are processed and exported to ECHO.</i> 

76 Verify that the TCP proxy log shows an HTTP PUT request for granule g1 
was exported and that ECHO responded with a success code (200 or 201). 

  

77 Verify that the TCP proxy log shows an HTTP PUT request for collection C2 
was exported and that ECHO responded with a success code (200 or 201). 

  

78 Verify that the TCP proxy log shows an HTTP DELETE request for granule 
g3 was exported and that ECHO responded with a success code (204). 

  

79 Verify that the TCP proxy log shows an HTTP DELETE request for 
collection C4 was exported and that ECHO responded with a success code 
(204). 

  

80 <i>V-8 Verify that the BMGT GUI provides statistics on the number of 
discrepancies found by each short form verification attempt, and whether 
these discrepancies were automatically repaired.</i> 

 #comment 

81 Visit the BMGT GUI &quot;Export Requests&quot; tab.   
82 Optionally apply a date range filter.   
83 Select the &quot;Batch Job Summary&quot; sub tab.   
84 Find the batch associated with the short form verifications performed above 

(get the batch ID from manual driver log). 
  

85 Verify that the status of the operation is shown, including the number of 
discrepancies found and number of successful verifications. 

  

86 Verify that the summary for the short verification batch shows the total 
number of items (granules and collections) included in the operation. 

  

87 Verify that the summary for the short verification batch shows the number of 
discrepancies found in the short verification operation (under the warning 
column).  This should match the number of errors listed in the email above. 

  

88 Verify that the summary for the short verification batch shows the number of 
granules or collections skipped in the short verification operation (under the 
skipped column). 

  

 
 
TEST DATA: 
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Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type Requirements 
Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

      
1 collection (C1) with 1 
granule (g1) 

          

      1 collection (C2)           

      
1 collection (C3) with 1 
granule (g3) 

          

      1 collection (C4)           

 
EXPECTED RESULTS: 
 
 
 
 
 
 
 
 
 

   V  620  1  Verify that the short form verification log lists the following errors after the short verifications in S-4 and S-5 due to 
the actions in S-2 and S-3:  
 
a)     1 granule in ECHO and not in AIM  
 
b)     1 collection in ECHO and not in AIM  
 
c)     1 granule in AIM but not in ECHO  
 
d)     1 collection in AIM but not in ECHO.  

      

   V  620  2  Verify that an email is sent to the configured notification email address listing the discrepancies noted in V-1.  Verify 
that the email indicates what type and the number of discrepancies encountered, and that it indicates that a corrective 
export is needed to repair the discrepancies.  

      

   V  620  3  Verify that 4 export requests are added to the export request queue pertaining to the 2 granule and 2 collection       
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discrepancies.  Verify that the requests are designated as having originated from a short form verification.  Verify that 
these export requests are in the ‘blocked’ state and are not automatically processed.  

   V  620  4  Verify that after performing the corrective re-export in S-6, the blocked requests are processed and complete 
successfully.  

      

   V  620  5  After re-performing the verification in S-8, ,verify that the short form verification log lists the following errors after the 
short verifications in S-4 and S-5 due to the actions in S-2 and S-3:  
 
a)     1 granule in ECHO and not in AIM  
 
b)     1 collection in ECHO and not in AIM  
 
c)     1 granule in AIM but not in ECHO  
 
d)     1 collection in AIM but not in ECHO.  

      

   V  620  6  After re-performing the verification in S-8, verify that an email is sent to the configured notification email address 
listing the discrepancies noted in V-1.  Verify that the email indicates what type and the number of discrepancies 
encountered, and that it indicates that a corrective export is needed to repair the discrepancies.  

      

   V  620  7  Verify that without any manual intervention, the queued corrective requests are processed and exported to ECHO.        

   V  620  8  Verify that the BMGT GUI provides statistics on the number of discrepancies found by each short form verification 
attempt, and whether these discrepancies were automatically repaired.  

      

 

668 CONNECTING TO ECHO (ECS-ECSTC-3078) 

DESCRIPTION: 
 
 
 
 

   S  630  1  [Connecting to ECHO] Go to the BMGT GUI without logging in as a privileged user.  View and attempt to modify 
the ECHO connection information (ECHO URL, username, password, provider, etc.)  
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   S  630  2  Log in to the BMGT GUI as a privileged user and update the ECHO connection information (ECHO URL, username, 
password, provider, etc.).  Save the new configuration values.  It may be useful to change to incorrect configuration, 
so it is easier to tell when the new values are being used.  

      

   S  630  3  Ensure that there are pending export requests for BMGT to work off.        

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Verify configurations - config files, properties files or database settings 

validate correctly for mode, host, and application 
  

3 Verify database connections to ecs connected to ecs db successfully in the 
configured mode 

  

4 Verify ECHO REST API service connections to ECHO connected to ECHO 
REST API successfully 

  

5 Verify collections under  /sotestdata/DROP_802/BE_82_01/630 with ECS 
metadata 

  

6 Ensure collection C1 has been installed in the mode.   
7 Ensure collection C1 is enabled for Collection and Granule Export.   
8 Assume &lt;user2&gt; as a regular user without update privileges (default, 

read-only). 
  

9 Assume &lt;user1&gt; as a privileged user with configuration update 
privileges (password required; write access). 

  

10 Assume &lt;EchoURL1&gt; and &lt;EchoURL2&gt; are two Mock ECHO 
connections 

  

11 Ensure a mock ECHO or TCP proxy is configured to capture and log BMGT 
requests. 

  

12 <i>Setup</i>  #comment 
13 <i>S-1 Go to the BMGT GUI without logging in as a privileged user.<br 

/>View and attempt to modify the ECHO connection information (ECHO 
URL, username, password, provider, etc.)</i> 

 #comment 

14 Login to BMGT GUI as &lt;user2&gt;, without a password.   
15 On the BMGT Configuration tab, attempt to change the value of the property 

BMGT.Exporter.IngestClient.URL to a different URL, and save the 
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# Action Expected Result Notes 
configuration. 

16 <i>V-1 Verify that in S-1, the GUI allows you to view the ECHO connection 
configuration, but prevents its update.<br />Verify that the password is not 
shown in plain text.</i> 

 #comment 

17 Verify that user2 cannot update the ECHO connection configuration 
information 

  

18 Verify that when entering the ECHO password, the password is not displayed 
in plain text 

  

19 <i>S-2 Log in to the BMGT GUI as a privileged user and update the ECHO 
connection information (ECHO URL, username, password, provider, 
etc.).<br />Save the new configuration values.<br />It may be useful to 
change to incorrect configuration, so it is easier to tell when the new values 
are being used.</i> 

 #comment 

20 Login to to the BMGT GUI with a privileged password.   
21 On the BMGT Configuration tab, attempt to change the value of the property 

BMGT.Exporter.IngestClient.URL to a different URL, and save the 
configuration. 

  

22 <i>V-2 Verify that in S-2, the GUI allows you to both view and update the 
ECHO connection configuration.<br />Verify that the password is never 
shown in plain text, even when it is being entered.</i> 

 #comment 

23 Verify that user1 can update the ECHO connection configuration information   
24 Verify that when entering the ECHO password, the password is not displayed 

in plain text 
  

25 <i>S-3 Ensure that there are pending export requests for BMGT to work 
off.</i> 

 #comment 

26 Enable Automatic Export   
27 Ingest granules g1 and g2 into Collection C1 (or alternatively perform a 

manual export for 2 granules and a collection) 
  

28 Verify that the requests are shown pending on the GUI   
29 <i>V-3 Verify that any exports which are picked up by BMGT and begin 

generation after the new values are saved (plus a reasonable lag time), are 
exported using the new configuration.</i> 

 #comment 

30 Verify that the TCP proxy on ECHO URL1 does not show any HTTP PUT 
requests for granule g1 and g2 

  

31 Verify that the TCP proxy on ECHO URL2 (if it exists) shows 2 HTTP PUT 
requests for granule g1 and g2 
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TEST DATA: 
 
 
 
 

Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type Requirements 
Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

      
1 Collection with 2 science 
granules  

          

                  

 
EXPECTED RESULTS: 
 
 
 
 

   V  630  1  Verify that in S-1, the GUI allows you to view the ECHO connection configuration, but prevents its update. 
 Verify that the password is not shown in plain text.  

      

   V  630  2  Verify that in S-2, the GUI allows you to both view and update the ECHO connection configuration.  Verify 
that the password is never shown in plain text, even when it is being entered.    

      

   V  630  3  Verify that any exports which are picked up by BMGT and begin generation after the new values are saved 
(plus a reasonable lag time), are exported using the new configuration.    

      

 

669 MONITOR SYSTEM (ECS-ECSTC-3079) 

DESCRIPTION: 
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   S  640  1  [Monitor System] Bring down the BMGT server.        

   S  640  2  View the BMGT server status in Hyperic.        

   S  640  3  Pause one of the BMGT queues.        

   S  640  4  Bring up the BMGT server.        

   S  640  5  View the BMGT server status in Hyperic.        

   S  640  6  View the BMGT queue status in Hyperic.        

   S  640  7  Resume the BMGT queues.        

   S  640  8  View the BMGT queue status in Hyperic.        

   S  640  9  Throughout the remaining steps, continue to monitor BMGT status in Hyperic.        

   S  640  10  Allow BMGT to execute normally, enqueing automatic export requests on a regular interval.  Cause events to be 
added to the AIM event queue which will subsequently be picked up.  In essence, simulate normal operation of 
BMGT at a DAAC.  

      

   S  640  11  Perform a manual export.        

   S  640  12  Perform a long form verification export.        

   S  640  13  During normal BMGT processing as specified in S-10, cause some exports to result in errors and warnings.        
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PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure a Hyperic agent is running on the BMGT server host.<br /><br />Log 

in to the Hyperic GUI as hqadmin.<br />Click Resources (Tab on top of the 
page).<br />Click on &quot;Platforms(X)&quot; in the table headers.<br />In 
the platform list, the host should be &quot;Available&quot;; a green tick icon 
should be shown in the &quot;Availability&quot; column. 

  

3 Ensure BMGT resources are set up in the Hyperic.<br /><br />Click on 
&quot;Resources&quot; tab.<br />Click on &quot;Services(X)&quot;, where 
&quot;X&quot; is a number indicating the total number of services that the 
platform hosts.<br />From the search menu (above 
&quot;Platform(X)|Servers(X)|Services(X)... &quot;, select 
&quot;dataprovider_MODE&quot; from the dropdown list, then click the 
green play button on the most right.<br />Locate the service you need and 
click on its name.<br />You will be directed to the service detail page. 

  

4 <i>Setup and Verification</i>  #comment 
5 <i>S-1 Bring down the BMGT server.</i>  #comment 
6 Stop BMGT:<br /><br />EcBmBMGTAppStop $MODE   
7 <i>S-2 View the BMGT server status in Hyperic.</i>  #comment 
8 Go to the service detail page (refer to Pre-Conditions).   
9 <i>V-1 Verify that in S-2, Hyperic indicates that the BMGT server is 

down.</i> 
 #comment 

10 Verify that after 1-5 minutes, on the service detail page, the green dots on top 
of all charts go from green to red. 

  

11 <i>S-3 Pause one of the BMGT queues.</i>  #comment 
12 Log in to the BMGT GUI to gain read-write access.   
13 On the &quot;System Status&quot; page, pause a queue.   
14 <i>S-4 Bring up the BMGT server.</i>  #comment 
15 Start BMGT:<br /><br />EcBmBMGTAppStart $MODE   
16 <i>S-5 View the BMGT server status in Hyperic.</i>  #comment 
17 Go to the service detail page (refer to Pre-Conditions).   
18 <i>V-2 Verify that in S-5, Hyperic indicates that the BMGT server is up.</i>  #comment 
19 Verify that after 1-5 minutes, on the service detail page, the red dots turn   
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# Action Expected Result Notes 
green. 

20 <i>S-6 View the BMGT queue status in Hyperic.</i>  #comment 
21 Go to the service detail page (refer to Pre-Conditions).   
22 <i>V-3 Verify that in S-6, Hyperic indicates that one of the queues is 

pasued.</i> 
 #comment 

23 Verify that once the BMGT server is &quot;available&quot; in Hyperic, sizes 
of each queue are displayed on the charts below the dotted bar.<br /><br 
/>The size of the queue that has been paused should keep increasing (rising), 
potentially. 

  

24 <i>S-7 Resume the BMGT queues.</i>  #comment 
25 Log in to the BMGT GUI to gain read-write access.   
26 On the &quot;System Status&quot; page, resume the paused queue.   
27 <i>S-8 View the BMGT queue status in Hyperic.</i>  #comment 
28 Go to the service detail page (refer to Pre-Conditions).   
29 <i>V-4 Verify that in S-8, Hyperic indicates that all queues are active.</i>  #comment 
30 Verify the queue size drops after the queue is resumed.<br /><br />Note that, 

the size of the queue might increase or drop over the time. 
  

31 <i>V-5 Verify that as events are processed by BMGT, the automatic export 
queue size is displayed in Hyperic.</i> 

 #comment 

32 Verify that the service detail page displays a chart for the automatic export 
queue size. 

  

33 <i>S-9 Throughout the remaining steps, continue to monitor BMGT status in 
Hyperic.</i> 

 #comment 

34 <i>S-10 Allow BMGT to execute normally, enqueing automatic export 
requests on a regular interval.<br />Cause events to be added to the AIM 
event queue which will subsequently be picked up.<br />In essence, simulate 
normal operation of BMGT at a DAAC.</i> 

 #comment 

35 Ingest 10 granules into the public data pool, g1..g10.   
36 Unpublish granule g2:<br /><br />EcDlUnpublishStart.pl -mode $MODE -g 

$GRANULEID 
  

37 Logically delete granule g3:<br /><br />EcDsBulkDelete.pl -mode $MODE -
physical -geoidfile /path/to/geoids.txt 

  

38 <i>S-11 Perform a manual export.</i>  #comment 
39 Request manual export of granule g4:<br /><br />EcBmBMGTManualStart 

$MODE --metg -g $GRANULEID 
  

40 <i>V-6 Verify that after the manual export is initiated in S-11, the resulting  #comment 
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# Action Expected Result Notes 
requests are indicated in the manual queue size as displayed in Hyperic.</i> 

41 Verify that the service detail page displays a chart for the manual queue size.   
42 <i>S-12 Perform a long form verification export.</i>  #comment 
43 Request a long form verification of granule g5:<br /><br 

/>EcBmBMGTManualStart $MODE --long --metg -g $GRANULEID 
  

44 <i>V-7 Verify that after the verification export is initiated in S-12, the 
resulting requests are indicated in the verification queue size as displayed in 
Hyperic.</i> 

 #comment 

45 Verify that on the service detail page the manule export queue chart indicates 
new requests for the long form verification. 

  

46 <i>S-13 During normal BMGT processing as specified in S-10, cause some 
exports to result in errors and warnings.</i> 

 #comment 

47 Use the ECHO REST API to delete granule g6 from ECHO:<br /><br />curl 
-k -XDELETE -H &quot;Echo-Token:${TOKEN}&quot; -H &quot;Content-
Type:application/xml&quot;<br 
/>&quot;https://testbed.echo.nasa.gov/catalog-
rest/providers/${PROVIDER}/granules/${GRANULEUR}&quot; 

 FIXME Explain how to 
cause errors and 
warnings.<br />E.g., remove 
a granule from ECHO, then 
export a delete request;<br 
/>make a granule's metadata 
file malformed XML;<br 
/>mangle a granule's 
metadata file, so it gets 
exported, but fails ECHO 
ingest. 

48 Logically delete granule g6, and allow BMGT to export the deletion:<br 
/><br />EcDsBulkDelete.pl -mode $MODE -physical -geoidfile 
/path/to/geoids.txt 

  

49 Find granule g7's metadata file in the small file archive:<br /><br />select 
p.path || '/' || f.archivemetfilename<br />from ammetadatafile f<br />join 
dsmdxmlpath p<br />on f.archivepathid = p.archivepathid<br />where 
f.granuleid = $GRANULEID 

  

50 Move the file to a new name to restore later, then copy it back to the original 
name. 

  

51 Edit the file, and remove an opening XML tag.   
52 Find granule g8's metadata file in the small file archive:<br /><br />select 

p.path || '/' || f.archivemetfilename<br />from ammetadatafile f<br />join 
dsmdxmlpath p<br />on f.archivepathid = p.archivepathid<br />where 
f.granuleid = $GRANULEID 
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# Action Expected Result Notes 
53 Move the file to a new name to restore later, then copy it back to the original 

name. 
  

54 Edit the file, and change the RangeBeginningDate or RangeEndingDate to be 
outside the collection's date range (e.g., set year to 1900). 

  

55 Request manual export of granules g7 and g8:<br /><br 
/>EcBmBMGTManualStart $MODE --metg -g 
$g7_GRANULEID,$g8_GRANULEID 

  

56 <i>V-8 Verify that the error and warning counts displayed in Hyperic reflect 
the errors and warnings in S-13.</i> 

 #comment 

57 Verify that the service detail page displays charts for alerts/errors, open 
interventions, etc. 

  

58 <i>Cleanup</i>  #comment 
59 Restore the g7 and g8 granule XML files from S-13.   

 
 
TEST DATA: 
 
 
 
 

Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

                  

                  

 
EXPECTED RESULTS: 
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   V  640  1  Verify that in S-2, Hyperic indicates that the BMGT server is down.        

   V  640  2  Verify that in S-5, Hyperic indicates that the BMGT server is up.        

   V  640  3  Verify that in S-6, Hyperic indicates that one of the queues is pasued.        

   V  640  4  Verify that in S-8, Hyperic indicates that all queues are active.        

   V  640  5  Verify that as events are processed by BMGT, the automatic export queue size is displayed in Hyperic.        

   V  640  6  Verify that after the manual export is initiated in S-11, the resulting requests are indicated in the manual 
queue size as displayed in Hyperic.  

      

   V  640  7  Verify that after the verification export is initiated in S-12, the resulting requests are indicated in the 
manual queue size as displayed in Hyperic.  

      

   V  640  8  Verify that the error and warning counts displayed in Hyperic reflect the errors and warnings in S-13.        

 

670 ARTIFACT CLEANUP (ECS-ECSTC-3080) 

DESCRIPTION: 
 
 
 

   S  650  1  [Artifact Cleanup] Configure the cleanup interval for BMGT to a known value 
and bounce BMGT.  

      

   S  650  2  Cause a number of successful and failed exports to go through the BMGT system.        

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
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# Action Expected Result Notes 
2 Ensure BMGT configuration is current and correct (config files, properties 

files, database settings, etc.). 
  

3 Ensure a PostgreSQL prompt is available and connected to the ecs database.   
4 Ensure test data is available under 

/sotestdata/DROP_802/BE_82_01/Criteria/650. 
  

5 Ensure collections C1..C5 are installed. E.g., ensure the DPL Ingest GUI 
shows C1..C5 as configured datatypes. 

  

6 Ensure collections C1..C5 are enabled for collection and granule export:<br 
/><br />update bg_collection_configuration<br />set collectionexportflag = 
'Y', granuleexportflag = 'Y'<br />where (shortname = 
'&lt;C1_SHORTNAME&gt;' and versionid = &lt;C1_VERSIONID&gt;)<br 
/>or (shortname = '&lt;C2_SHORTNAME&gt;' and versionid = 
&lt;C2_VERSIONID&gt;)<br />or (shortname = 
'&lt;C3_SHORTNAME&gt;' and versionid = &lt;C3_VERSIONID&gt;)<br 
/>or (shortname = '&lt;C4_SHORTNAME&gt;' and versionid = 
&lt;C4_VERSIONID&gt;)<br />or (shortname = 
'&lt;C5_SHORTNAME&gt;' and versionid = &lt;C5_VERSIONID&gt;) 

  

7 Ensure collections C1..C5 exist in ECHO.   
8 Ensure all test granules exist in ECHO.   
9 Ensure a TCP proxy or mock ECHO is capturing BMGT traffic.   
10 <i>Setup</i>  #comment 
11 <i>S-1 Configure the cleanup interval for BMGT to a known value and 

bounce BMGT.</i> 
 #comment 

12 Configure monitor interval to 5 minutes:<br /><br />update 
bg_configuration_property<br />set propertyvalue = 300000<br />where 
propertyname = 'BMGT.Monitor.pollingFrequency' 

  

13 Configure cleanup age to 10 minutes:<br /><br />update 
bg_configuration_property<br />set propertyvalue = 600000<br />where 
propertyname = 'BMGT.Monitor.purgeOlderThan' 

  

14 <i>S-2 Cause a number of successful and failed exports to go through the 
BMGT system.</i> 

 #comment 

15 EcBmBMGTAppStart &lt;MODE&gt;   
16 Ingest 10 granules each g1..g40 from collections C1..C4.   
17 Ingest granules g41..g50 from collection C5.   
18 Save the granule IDs for granules g41..g50 to a text file, granuleids.txt.   
19 Modify the metadata in granules g41..g50 in the small file archive to have 

various errors, such as duplicate URLs, missing tags in the XML, and an 
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# Action Expected Result Notes 
EndTime less than the StartTime. 

20 Manually export granules g41..g50:<br /><br />./EcBmBMGTManualStart 
&lt;MODE&gt; --metg -gf /path/to/granuleids.txt 

  

21 Wait for granules g1..g40 to be exported.   
22 Wait for export attempts for granules g41..g50 to complete.   
23 After the exports have been processed, cancel some of the exports which have 

failed and been blocked. 
  

24 <i>Verification</i>  #comment 
25 <i>V-1 Verify that all artifacts (on filesystem and in database) for all 

successful and failed exports are removed after the configured time interval 
has passed.</i> 

 #comment 

26 Verify that all the exports for granules g1..g40 complete successfully.   
27 Verify that the manual exports for g41..g50 fail.   
28 Verify that after 10 minutes, the requests in terminal states (SUCCESS, 

CANCELLED) related to g1..g40 are removed from the database 
(bg_export_request, bg_export_activity, bg_export_error, and associated 
tables), and no longer show up in the GUI. 

  

29 Verify that after 10 minutes requests in the BLOCKED state remain in the 
database. BLOCKED is not a terminal state; such requests may be retried. 

  

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

      

5 collections 
(C1..C5) with 10 
granules each 
(g1..g50) 

      /sotestdata/DROP_802/BE_82_01/Criteria/650   
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EXPECTED RESULTS: 
 
 

   V  650  1  Verify that all artifacts (on filesystem and in database) 
for all successful and failed exports are removed after 
the configured time interval has passed.  

      

 

671 EXPORT TAKES TOO LONG (ECS-ECSTC-3081) 

DESCRIPTION: 
 
 
 
 
 
 

   S  660  1  [Export Takes Too Long] In the BMGT GUI configure:  
 
a)     Time limit between queueing an export request and beginning the export to ECHO.  
 
b)     Timeout value for ingest requests to ECHO.  
 
c)     Delay time for retrying automatic exports.  
 
d)     Email to send alerts to.  
 
Also configure BMGT to automatically retry on errors.  

      

   S  660  2  With the BMGT Dispatcher down, but automatic driver up, perform an action (ingest, update, delete) which 
results in the queuing of a request for the export of either granule or collection metadata.  

      

   S  660  3  Cause ECHO, or an ECHO stand in, to take a long amount of time (greater than the Ingest timeout value) to 
process ingest requests.  

      

   S  660  4  Allow enough time to pass such that the configured time limit between queuing and beginning export is 
exceeded.  
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   S  660  5  Start the BMGT DIspatcher.        

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure BMGT configuration is current and correct (config files, properties 

files, database settings, etc.). 
  

3 Ensure a PostgreSQL prompt is available and connected to the ecs database.   
4 Ensure test data is available under 

/sotestdata/DROP_802/BE_82_01/Criteria/660/NISE.004. 
  

5 Ensure a mock ECHO or TCP proxy is capturing BMGT traffic.   
6 <i>Setup</i>  #comment 
7 Ensure collection C1 has been installed in the mode. E.g., the DPL Ingest 

GUI shows C1 as a configured data type. 
  

8 Ensure collection C1 is enabled for Collection and Granule Export.   
9 <i>S-1 In the BMGT GUI configure:<br />    a) Time limit between queueing 

an export request and beginning the export to ECHO.<br />    b) Timeout 
value for ingest requests to ECHO.<br />    c) Delay time for retrying 
automatic exports.<br />    d) Email to send alerts to.<br />Also configure 
BMGT to automatically retry on errors.</i> 

 #comment 

10 On the BMGT GUI Configuration GUI   
11 BMGT.Monitor.staleAfter = 600000(5min)   
12 BMGT.Exporter.IngestClient.SoTimeout= 60000 (1 min)   
13 BMGT.Dispatcher.RetryRequestWait=  300000(5 min)   
14 Configure BMGT.EmailLogger.To = &lt;testEmail&gt;   
15 Enable automatic retry on errors - Set 

BMGT.ResponseHandler.MaxRetryCount &gt; 0 
  

16 BMGT.ResponseHandler.Monitor.EmailTimeOut = 60000 (1min)   
17 BMGT.ResponseHandler.Monitor.MaxBlockCount  = 0   
18 <i>V-1 Ensure that it is possible to configure the items listed in S-1.</i>  #comment 
19 Ensure that the bg_configuration_property table shows the updated 

configuration values. 
  

20 <i>S-2 With the BMGT Dispatcher down, but automatic driver up, perform 
an action (ingest, update, delete) which results in the queuing of a request for 

 #comment 
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# Action Expected Result Notes 
the export of either granule or collection metadata.</i> 

21 Run EcBmBMGTDispatcherStop &lt;MODE&gt;   
22 Start Automatic Driver:<br />EcBmBMGTAutoStart &lt;MODE&gt;   
23 Start BMGT Monitor:<br />EcBmBMGTMonitor &lt;MODE&gt;   
24 Ingest granule g1.   
25 Record the queue start time t_start_time.   
26 <i>S-3 Cause ECHO, or an ECHO stand in, to take a long amount of time 

(greater than the Ingest timeout value) to process ingest requests.</i> 
 #comment 

27 Stop the TCP proxy, then start it with the 'pause' argument.   
28 <i>S-4 Allow enough time to pass such that the configured time limit 

between queuing and beginning export is exceeded.</i> 
 #comment 

29 Wait for 5 minutes after the request has been queued.   
30 <i>S-5 Start the BMGT DIspatcher.</i>  #comment 
31 Resume Dispatcher:<br />EcBmBMGTDispatcherStart &lt;MODE&gt;   
32 <i>V-2 After starting the Dispatcher in S-5, verify that a warning email is 

sent to the configured address informing that the export request was on the 
queue for longer than the configured limit.</i> 

 #comment 

33 Verify that an email is set to &lt;testEmail&gt;.   
34 Verify that email indicates the the export request enqueued longer than the 

configured limit. 
  

35 <i>V-3 Verify that the export is automatically retried once the configured 
retry interval has passed.</i> 

 #comment 

36 Verify that the export request is retried every 5 minutes.   
37 <i>V-4 Verify that the export to ECHO or an ECHO stand-in is terminated 

and put in an error state when the retry count limit is exceeded.</i> 
 #comment 

38 Allow the export to retry BMGT.ResponseHandler.MaxRetryCount times.   
39 Verify that the request is put in the BLOCKED state  Email is not sent 

immediately after a single 
export is terminated. But is 
retried. If retry fails 
BMGT.ResponseHandler.M
axRetryCount many times, 
the request is blocked. And 
an email is sent about 
blocked requests if number 
of blocked requests exceed 
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# Action Expected Result Notes 
BMGT.ResponseHandler.M
onitor.MaxBlockCount or if 
it has been longer than 
BMGT.ResponseHandler.M
onitor.EmailTimeOut since 
last email is sent. 

40 <i>V-5 Verify that when the export is terminated an error email is sent.</i>  #comment 
41 Verify that an email is sent when the request is BLOCKED.   

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

660   
1 Collection 
with a few 
granules 

NISE.004       /sotestdata/DROP_802/BE_82_01/Criteria/660/NISE.004   

 
EXPECTED RESULTS: 
 
 
 
 
 
 

   V  660  1  Ensure that it is possible to configure the items listed in S-1.        

   V  660  2  After starting the Dispatcher in S-5, verify that a warning email is sent to the configured address informing that 
the export request was on the queue for longer than the configured limit.  

      

   V  660  3  Verify that the export to ECHO or an ECHO stand-in is terminated and put in an error state when the export 
timeout is exceeded.    
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   V  660  4  Verify that when the export is terminated an error email is sent.        

   V  660  5  Verify that the export is automatically retried once the configured retry interval has passed.        

 

672 PERFORMANCE – AGGREGATE (ECS-ECSTC-3082) 

DESCRIPTION: 
 
 

   S  670  1  [Performance – Aggregate] Perform the following 
operations, ensuring that different granules are used for 
each:  
 
a)     10,000 granule inserts  
 
b)     25,000 granule deletions  
 
c)     50,000 QA updates  
 
d)     10,000 DPL publications  
 
e)     25,000 DPL unpublications  
 
f)      5,000 other granule updates (e.g. hide/unhide, 
restriction, etc)  
 
g)     50 collection inserts or updates  
 
h)     5,000 browse inserts and linkages  

      

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Configure BMGT to export either to a fake ECHO endpoint, or to a proxy   
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# Action Expected Result Notes 
which will allow logging of all exports. 

3 Ensure the collections are installed and enabled for collection and granule 
export. This can be confirmed on the BMGT GUI (Collection Configuration 
tab) or via the database as follows:<br /><br />SELECT granuleexportflag , 
collectionexportflag <br />FROM bg_collection_configuration<br />WHERE 
shortname = &lt;SHORTNAME&gt;<br />AND versionid = 
&lt;VERSIONID&gt;;<br /><br />If they are not enabled, <br /><br 
/>UPDATE bg_collection_configuration<br />SET granuleexportflag = 'Y', 
collectionexportflag = 'Y'<br />WHERE shortname = 
&lt;SHORTNAME&gt;<br />AND versionid = &lt;VERSIONID&gt;;<br 
/><br />Allow any export requests generated by these actions to complete. 

  

4 Ensure that the BMGT system is quiesced, with no requests in the PENDING 
state. 

  

5 Pause the dispatcher using the GUI   
6 Ensure that the automatic driver is running   
7 <i>Setup</i>  #comment 
8 <i>S-1 Perform the following operations, ensuring that different granules are 

used for each:</i> 
 #comment 

9 <i>a) 10,000 granule inserts</i>  #comment 
10 Find 10,000 granules.   
11 Write the geoids of all 10,000 granules to a file.<br />Use a psql command 

and direct the output into a file:<br /><br />&gt;psql -h p4dbl03 -U readonly 
-d ecs -c &quot;SELECT g.granuleid, g.shortname, g.versionid FROM 
aim.amgranule g JOIN aim.ambrowsegranulexref x ON 
g.granuleid=x.granuleid JOIN aim.bg_collection_configuration b ON 
g.collectionid = b.collectionid WHERE g.shortname ='${C1.ShortName}' 
AND g.VersionId = ${C1.VersionId} AND g.deleteeffectivedate IS NULL 
AND b.granuleexportflag = 'Y' AND b.collectionexportflag = 'Y' LIMIT 
10000&quot; -q | egrep &quot;[0-9]+&quot; | grep -v rows | awk '{printf 
&quot;SC:%s.%03d:%d\n&quot;, $3, $5, $1;}' &gt; geoids.<br /><br 
/>(substituing the correct values for ${C1.ShortName} and ${C1.VersionId} 
<br /> 

  

12 <i>Using MOD10A1.086 for the manual export</i>  #comment 
13 Perform a manual export of all 25,000 granule inserts:<br 

/>EcBmBMGTManualStart &lt;MODE&gt; --metg --granulefile 
&lt;granuleIdFile&gt;<br /> 

  

14 <i>b) 25,000 granule deletions</i>  #comment 
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# Action Expected Result Notes 
15 Find 25,000 non existent granule IDs. To do this:<br />select max(granuleid) 

from amgranule<br />then multiply this number by 10. This will be the base 
id to use. <br /><br />run this perl script:<br /><br />$base = 100;<br />$id = 
$base;<br />$gransleft = 25000;<br />while ($gransleft-- &gt; 0){<br />print 
&quot;SC:&lt;SNVI&gt;:&quot; . $id++ .&quot;\n&quot;;<br />}<br /><br 
/>Where $base is set to the base ID determined above, and the correct SNVI 
for collection C2 is subsititued in place of &quot;&lt;SNVI&gt;&quot;<br 
/>Redirect the output of this script to a file. 

  

16 <i>Using MOD11_L2.004 for deletes.</i>  #comment 
17 Perform a manual export of all 25,000 granule deletes:<br 

/>EcBmBMGTManualStart &lt;MODE&gt; -del --metg --granulefile 
&lt;granuleIdFile&gt;<br /> 

  

18 <i>c) 50,000 QA updates</i>  #comment 
19 Find 50,000 distinct granules in the same collection:<br />select granuleId 

from AmGranule<br />where ShortName = '${C3.ShortName}' <br />and 
VersionId = ${C3.VersionId}<br />limit 50000 

  

20 Add the granuleids to a file QA_GRANULEID_FILE   
21 Record the time as QA_START_TIME   
22 <i>See the QAUU 609 Section 4.8.9: 

http://edhs1.gsfc.nasa.gov/waisdata/eed/pdf/609eed001_Rev01_File_7.pdf</i
> 

 #comment 

23 Find one granule's metadata file:<br /><br />select p.path || '/' || 
f.archivemetfilename<br />from ammetadatafile f<br />join dsmdxmlpath 
p<br />on f.archivepathid = p.archivepathid<br />where f.granuleid = 
${GRANULEID} 

  

24 Find the name of a measured parameter to update:<br /><br />xpath 
${XML_FILE} '//MeasuredParameterContainer/ParameterName/text()' 

  

25 Find the measured parameter's science quality flag value:<br /><br />xpath 
${XML_FILE} 
&quot;//MeasuredParameterContainer[ParameterName='${PARAMETER_N
AME}']/QAFlags/ScienceQualityFlag/text()&quot; 

  

26 Select a different science quality flag value from the list of valid values in the 
properties file:<br /><br />grep VALID_SCIENCE_QA_FLAGS 
/usr/ecs/${MODE}/CUSTOM/cfg/EcDsAmQaUpdateUtility.properties 

  

27 <i>Note that the above step needs to be done on p5dpl01 in PVC OPS 
mode.</i> 

 #comment 

28 <i>Found out the that first granule (3085987951) had &quot;Not  #comment 
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# Action Expected Result Notes 
Investigated&quot; as flag for parameter &quot;Ice Surface 
Temperature&quot;.  Will choose &quot;Hold&quot; as new flag.</i> 

29 Create a QA update request file named according to the the QAUU 609:<br 
/><br 
/>&lt;MODE&gt;_&lt;Site&gt;_QAUPDATE&lt;description&gt;.&lt;YYY
Y&gt;&lt;MM&gt;&lt;DD&gt;&lt;hh&gt;&lt;mm&gt;&lt;ss&gt;<br /><br 
/>E.g.,<br /><br 
/>OPS_BMGT82_QAUPDATE_BE_82_01_Crit_687.20130522231600 

  

30 Write a QA update request to update a science flag, using a GranuleUR 
(replace &lt;TAB&gt; with an actual tab character):<br /><br />First, add the 
file header:  <br /><br />From ${site}<br />begin QAMetadataUpdate 
Science GranuleUR 

  

31 Add the file contents:<br /><br />cat QA_GRANULEID_FILE | awk '{print 
&quot;${shortname}&lt;TAB&gt;${versionid}&lt;TAB&gt;${shortname}.$
{versionid}:&quot; $1 
&quot;&lt;TAB&gt;${measured_parameter_name}&lt;TAB&gt;${qa_flag_v
alue}&lt;TAB&gt;${qa_flag_explanation}&quot; &gt;&gt; 
REQUEST_FILE 

  

32 <i>Actually this works rather than the previous step:  &gt; cat 
QA_GRANULEID_FILE | awk '{printf 
&quot;%1$s\t86\tSC:%1$s.%2$03d:%3$d\tALL\t%4$s\t%5$s\n&quot;, 
&quot;&lt;shortname&gt;&quot;, &lt;version id&gt;, $1, &quot;&lt;quality 
flag&gt;&quot;, &quot;BmgtPerfTest_&lt;request file&gt;&quot;;}' &gt; 
OPS_LaRC_QAUU.20130522231600</i> 

 #comment 

33 Add the file footer:<br /><br />end QAMetadataUpdate   
34 Copy the QA update request file to the QA request directory configured in the 

properties file:<br /><br />sed -n 's/QA_REQUEST_DIR *= *//p' 
/usr/ecs/${MODE}/CUSTOM/cfg/EcDsAmQaUpdateUtility.properties 

  

35 Run QAUU, specifying the filename (but not the path) if there are other 
request files in the request directory:<br /><br />EcAmQAUUStart 
${MODE} -file ${REQUEST_FILE} -noprompt 

  

36 Verify that the QA Updates resulted in events in the DsMdGrEventHistory 
table:<br /><br />Select count(1) from DsMdGREventHistory where 
eventtime &gt; {QA_START_TIME} and eventType = 'GRQAUPDATE' 
<br /><br />This should show 50,000 events 

  

37 <i>d) 10,000 DPL publications</i>  #comment 
38 select 10,000 non public granules from collection C4 and write their IDs to a 

file<br /><br />select granuleid from AmGranule <br />where ShortName = 
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# Action Expected Result Notes 
${C4.ShortName} <br />and VersionId = ${C4.VersionId} <br />and 
coalesce(isOrderOnly,'B') in ('Y', 'H')<br />limit 10000<br /><br />Write 
results to a file 

39 <i>Actually the following query should be used to find 10K non-public 
granules to publish:<br /><br />select granuleid from AmGranule<br 
/>where ShortName = ${C1.ShortName}<br />and VersionId = 
${VersionId}<br />and coalesce(isOrderOnly,'B') in ('Y', 'H')<br />and 
coalesce(DeleteFromArchive, 'N') = 'N'<br />and DeleteEffectiveDate IS 
NULL<br />and granuleid not in (select granuleid from 
DsMdGranuleRestriction)<br />limit 10000;</i> 

 #comment 

40 publish the granules. <br />EcDlPublishUtilityStart &lt;MODE&gt; -ecs  -
file &lt;FileName&gt; 

  

41 <i></i>  #comment 
42 <i>e) 25,000 DPL unpublications</i>  #comment 
43 select 25,000 public granules from collection C5 and write their IDs to a 

file<br /><br />select granuleid from AmGranule <br />where ShortName = 
${C5.ShortName} <br />and VersionId = ${C5.VersionId} <br />and 
coalesce(isOrderOnly,'B') ='B'<br />limit 25000<br /><br />Write results to a 
file 

  

44 unpublish the granules. <br />EcDlUnpublishStart -mode &lt;MODE&gt; -
file &lt;FileName&gt; 

  

45 <i>f)  5,000 other granule updates (e.g. hide/unhide, restriction, etc)</i>  #comment 
46 Ensure that there are enough granules in the collection by ensuring that this 

query returns a number higher than 5000:<br />select count(1) from 
AmGranule <br />where granuleId not in (select granuleid from 
DsMdGranuleRestriction) <br />and shortname = ${C6.ShortName} <br 
/>and versionid = ${C6.VersionId}<br /> 

  

47 Find a restriction flag value to use.  valid values are found by running:<br 
/>select * from DsMdRestrictionFlag where restrictionFlag != 255<br />note 
one of the RestrictionFlag column values and record it as 
${RestrictionFlag}<br /><br />If no rows are returned, insert a new row with 
restrictionFlag value &lt; 255 and &gt; 0 

  

48 Insert the restrictions:<br />insert into DsMdGranuleRestriction (granuleid, 
restrictionflag, unpublishflag, lastupdate) <br />values select granuleid, 
${RestrictionFlag}, 'N', lastupdate<br />from AmGranule <br />where 
granuleId not in (select granuleid from DsMdGranuleRestriction) <br />and 
shortname = ${C6.ShortName} <br />and versionid = ${C6.VersionId}<br 
/>limit 5000 
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# Action Expected Result Notes 
49 <i>Actually we used this query:  insert into dsmdgranulerestriction 

(granuleid, restrictionflag, unpublishflag, lastupdate) select granuleid, 254, 
'N', lastupdate from amgranule where granuleid not in (select granuleid from 
DsMdGranuleRestriction) and shortname = 'MYD13Q1' and versionid = 86 
limit 5000;</i> 

 #comment 

50 <i>g) 50 collection inserts or updates</i>  #comment 
51 Update the DsGeESDTConfiguredType table manually to simulate collection 

updates by executing the following queries sequentially:<br /><br />update 
DsGeESDTConfiguredType<br />set esdtstate = 'updating' <br />limit 50;<br 
/><br />update DsGeESDTConfiguredType<br />set esdtstate = 'installed'<br 
/>where esdtstate = 'updating'; 

  

52 <i>h) 5,000 browse inserts and linkages</i>  #comment 
53 Identify 1 browse image to use for this test (since it is not normal to have so 

many granules linked to the same browse, it would be a good idea to unlink 
after completing this test) 

  

54 Add Browse linkages to the browse Xref table:<br />insert into 
AmBrowseGranuleXref (granuleId, browseId) values<br />select granuleId, 
${BrowseId} from <br />AmGranule where ShortName = 
'${C7.ShortName}'<br />and VersionId = ${C7.VersionId} 

  

55 <i>We used this query:  insert into ambrowsegranulexref (granuleid, 
browseid) select granuleid, 2035880617 from amgranule where shortname = 
'MISQA' and versionid = 3;</i> 

 #comment 

56 <i>Start the export</i>  #comment 
57 Ensure that the BMGT Automatic driver is running or start it.   
58 Ensure that export requests have been generated in the bg_export_request 

table for all of the actions above 
  

59 Resume BMGT dispatcher using the GUI, recording the time at which the 
resumption occurs 

  

60 <i>Verification</i>  #comment 
61 <i>V-1 Verify that the operations in S-1 result in the export of the 

following:</i> 
 #comment 

62 <i>a) 105,000 HTTP PUT requests containing full granule metadata</i>  #comment 
63 Inspect the proxy or fake ECHO log to verify that 105,000 Granule HTTP 

PUT requests were sent. 
  

64 <i>b)  25,000 HTTP DELETE requests sent to URLs reflecting granule 
resources, but containing no request body.</i> 

 #comment 

65 Inspect the proxy or fake ECHO log to verify that 25,000 Granule HTTP   
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# Action Expected Result Notes 
DELETE requests were sent. 

66 <i>c)  50 HTTP PUT requests containing full collection metadata.</i>  #comment 
67 Inspect the proxy or fake ECHO log to verify that 50 Collection HTTP PUT 

requests were sent. 
  

68 <i>V-2 Inspect the database metrics to ensure that during the process of this 
test, the database suffers no more than a 10% performance degradation.<br 
/>TBD</i> 

 #comment 

69 <i>V-3 Verify that all exports resulting from S-1 complete within 1 hour of 
the start of the test.</i> 

 #comment 

70 Verify that all 130,050 requests are moved to the SUCCESS state within 1 
hour after the recorded dispatcher resumption time. 

  

 
 
TEST DATA: 
 
 
 
 

Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

                  

                  

 
EXPECTED RESULTS: 
 
 
 
 

   V  670  1  Verify that the operations in S-1 result in the export of the following:  
 
a)     105,000 HTTP PUT requests containing full granule metadata  
 
b)     25,000 HTTP DELETE requests sent to URLs reflecting granule resources, but containing no 
request body.  
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c)     50 HTTP PUT requests containing full collection metadata.  

   V  670  2  Inspect the database metrics to ensure that during the process of this test, the database suffers no more 
than a 10% performance degradation.  

      

   V  670  3  Verify that all exports resulting from S-1 complete within 1 hour of the start of the test.        

 

673 PERFORMANCE - GRANULE INSERTS/DELETES (ECS-ECSTC-3083) 

DESCRIPTION: 
 
 

   S  680  1  [Performance - Granule Inserts/Deletes] Perform the 
following operations, ensuring that different granules 
are used for each:  
 
a)     25,000 granule inserts for granules with ECS 
metadata which are also linked to browse granules.  
 
b)     25,000 granule deletes  

      

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Configure BMGT to export either to a fake ECHO endpoint, or to a proxy 

which will allow logging of all exports. 
  

3 Ensure the collections are installed and enabled for collection and granule 
export. This can be confirmed on the BMGT GUI (Collection Configuration 
tab) or via the database as follows:<br /><br />SELECT granuleexportflag , 
collectionexportflag <br />FROM bg_collection_configuration<br />WHERE 
shortname = &lt;SHORTNAME&gt;<br />AND versionid = 
&lt;VERSIONID&gt;;<br /><br />If they are not enabled, <br /><br 
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# Action Expected Result Notes 
/>UPDATE bg_collection_configuration<br />SET granuleexportflag = 'Y', 
collectionexportflag = 'Y'<br />WHERE shortname = 
&lt;SHORTNAME&gt;<br />AND versionid = &lt;VERSIONID&gt;;<br /> 

4 Ensure that the BMGT system is quiesced, with no requests in the PENDING 
state. 

  

5 Pause the dispatcher using the GUI (System Status tab)   
6 <i>Setup</i>  #comment 
7 <i>S-1  Perform the following operations, ensuring that different granules are 

used for each:<br />    a) 25,000 granule inserts for granules with ECS 
metadata which are also linked to browse granules.</i> 

 #comment 

8 Find 25,000 granules which have browse linkages.   
9 Write the geoids of all 25,000 granules to a file.   
10 <i>Use a psql command and direct the output into a file:<br /><br />&gt;psql 

-h p4dbl03 -U readonly -d ecs -c &quot;SELECT g.granuleid, g.shortname, 
g.versionid FROM aim.amgranule g JOIN aim.ambrowsegranulexref x ON 
g.granuleid=x.granuleid JOIN aim.bg_collection_configuration b ON 
g.collectionid = b.collectionid WHERE g.shortname NOT LIKE 'ECS%' 
AND g.deleteeffectivedate IS NULL AND b.granuleexportflag = 'Y' AND 
b.collectionexportflag = 'Y' LIMIT 25&quot; -q | egrep &quot;[0-9]+&quot; | 
grep -v rows | awk '{printf &quot;SC:%s.%03d:%d\n&quot;, $3, $5, $1;}' 
&gt; geoids.<br /><br />Alternatively, a script to find suitable granules is in 
/tools/common/test/new_scripts/FindDataForBMGT_performance.sh. The 
result is placed in /usr/ecs/OPS/CUSTOM/utilities with a filename of the 
form BmgtGeoid_perf_&lt;date/time&gt;.txt.</i> 

 #comment 

11 Perform a manual export of all 25,000 granule inserts:<br 
/>EcBmBMGTManualStart &lt;MODE&gt; --metg --granulefile 
&lt;granuleIdFile&gt;<br /> 

  

12 <i>S-1  Perform the following operations, ensuring that different granules are 
used for each:<br />    b) 25,000 granule deletes</i> 

 #comment 

13 Generate 25,000 non existent granule IDs. From a database command 
prompt, use:<br /><br />SELECT MAX(granuleid) FROM amgranule;<br 
/><br />to find the largest granule ID, then multiply this number by 10.  This 
will be the base id to use.  <br /><br />From a command prompt:<br /><br 
/>&gt; seq 1 25000 | awk '{printf &quot;SC:MOD11_L2.004:%d\n&quot;, 
$1 + &lt;base id&gt;;}' &gt; delete_geoids<br /> 

  

14 <i>I used MOD11_L2.005.  File is in 
/tools/common/test/new_scripts/BMGTperf/nonexist.out</i> 

 #comment 
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# Action Expected Result Notes 
15 Perform a manual export of all 25,000 granule deletes:<br 

/>EcBmBMGTManualStart &lt;MODE&gt; -del --metg --granulefile 
&lt;granuleIdFile&gt; 

  

16 Resume BMGT dispatcher using the GUI, recording the time at which the 
resumption occurs 

  

17 <i>Verification</i>  #comment 
18 <i>V-1 Verify that the operations in S-1 result in the export of the 

following:<br />    a) 25,000 HTTP PUT requests containing full granule 
metadata</i> 

 #comment 

19 Inspect the proxy or fake ECHO log to verify that 25,000 HTTP PUT 
requests were sent.<br /><br />&gt; cd 
/L0_buffer/OPS/ProductOutput/FakedEcho82/logs<br />&gt; grep PUT 
access.log | grep '2013-07-02T15' | wc -l<br /><br />Note: You will need to 
modify the grep commands to match the data or timestamps used. 

  

20 <i>V-1 Verify that the operations in S-1 result in the export of the 
following:<br />    b) 25,000 HTTP DELETE requests sent to URLs 
reflecting granule resources, but containing no request body.</i> 

 #comment 

21 Inspect the proxy or fake ECHO log to verify that 25,000 HTTP DELETE 
requests were sent.<br /><br />&gt; cd 
/L0_buffer/OPS/ProductOutput/FakedEcho82/logs<br />&gt; grep DELETE 
access.log | grep MOD11_L2\.004 | wc -l <br /><br />Note: You will need to 
modify the grep commands to match the data or timestamps used. 

  

22 <i>V-2 Inspect the database metrics to ensure that during the process of this 
test, the database suffers no more than a 10% performance degradation.</i> 

 #comment 

23 TBD   
24 <i>V-3 Verify that all exports resulting from S-1 complete within 1 hour of 

the start of the test.</i> 
 #comment 

25 Verify that all 50,000 requests are moved to the SUCCESS state within 1 
hour after the recorded dispatcher resumption time. 

  

 
 
TEST DATA: 
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Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

                  

                  

 
EXPECTED RESULTS: 
 
 
 
 

   V  680  1  Verify that the operations in S-1 result in the export of the following:  
 
a)     25,000 HTTP PUT requests containing full granule metadata  
 
b)     25,000 HTTP DELETE requests sent to URLs reflecting granule resources, but containing no 
request body.  

      

   V  680  2  Inspect the database metrics to ensure that during the process of this test, the database suffers no more 
than a 10% performance degradation.  

      

   V  680  3  Verify that all exports resulting from S-1 complete within 1 hour of the start of the test.        

 

674 PERFORMANCE - QA UPDATES (ECS-ECSTC-3084) 

DESCRIPTION: 
 
 

  S 690 1 [Performance  ‐  QA  Updates]  Perform  the  following 
operations,  ensuring  that  different  granules  are  used 
for each:  
 
a)     100,000 QA Updates 
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PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 <i>Setup</i>  #comment 
3 Configure BMGT to export either to a fake ECHO endpoint, or to a proxy 

which will allow logging of all exports. 
  

4 Ensure that the BMGT system is quiesced, with no requests in the PENDING 
state. 

  

5 Pause the dispatcher using the GUI   
6 Stop the automatic driver:<br />EcBmBMGTAutoStop &lt;MODE&gt;   
7 <i>S-1 Perform the following operations, ensuring that different granules are 

used for each:<br />    a) 100,000 QA Updates</i> 
 #comment 

8 Find 100,000 distinct granules in the same collection   
9 Add the granuleids to a file QA_GRANULEID_FILE<br /><br />From a 

command prompt:<br /><br />&gt; psql -h p4dbl03 -U readonly -d ecs -c 
&quot;SELECT GranuleId FROM aim.amgranule WHERE VersionId = 
&lt;version id&gt; AND DeleteFromArchive = 'N' AND DeleteEffectiveDate 
IS NULL AND ShortName = '&lt;shortname&gt;' ORDER BY GranuleId 
desc LIMIT 100000&quot; -t -q | grep -E -o &quot;[0-9]+&quot; &gt; 
QA_GRANULEID_FILE                            <br /><br />Where 
&lt;shortname&gt; and &lt;version id&gt; are the collection for which we are 
selecting granules. e.g. MOD10A1 and 86 

  

10 <i>Script to find is in 
/tools/common/test/new_scripts/BMGTperf/GenerateQAUU_performance.sh.  
I used MOD10A1.086 because it is a collection in OPS mode with &gt; 400K 
granules.  Result file is in 
/usr/ecs/OPS/CUSTOM/data/DSS/QAUU/OPS_LaRC_QAUU.20130701194
018 on p5dpl01.  Flag was set to &quot;Suspect&quot;.</i> 

 #comment 

11 Record the time as QA_START_TIME   
12 <i>See the QAUU 609 Section 4.8.9: 

http://edhs1.gsfc.nasa.gov/waisdata/eed/pdf/609eed001_Rev01_File_7.pdf</i
> 

 #comment 

13 Select the metadata file for one granule:<br /><br />Using one granule ID 
from the QA_GRANULEID_FILE, from a database command prompt:<br 
/><br />&gt; SELECT p.path || '/' || f.archivemetfilename<br />FROM 
ammetadatafile f<br />JOIN dsmdxmlpath p<br />ON f.archivepathid = 
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# Action Expected Result Notes 
p.archivepathid<br />WHERE f.granuleid = &lt;granule ID&gt;<br /><br 
/>Note the resulting file name. 

14 Find the name of a measured parameter to update:<br /><br />&gt; xpath 
&lt;file name&gt;  '//MeasuredParameterContainer/ParameterName/text()'<br 
/><br />where &lt;file name&gt; is the previously noted xml file name.<br 
/><br />If more than one parameter name ('NODE' in xml terms) is returned, 
pick one (e.g. 'Day_Tile_Snow_Cover'). 

  

15 Find the measured parameter's science quality flag value:<br /><br />&gt; 
xpath &lt;file name&gt; 
&quot;//MeasuredParameterContainer[ParameterName='&lt;parameter 
name&gt;']/QAFlags/ScienceQualityFlag/text()&quot;<br /><br />where 
&lt;parameter name&gt; is the previously selected parameter name. Note the 
current flag value (e.g. 'Suspect') 

  

16 Select a different science quality flag value from the list of valid values in the 
properties file:<br /><br />&gt; grep VALID_SCIENCE_QA_FLAGS 
/usr/ecs/${MODE}/CUSTOM/cfg/EcDsAmQaUpdateUtility.properties<br 
/><br />e.g. 'Passed' 

  

17 Create a QA update request file named according to the the QAUU 609:<br 
/><br 
/>&lt;MODE&gt;_&lt;Site&gt;_QAUU.&lt;YYYY&gt;&lt;MM&gt;&lt;DD
&gt;&lt;hh&gt;&lt;mm&gt;&lt;ss&gt;<br /><br />e.g. <br /><br />&gt; 
touch OPS_LaRC_QAUU.20130522231600 

  

18 Write a QA update request to update a science flag, using a GranuleUR 
(replace &lt;TAB&gt; with an actual tab character):<br /><br />First, add the 
file header:  <br /><br />&gt; echo &quot;From GSFC&quot; &gt;&gt; 
&lt;request file&gt;<br />&gt; echo &quot;begin QAMetadataUpdate 
Science GranuleUR&quot; &gt;&gt; &lt;request file&gt;<br /><br />where 
&lt;request file&gt; is the previously selected name for the QA update 
request file. 

  

19 Add the file contents:<br /><br />&gt; cat QA_GRANULEID_FILE | awk 
'{print 
&quot;${shortname}&lt;TAB&gt;${versionid}&lt;TAB&gt;${shortname}.$
{versionid}:&quot; $1 
&quot;&lt;TAB&gt;${measured_parameter_name}&lt;TAB&gt;${qa_flag_v
alue}&lt;TAB&gt;${qa_flag_explanation}&quot; &gt;&gt; 
OPS_LaRC_QAUU.20130522231600<br /><br />&gt; cat 
QA_GRANULEID_FILE | awk '{printf 
&quot;%1$s\t86\tSC:%1$s.%2$03d:%3$d\tALL\t%4$s\t%5$s\n&quot;, 
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# Action Expected Result Notes 
&quot;&lt;shortname&gt;&quot;, &lt;version id&gt;, $1, &quot;&lt;quality 
flag&gt;&quot;, &quot;BmgtPerfTest_&lt;request file&gt;&quot;;}' &gt; 
OPS_LaRC_QAUU.20130522231600<br /><br />where &lt;quality flag&gt; 
is the newly selected quality flag value.<br /> 

20 Add the file footer:<br /><br />&gt; echo &quot;end 
QAMetadataUpdate&quot; &gt;&gt; &lt;request file&gt; 

  

21 Copy the QA update request file to the QA request directory configured in the 
properties file:<br /><br />To find the request directory location, from a 
command prompt:<br /><br />&gt; sed -n 's/QA_REQUEST_DIR *= *//p' 
/usr/ecs/&lt;mode&gt;/CUSTOM/cfg/EcDsAmQaUpdateUtility.properties 

  

22 Run QAUU, specifying the filename (but not the path) if there are other 
request files in the request directory:<br /><br />EcDsAmQAUUStart 
&lt;mode&gt; -file &lt;request file&gt; -noprompt -noExitOnError -
skipRecovery 

  

23 Verify that the QA Updates resulted in events in the DsMdGrEventHistory 
table:<br /><br />From a database command prompt:<br /><br />SELECT 
count(1) FROM DsMdGREventHistory WHERE eventtime &gt; 
{QA_START_TIME} AND eventType = 'GRQAUPDATE' <br /><br />This 
should show 100,000 events. 

  

24 Restart the Automatic driver:<br /><br />&gt; EcBmBMGTAutoStart 
&lt;mode&gt;<br /><br />verifying that 
BMGT.AutoDriver.PollingFrequency is set greater than 100,000 

  

25 Verify that all the events have been added to the BMGT requests queue:<br 
/><br />select count(1) from bg_export_request where enqueuetime &gt; 
{QA_START_TIME} and exportQueue = 'EVENT' and granuleId is not 
null<br /><br />This should return 100,000 

  

26 record the time as BMGT_START_TIME   
27 Resume the dispatcher via the GUI   
28 <i>Verification</i>  #comment 
29 <i>V-1 Verify that the operations in S-1 result in the export of the 

following:<br />    a) 100,000 HTTP PUT requests containing full granule 
metadata</i> 

 #comment 

30 Inspect the proxy or fake ECHO log to verify that 100,000 HTTP PUT 
requests were sent 

  

31 <i>V-2 Inspect the database metrics to ensure that during the process of this 
test, the database suffers no more than a 10% performance degradation.</i> 

 #comment 

32 TBD   
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# Action Expected Result Notes 
33 <i>V-3 Verify that all exports resulting from S-1 complete within 1 hour of 

the start of the test.</i> 
 #comment 

34 Verify that all 100,000 requests are moved to the SUCCESS state within 1 
hour after the recorded dispatcher resumption time.<br /><br />select 
count(1) from bg_export_request where enqueuetime &gt; 
{QA_START_TIME} and exportQueue = 'EVENT' and granuleId is not null 
and status = 'SUCCESS' and completionTime &lt; ({BMGT_START_TIME} 
+ interval '1 hour')<br /><br />should return 100,000 

  

 
 
TEST DATA: 
 
 
 
 

Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

                  

                  

 
EXPECTED RESULTS: 
 
 
 
 

   V  690  1  Verify that the operations in S-1 result in the export of the following:  
 
a)     100,000 HTTP PUT requests containing full granule metadata  

      

   V  690  2  Inspect the database metrics to ensure that during the process of this test, the database suffers no more 
than a 10% performance degradation.  

      

   V  690  3  Verify that all exports resulting from S-1 complete within 1 hour of the start of the test.        
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675 PERFORMANCE - DATAPOOL INSERTS/UPDATES/DELETES (ECS-ECSTC-3085) 

DESCRIPTION: 
 
 

   S  700  1  [Performance - Datapool Inserts/Updates/Deletes] 
Perform the following operations, ensuring that 
different granules are used for each:  
 
a)     40,000 Datapool granule publications  
 
b)     40,000 Datapool granule unpublications  
 
c)     20,000 Datapool granule updates - perform this by 
moving one or more collections with a total of 20,000 
granules.  

      

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Configure BMGT to export either to a fake ECHO endpoint, or to a proxy 

which will allow logging of all exports. 
  

3 Ensure that the BMGT system is quiesced, with no requests in the PENDING 
state. 

  

4 Stop the automatic driver<br />EcBmBMGTAutoStop &lt;MODE&gt;   
5 <i></i>  #comment 
6 <i>Setup</i>  #comment 
7 <i>S-1 Perform the following operations, ensuring that different granules are 

used for each:<br />    a) 40,000 Datapool granule publications</i> 
 #comment 

8 40,000 non public granules from collection C1 and write their IDs to a file<br 
/><br />select granuleid from AmGranule <br />where ShortName = 
${C1.ShortName} <br />and VersionId = ${VersionId} <br />and 
coalesce(isOrderOnly,'B') in ('Y', 'H')<br />limit 40000<br /><br />Write 
results to a file 

  

9 <i>Actually the following query should be used to find 40K non-public  #comment 
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# Action Expected Result Notes 
granules to publish:<br /><br />select granuleid from AmGranule<br 
/>where ShortName = ${C1.ShortName}<br />and VersionId = 
${VersionId}<br />and coalesce(isOrderOnly,'B') in ('Y', 'H')<br />and 
coalesce(DeleteFromArchive, 'N') = 'N'<br />and DeleteEffectiveDate IS 
NULL<br />and granuleid not in (select granuleid from 
DsMdGranuleRestriction)<br />limit 40000;</i> 

10 <i>The below step didn't necessarily publish all granules we found by the 
above query because some of the candidates to be published already had a 
later version of the same data in the data pool caused by a duplicate granule 
ingested.</i> 

 #comment 

11 publish the granules. <br />EcDlPublishUtilityStart &lt;MODE&gt; -ecs  -
file &lt;FileName&gt; 

  

12 <i>S-1 Perform the following operations, ensuring that different granules are 
used for each:<br />    b) 40,000 Datapool granule unpublications</i> 

 #comment 

13 select 40,000 public granules from collection C2 and write their IDs to a 
file<br /><br />select granuleid from AmGranule <br />where ShortName = 
${C1.ShortName} <br />and VersionId = ${VersionId} <br />and 
coalesce(isOrderOnly,'B') ='B'<br />limit 40000<br /><br />Write results to a 
file 

  

14 unpublish the granules. <br />EcDlUnPublishUtilityStart -mode 
&lt;MODE&gt; -file &lt;FileName&gt; 

  

15 <i>S-1 Perform the following operations, ensuring that different granules are 
used for each:<br />    c) 20,000 Datapool granule updates - perform this by 
moving one or more collections with a total of 20,000 granules.</i> 

 #comment 

16 Find a collection C3 with 20,000 public granules:<br /><br />Ensure:<br 
/>select count(1) from AmGranule where granuleId not in (select granuleid 
from DsMdGranuleRestriction) <br />and shortname = ${C3.ShortName} 
and versionid = ${C3.VersionId} 

  

17 Move collection C3 to a different filesystem (e.g., from ${FS_OLD} to 
${FS_NEW}):<br /><br />EcDlMoveCollection.pl ${MODE} -shortname 
${SHORTNAME} -versionid ${VERSIONID} -sourcefs ${FS_OLD} -
targetfs ${FS_NEW} -verbose 

  

18 <i>We ended up using collection MYD13AQ1.086 and moved this collection 
of 29,021 granules from FS4 to FS2.  This took</i> 

 #comment 

19 Note the current Time, $StartTime   
20 Start the auto driver <br />EcBmBMGTAutoStart &lt;MODE&gt;<br /><br 

/>(and ensure that the dispatcher is running by inspecting the GUI or log) 
  



 

2283 
 

# Action Expected Result Notes 
21 <i>Verification</i>  #comment 
22 <i>V-1 Verify that the operations in S-1 result in the export of the 

following:<br />    a) 100,000 HTTP PUT requests containing full granule 
metadata</i> 

 #comment 

23 Inspect the proxy or fake ECHO log to verify that 100,000 HTTP PUT 
requests were sent 

  

24 <i>V-2 Inspect the database metrics to ensure that during the process of this 
test, the database suffers no more than a 10% performance degradation.</i> 

 #comment 

25 TBD   
26 <i>V-3 Verify that all exports resulting from S-1 complete within 1 hour of 

the start of the test.</i> 
 #comment 

27 Verify that all exports are complete withing 1 hour of $StartTime   

 
 
TEST DATA: 
 
 
 
 

Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

                  

                  

 
EXPECTED RESULTS: 
 
 
 
 

   V  700  1  Verify that the operations in S-1 result in the export of the following:  
 
a)     100,000 HTTP PUT requests containing full granule metadata  

      

   V  700  2  Inspect the database metrics to ensure that during the process of this test, the database suffers no more       
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than a 10% performance degradation.  

   V  700  3  Verify that all exports resulting from S-1 complete within 1 hour of the start of the test.        

 

676 PERFORMANCE - GRANULE UPDATES (ECS-ECSTC-3086) 

DESCRIPTION: 
 
 

   S  710  1  [Performance - Granule Updates] Perform the 
following operations, ensuring that different granules 
are used for each:  
 
a)     Use the XRU to replace the metadata for 5,000 
granules.  
 
b)     Restrict 5,000 granules.  
 
c)     Unrestrict 5,000 granules.  
 
d)     Hide 5,000 granules.  
 
e)     Unhide 5,000 granules.  

      

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Configure BMGT to export either to a fake ECHO endpoint, or to a proxy 

which will allow logging of all exports. 
  

3 <i>Set BMGT.AutoDriver.MaxEvents to 60000 (instead of 300000) on 
BMGT GUI Configuration tab.</i> 

 #comment 

4 Ensure the collections are installed and enabled for collection and granule 
export. This can be confirmed on the BMGT GUI (Collection Configuration 
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# Action Expected Result Notes 
tab) or via the database as follows:<br /><br />SELECT granuleexportflag , 
collectionexportflag <br />FROM bg_collection_configuration<br />WHERE 
shortname = &lt;SHORTNAME&gt;<br />AND versionid = 
&lt;VERSIONID&gt;;<br /><br />If they are not enabled, <br /><br 
/>UPDATE bg_collection_configuration<br />SET granuleexportflag = 'Y', 
collectionexportflag = 'Y'<br />WHERE shortname = 
&lt;SHORTNAME&gt;<br />AND versionid = &lt;VERSIONID&gt;;<br 
/><br />Allow any export requests generated by these actions to complete.<br 
/> 

5 <i>Restrict 5000 granules:</i>  #comment 
6 Ensure that there are enough granules in the collection by ensuring that this 

query returns a number higher than 5000:<br />select count(1) from 
AmGranule where granuleId not in (select granuleid from 
DsMdGranuleRestriction) <br />and shortname = ${C3.ShortName} and 
versionid = ${C3.VersionId} 

  

7 Find a restriction flag value to use.  valid values are found by running:<br 
/>select * from DsMdRestrictionFlag where restrictionFlag != 255<br />note 
one of the RestrictionFlag column values and record it as 
${RestrictionFlag}<br /><br />If no rows are returned, insert a new row with 
restrictionFlag value &lt; 255 and &gt; 0 

  

8 insert into DsMdGranuleRestriction (granuleid, restrictionflag, unpublishflag, 
lastupdate) <br />values select granuleid, ${RestrictionFlag}, 'N', lastupdate) 
<br />from AmGranule where granuleId not in (select granuleid from 
DsMdGranuleRestriction) <br />and shortname = ${C3.ShortName} and 
versionid = ${C3.VersionId}<br />limit 5000<br /> 

  

9 Allow the automatic driver to run and the requests generated for these 
restrictions to complete 

  

10 Ensure that the BMGT system is quiesced, with no requests in the PENDING 
state. 

  

11 Pause the dispatcher using the GUI   
12 <i>Setup</i>  #comment 
13 <i>S-1 Perform the following operations, ensuring that different granules are 

used for each:<br />    a) Use the XRU to replace the metadata for 5,000 
granules.</i> 

 #comment 

14 Get metadata file paths for 5000 granules:<br />select 'cp ' || p.path || '/' || 
f.archivemetfilename || ' ${stagingDirPath}' from AmGranule g<br />join 
ammetadatafile f on f.granuleid = g.granuleid<br />join DsMdXmlPath p on 
f.archivepathid = p.archivepathid<br />where g.ShortName= 
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# Action Expected Result Notes 
{$C1.ShortName} and g.VersionId = ${C1.VersionId}<br />limit 5000<br 
/><br />Where ${StagingDirPath} is a path where metadata fiels will be 
copied and modified. <br />direct the results fo this query to a ${ScriptFile} 

15 <i>Actually to find the appropriate collection to modify XML, we used this 
query:<br /><br /><br />select a.shortname, a.versionid, count(1) from 
amgranule a, bg_collection_configuration b where a.granuleId not in (select 
granuleid from DsMdGranuleRestriction)<br />and a.shortname = 
b.shortname and a.versionid = b.versionid and b.granuleexportflag = 'Y' and 
b.collectionexportflag = 'Y' and a.deleteeffectivedate IS NULL and 
deletefromarchive = 'N'<br />group by a.shortname, a.versionid order by 
count(1);<br /><br />This will avoid finding things that are marked for 
deletion.</i> 

 #comment 

16 <i>Rewrote the above step as follows:<br />o cpit.out;<br />select 'cp ' || 
p.path || '/' || f.archivemetfilename || ' ${stagingDirPath}' from<br 
/>AmGranule g<br />join ammetadatafile f on f.granuleid = g.granuleid<br 
/>join DsMdXmlPath p on f.archivepathid = p.archivepathid<br />where 
g.ShortName= {$C1.ShortName} and g.VersionId = ${C1.VersionId};<br 
/><br />Where ${StagingDirPath} is a path where metadata files will be 
copied and modified. <br />The results will be in script file cpit.out.  Edit 
cpit.out and remove the first two line and last two lines of the file.</i> 

 #comment 

17 Copy metadata files to the statging location:<br />mkdir ${StagingDirPath} 
<br />chmod 777 ${ScriptFile}<br />./${ScriptFile} 

  

18 Modify the metadata:<br />In the ${StagingDirPath} directory, run<br />sed 
-ie '/LocalVersionID/{s/&gt;\(.*\)&lt;/&gt;\1-MODIFIED&lt;/g}' *.xml 

  

19 <i>Actually prior to the above step, you need to cd ${StagingDirPath}.  Then 
the command to modify an xml file in place is to run: sed -i 
'/LocalVersionID/{s/&gt;\(.*\)&lt;/&gt;\1-MODIFIED&lt;/g}' *.xml<br 
/>You also need to ensure that the metadata you are modifying does indeed 
contain &quot;LocalVersionID&quot;.  This test was tried with 
AE_Land.002 and that did not have LocalVersionID.  We used 
MYD10A1.086 and MYD11_L2.086.</i> 

 #comment 

20 Replace the metadata:<br />on x4dpl01 run<br />EcDsAmXruStart 
&lt;MODE&gt; -xmldir ${StagingDirPath} 

  

21 <i>The above step should say &quot;Replace the metadata: on x5dpl01 run 
EcDsAmXruStart &lt;MODE&gt; -xmldir ${StagingDirPath}</i> 

 #comment 

22 <i>S-1 Perform the following operations, ensuring that different granules are 
used for each:<br />    b) Restrict 5,000 granules.</i> 

 #comment 

23 Ensure that there are enough granules in the collection by ensuring that this   
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# Action Expected Result Notes 
query returns a number higher than 5000:<br />select count(1) from 
AmGranule where granuleId not in (select granuleid from 
DsMdGranuleRestriction) <br />and shortname = ${C2.ShortName} and 
versionid = ${C2.VersionId} 

24 Find a restriction flag value to use.  valid values are found by running:<br 
/>select * from DsMdRestrictionFlag where restrictionFlag != 255<br />note 
one of the RestrictionFlag column values and record it as 
${RestrictionFlag}<br /><br />If no rows are rertuend, insert a new row with 
restrictionFlag value &lt; 255 and &gt; 0 

  

25 insert into DsMdGranuleRestriction (granuleid, restrictionflag, unpublishflag, 
lastupdate) <br />values select granuleid, ${RestrictionFlag}, 'N', lastupdate) 
<br />from AmGranule where granuleId not in (select granuleid from 
DsMdGranuleRestriction) <br />and shortname = ${C2.ShortName} and 
versionid = ${C2.VersionId}<br />limit 5000 

  

26 <i>S-1 Perform the following operations, ensuring that different granules are 
used for each:<br />    c) Unrestrict 5,000 granules.</i> 

 #comment 

27 delete DsMdGranuleRestriction r<br />join AmGranule g on r.granuleid = 
g.granuleid<br />where g.shortname = ${C3.ShortName} and g.versionid = 
${C3.VersionId} 

  

28 <i>Actually this works:  delete from DsMdGranuleRestriction where 
granuleid in (select granuleid from amgranule where shortname = 'AE_Land' 
and versionid = 2);</i> 

 #comment 

29 <i>S-1 Perform the following operations, ensuring that different granules are 
used for each:<br />    d) Hide 5,000 granules.</i> 

 #comment 

30 Ensure that there are enough granules in the collection by ensuring that this 
query returns a number higher than 5000:<br />select count(1) from 
AmGranule where DeleteFromArchive != 'H'<br />and shortname = 
${C4.ShortName} and versionid = ${C4.VersionId} 

  

31 update AmGranule set DeleteFromArchive = 'H' where g.shortname = 
${C4.ShortName} and g.versionid = ${C4.VersionId} limit 5000 

  

32 <i>S-1 Perform the following operations, ensuring that different granules are 
used for each:<br />    e) Unhide 5,000 granules.</i> 

 #comment 

33 Ensure that there are enough granules in the collection by ensuring that this 
query returns a number higher than 5000:<br />select count(1) from 
AmGranule where DeleteFromArchive = 'H'<br />and shortname = 
${C5.ShortName} and versionid = ${C5.VersionId} 

  

34 update AmGranule set DeleteFromArchive = 'H' where g.shortname =   
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# Action Expected Result Notes 
${C5.ShortName} and g.versionid = ${C5.VersionId} limit 5000 

35 <i>Actually the above query should be:  update AmGranule set 
DeleteFromArchive = 'N' where granuleid in (select granuleid from 
AmGranule where shortname = ${C5.ShortName} and g.versionid = 
${C5.VersionId} limit 5000);</i> 

 #comment 

36 Resume BMGT dispatcher using the GUI, recording the time at which the 
resumption occurs 

  

37 <i>Verification</i>  #comment 
38 <i>V-1 Verify that the operations in S-1 result in the export of the 

following:<br />    a) 25,000 HTTP PUT requests containing full granule 
metadata</i> 

 #comment 

39 Inspect the proxy or fake ECHO log to verify that 25,000 HTTP PUT 
requests were sent 

  

40 <i>V-2 Inspect the database metrics to ensure that during the process of this 
test, the database suffers no more than a 10% performance degradation.</i> 

 #comment 

41 TBD   
42 <i>V-3 Verify that all exports resulting from S-1 complete within 1 hour of 

the start of the test.</i> 
 #comment 

43 *Verify that all 25,000 requests are moved to the SUCCESS state within 1 
hour after the recorded dispatcher resumption time. 

  

 
 
TEST DATA: 
 
 
 
 

Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

                  

                  

 
EXPECTED RESULTS: 
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   V  710  1  Verify that the operations in S-1 result in the export of the following:  
 
a)     25,000 HTTP PUT requests containing full granule metadata  

      

   V  710  2  Inspect the database metrics to ensure that during the process of this test, the database suffers no more 
than a 10% performance degradation.  

      

   V  710  3  Verify that all exports resulting from S-1 complete within 1 hour of the start of the test.        

 

677 PERFORMANCE - COLLECTION INSERTS/UPDATES (ECS-ECSTC-3087) 

DESCRIPTION: 
 
 

   S  720  1  [Performance - Collection Inserts/Updates] Perform 
the following operations, ensuring that different 
collections are used for each:  
 
a)     Insert or update 900 collections.  If 900 collections 
do not exist, then insert or update all of the available 
collections.  

      

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Configure BMGT to export either to a fake ECHO endpoint, or to a proxy 

which will allow logging of all exports. 
  

3 Ensure the collections are installed and enabled for collection and granule 
export. This can be confirmed on the BMGT GUI (Collection Configuration 
tab) or via the database as follows:<br /><br />SELECT granuleexportflag , 
collectionexportflag <br />FROM bg_collection_configuration<br />WHERE 
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# Action Expected Result Notes 
shortname = &lt;SHORTNAME&gt;<br />AND versionid = 
&lt;VERSIONID&gt;;<br /><br />If they are not enabled, <br /><br 
/>UPDATE bg_collection_configuration<br />SET granuleexportflag = 'Y', 
collectionexportflag = 'Y'<br />WHERE shortname = 
&lt;SHORTNAME&gt;<br />AND versionid = &lt;VERSIONID&gt;;<br 
/><br />Allow any export requests generated by these actions to complete. 

4 Ensure that the BMGT system is quiesced, with no requests in the PENDING 
state. 

  

5 Pause the dispatcher using the GUI   
6 <i>Setup</i>  #comment 
7 <i>S-1 Perform the following operations, ensuring that different collections 

are used for each:<br />    a) Insert or update 900 collections.  If 900 
collections do not exist, then insert or update all of the available 
collections.</i> 

 #comment 

8 Update the DsGeESDTConfiguredType table manually to simulate collection 
updates by executing the following queries sequentially:<br /><br />update 
DsGeESDTConfiguredType<br />set esdtstate = 'updating';<br /><br 
/>update DsGeESDTConfiguredType<br />set esdtstate = 'installed'; 

  

9 <i>Actually the above queries should be:  update 
DsGeESDTConfiguredType set esdtstate = 'updating' where configuredName 
in (select configuredName from DsGeESDTConfiguredType limit 900); 
&amp; update DsGeESDTConfiguredType set esdtstate = 'installed' where 
esdtstate = 'updating';</i> 

 #comment 

10 Verify the dsmdgreventhistory table has a CLUPDATE event for each of the 
updated collections:<br /><br />select count(1)<br />from 
dsmdgreventhistory<br />where eventType = 'CLUPDATE'<br />and 
eventTime &gt; '${StartTime}; 

  

11 Resume BMGT dispatcher using the GUI, recording the time at which the 
resumption occurs. 

  

12 Record the time at which all the requests were completed.   
13 <i>Verification</i>  #comment 
14 <i>V-1 Verify that the operations in S-1 result in the export of the 

following:<br />    a) 900 HTTP PUT requests containing full collection 
metadata.  If there were not 900 collections to export, verify that the number 
of HTTP PUT requests matches the number of collections which were 
inserted/updated.</i> 

 #comment 

15 Inspect the proxy or fake ECHO log to verify that one HTTP PUT requests   
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# Action Expected Result Notes 
was sent per collection updated. 

16 <i>V-2 Inspect the database metrics to ensure that during the process of this 
test, the database suffers no more than a 10% performance degradation.</i> 

 #comment 

17 TBD   
18 <i>V-3 Verify that all exports resulting from S-1 complete within 1 hour of 

the start of the test.</i> 
 #comment 

19 Verify that all requests are moved to the SUCCESS state within 1 hour after 
the recorded dispatcher resumption time. 

  

20 <i>V-4 Verify that on average, the collection metadata was generated and 
exported at a rate greater than or equal to 7 collections per second.<br 
/>Note: this equates to a rate of 25,000 per hour.</i> 

 #comment 

21 select count(1) as &quot;Total complete requests&quot;, count(1) /<br />    
(<br />        date_part('epoch', '${STOP_TIME}) -<br />        
date_part('epoch', TIMESTAMP '${START_TIME}')<br />    ) as 
&quot;Average requests per second&quot;<br />from bg_export_request<br 
/>where enqueueTime &gt; '${START_TIME}'<br />and itemType = 
'CL'<br />and status = 'SUCCESS';<br /><br />Ensure that the 'average 
requests per second' is greater than 7 

  

 
 
TEST DATA: 
 
 
 
 

Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

                  

                  

 
EXPECTED RESULTS: 
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   V  720  1  Verify that the operations in S-1 result in the export of the following:  
 
a)     900 HTTP PUT requests containing full collection metadata.  If there were not 900 collections to export, 
verify that the number of HTTP PUT requests matches the number of collections which were inserted/updated.  

      

   V  720  2  Inspect the database metrics to ensure that during the process of this test, the database suffers no more than a 
10% performance degradation.  

      

   V  720  3  Verify that all exports resulting from S-1 complete within 1 hour of the start of the test.        

   V  720  4  Verify that on average, the collection metadata was generated and exported at a rate greater than or equal to 7 
collections per second. Note: this equates to a rate of 25,000 per hour.  

      

 

678 PERFORMANCE – MISBR (ECS-ECSTC-3088) 

DESCRIPTION: 
 
 

   S  730  1  [Performance – MISBR] Perform the following 
operations, ensuring that different granules are used for 
each:  
 
a)     Insert 4,300 MISR Level 1 granules, which are 
related to MISBR granules.  
 
b)     Insert 4,300 MISR Level 2 granules, which are 
related to MISBR granules.  
 
c)     Insert 860 MISBR granules which are related to 
MISR Level 1 and 2 science granules.  
 
d)     Delete 4,300 MISR Level 1 granules, which are 
related to MISBR granules.  
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e)     Delete 4,300 MISR Level 2 granules, which are 
related to MISBR granules.  
 
f)      Delete 860 MISBR granules which are related to 
MISR Level 1 and 2 science granules.  

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure the test MISBR, MISR Level 1, MISR Level 2, and MIB2GEOP 

collections are installed. 
  

3 Ensure the test collections are configured to be public on ingest.   
4 Ensure test collections are configured for collection and granule export.   
5 Ensure AIM has no MISR granules that match the test MISBR granules.<br 

/><br />Use the xpath utility to get the Path Number, Orbit Number, Product 
Version, and Camera ID from the browse metadata file:<br /><br />xpath 
&quot;//PSAs/PSA[PSAName='SP_AM_PATH_NO']/PSAValue/text()&quo
t; misbr.xml<br /><br />xpath 
'//OrbitCalculatedSpatialDomain/OrbitCalculatedSpatialDomainContainer/Or
bitNumber/text()' misbr.xml<br /><br />xpath 
&quot;//PSAs/PSA[PSAName='SP_AM_MISR_ProductVersion']/PSAValue
/text()&quot; misbr.xml<br /><br />xpath 
'//Platform/Instrument/Sensor/SensorShortName/text()' misbr.xml<br /><br 
/>Query AIM for matching MISR Level 1 granules:<br />select 
esdt(g.shortname, g.versionid) ESDT, g.granuleid<br />from amgranule g<br 
/>join dsmdmisrattributes a<br />on g.granuleid = a.granuleid<br />join 
dsmdmisrcamera c<br />on g.granuleid = c.granuleid<br />join 
dsmdmisrprocessingcriteria p<br />on (g.shortname = p.shortname<br />  and 
g.versionid = p.versionid)<br />where p.type = '1'<br />and a.orbitnumber = 
$ORBITNUMBER<br />and a.pathno = $PATHNUMBER<br />and 
a.productversion = $PRODUCTVERSION<br />and c.cameraid = 
$CAMERAID<br /><br />Query AIM for matching MISR Level 2 
granules:<br />select esdt(g.shortname, g.versionid) ESDT, g.granuleid<br 
/>from amgranule g<br />join dsmdmisrattributes a<br />on g.granuleid = 
a.granuleid<br />join dsmdmisrcamera c<br />on g.granuleid = 
c.granuleid<br />join dsmdmisrprocessingcriteria p<br />on (g.shortname = 
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# Action Expected Result Notes 
p.shortname<br />  and g.versionid = p.versionid)<br />where p.type = '2'<br 
/>and a.orbitnumber = $ORBITNUMBER<br />and a.pathno = 
$PATHNUMBER<br />and c.cameraid = 'AN' 

6 Ensure AIM has no MISBR granules that match the test MISR granules.<br 
/><br />Use the xpath utility to get the Path Number, Orbit Number, Product 
Version, and Camera ID from the granule metadata files:<br /><br />xpath 
&quot;//PSAs/PSA[PSAName='SP_AM_PATH_NO']/PSAValue/text()&quo
t; granule.xml<br /><br />xpath 
'//OrbitCalculatedSpatialDomain/OrbitCalculatedSpatialDomainContainer/Or
bitNumber/text()' granule.xml<br /><br />xpath 
&quot;//PSAs/PSA[PSAName='SP_AM_MISR_ProductVersion']/PSAValue
/text()&quot;<br /><br />xpath 
'//Platform/Instrument/Sensor/SensorShortName/text()' granule.xml<br /><br 
/>Query AIM for MISBR matching the MISR Level 1 granules:<br />select 
esdt(g.shortname, g.versionid) ESDT, g.granuleid<br />from amgranule g<br 
/>join dsmdmisrattributes a<br />on g.granuleid = a.granuleid<br />join 
dsmdmisrcamera c<br />on g.granuleid = c.granuleid<br />join 
dsmdmisrprocessingcriteria p<br />on (g.shortname = p.shortname<br />  and 
g.versionid = p.versionid)<br />where p.type = 'B'<br />and a.orbitnumber = 
$ORBITNUMBER<br />and a.pathno = $PATHNUMBER<br />and 
a.productversion = $PRODUCTVERSION<br />and c.cameraid = 
$CAMERAID<br /><br />Query AIM for MISBR matching the MISR Level 
2 granules:<br />select esdt(g.shortname, g.versionid) ESDT, g.granuleid<br 
/>from amgranule g<br />join dsmdmisrattributes a<br />on g.granuleid = 
a.granuleid<br />join dsmdmisrcamera c<br />on g.granuleid = 
c.granuleid<br />join dsmdmisrprocessingcriteria p<br />on (g.shortname = 
p.shortname<br />  and g.versionid = p.versionid)<br />where p.type = 'B'<br 
/>and a.orbitnumber = $ORBITNUMBER<br />and a.pathno = 
$PATHNUMBER<br />and c.cameraid = 'AN' 

  

7 Ensure EcDlInsertUtility.properties has this:<br /><br 
/>MISR_SPECIAL_PROCESSING=Y<br /><br />Bounce DPAD after 
changing the value:<br /><br />./EcDlActionDriverStart $MODE 

  

8 Ensure that a TCP proxy or mock ECHO is capturing BMGT traffic.   
9 Ensure the BMGT dispatcher and auto driver are running:<br /><br 

/>./EcBmBMGTAppStart $MODE 
ps auxww | sed -n 
'/OPS\/CUSTOM/{;s/.* -D\(Bmgt[^ 
]*\).*/\1/p;}'<br /><br 
/>BmgtComponent=EcBmDispatcher
<br 
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# Action Expected Result Notes 
/>BmgtComponent=EcBmAuto<br 
/>BmgtComponent=EcBmMonitor 

10 <i>Actually we make sure that the Dispatcher is down at this point.  Do not 
bring it up yet.</i> 

 #comment 

11 <i>Setup</i>  #comment 
12 <i>S-1 Perform the following operations, ensuring that different granules are 

used for each:</i> 
 #comment 

13 <i>a) Insert 4,300 MISR Level 1 granules, which are related to MISBR 
granules.</i> 

 #comment 

14 Perform an ingest on 4,300 MISR L1 granules and their related MISBR   
15 <i>b) Insert 4,300 MISR Level 2 granules, which are related to MISBR 

granules.</i> 
 #comment 

16 Perform an ingest on 4,300 MISR L2 granules and their related MISBR   
17 <i>c) Insert 860 MISBR granules which are related to MISR Level 1 and 2 

science granules.</i> 
 #comment 

18 Ensure that the above MISR science ingests contain at least 860 MISBR 
granules as well. 

  

19 <i>d) Delete 4,300 MISR Level 1 granules, which are related to MISBR 
granules.</i> 

 #comment 

20 Perform a logical or physical delete on 4,300 MISR L1 granules and their 
related MISBR 

  

21 <i>e) Delete 4,300 MISR Level 2 granules, which are related to MISBR 
granules.</i> 

 #comment 

22 Perform a logical or physical delete on 4,300 MISR L2 granules and their 
related MISBR 

  

23 <i>f) Delete 860 MISBR granules which are related to MISR Level 1 and 2 
science granules.</i> 

 #comment 

24 Ensure that the above MISR science deletes contain at least 860 MISBR 
granules as well. 

  

25 <i>Bring up AutoDriver and Dispatcher</i>  #comment 
26 <i>Verification</i>  #comment 
27 V-1 Verify that the operations in S-1 result in the export of the following:<br 

/>    a) 4,300 HTTP PUT requests containing full granule metadata for MISR 
Level 1 granules.<br />    b) 4,300 HTTP PUT requests containing full 
granule metadata for MISR Level 2 granules.<br />    c)   860 HTTP PUT 
requests containing full granule metadata for MISBR granules.<br />        a. 
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# Action Expected Result Notes 
In addition, 860 HTTP PUT requests containing the full granule metadata for 
the MISR science granules related to the inserted MISBR granules.<br />    d) 
4,300 HTTP DELETE requests containing no body, but pointing to a URL 
which relates to a MISR level 1 granule.<br />    e) 4,300 HTTP DELETE 
requests containing no body, but pointing to a URL which relates to a MISR 
level 2 granule.<br />    f)   860 HTTP DELETE requests containing no body, 
but pointing to a URL which relates to a MISBR granule.<br />        a. In 
addition, 860 HTTP PUT requests containing the full granule metadata for 
the MISR science granules related to the deleted MISBR granules.<br />For a 
total of 11,180 HTTP PUT requests, and 9.460 HTTP DELETE requests. 

28 V-2 Inspect the database metrics to ensure that during the process of this test, 
the database suffers no more than a 10% performance degradation. 

  

29 V-3 Verify that all exports resulting from S-1 complete within 1 hour of the 
start of the test. 

  

 
 
TEST DATA: 
 
 
 
 

Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

                  

                  

 
EXPECTED RESULTS: 
 
 
 
 

   V  730  1  Verify that the operations in S-1 result in the export of the following:  
 
a)     4,300 HTTP PUT requests containing full granule metadata for MISR Level 1 granules.  

      



 

2297 
 

 
b)     4,300 HTTP PUT requests containing full granule metadata for MISR Level 2 granules.  
 
c)     860 HTTP PUT requests containing full granule metadata for MISBR granules.  
 
a.     In addition, 860 HTTP PUT requests containing the full granule metadata for the MISR science 
granules related to the inserted MISBR granules.  
 
d)     4,300 HTTP DELETE requests containing no body, but pointing to a URL which relates to a MISR 
level 1 granule.  
 
e)     4,300 HTTP DELETE requests containing no body, but pointing to a URL which relates to a MISR 
level 2 granule.  
 
f)      860 HTTP DELETE requests containing no body, but pointing to a URL which relates to a MISBR 
granule.  
 
a.     In addition, 860 HTTP PUT requests containing the full granule metadata for the MISR science 
granules related to the deleted MISBR granules.  
 
For a total of 11,180 HTTP PUT requests, and 9.460 HTTP DELETE requests.  

   V  730  2  Inspect the database metrics to ensure that during the process of this test, the database suffers no more 
than a 10% performance degradation.  

      

   V  730  3  Verify that all exports resulting from S-1 complete within 1 hour of the start of the test.        

 

679 PERFORMANCE - LONG FORM VERIFICATION (ECS-ECSTC-3089) 

DESCRIPTION: 
 
 

  S 740 1 [Performance - Long Form Verification] Perform a 
long form verification which contains 100,000 granules. 
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PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Configure BMGT to export either to a fake ECHO endpoint, or to a proxy 

which will allow logging of all exports. 
  

3 Ensure that the BMGT system is quiesced, with no requests in the PENDING 
state. 

  

4 Pause the BMGT dispatcher via the GUI   
5 <i>Setup</i>  #comment 
6 <i>S-1 Perform a long form verification which contains 100,000 

granules.</i> 
 #comment 

7 Identify 100,000 granules whose collections have previously been enabled for 
granule export.  Write the granule ids to a file. 

  

8 Perform a long form verification of these granules:<br 
/>EcBmBMGTManualStart &lt;MODE&gt; -metg -long -gf &lt;File&gt; 

  

9 Note the current time, $StartTime   
10 Resume the BMGT dispatcher via the GUI   
11 <i>Verification</i>  #comment 
12 <i>V-1 Verify that the operations in S-1 result in the export of 100,000 HTTP 

PUT requests containing full granule metadata.</i> 
 #comment 

13 Inspect the proxy or fake ECHO log to verify that 100,000 HTTP PUT 
requests were sent 

  

14 <i>V-2 Inspect the database metrics to ensure that during the process of this 
test, the database suffers no more than a 10% performance degradation.</i> 

 #comment 

15 TBD   
16 <i>V-3 Verify that all exports resulting from S-1 complete within 1 hour of 

the start of the test.</i> 
 #comment 

17 Verify that all exports are complete withing 1 hour of $StartTime   

 
 
TEST DATA: 
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Crit 
id 

Crit ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

                  

                  

 
EXPECTED RESULTS: 
 
 
 
 

   V  740  1  Verify that the operations in S-1 result in the export of 100,000 HTTP PUT requests containing full 
granule metadata.  

      

   V  740  2  Inspect the database metrics to ensure that during the process of this test, the database suffers no more 
than a 10% performance degradation.  

      

   V  740  3  Verify that all exports resulting from S-1 complete within 1 hour of the start of the test.        

 

680 ECS COLLECTION ADDITIONAL METADATA[S-02]: ECS 
GRANULESPATIALREPRESENTATION (ECS-ECSTC-3090) 

DESCRIPTION: 
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   S  20  1  [ECS Collection Additional Metadata] Attempt to configure the CoordinateSystem in the database or configuration 
file for an ECS collection to a value other than “CARTESIAN” or “GEODETIC”.  

      

   S  20  2  Attempt to configure the GranuleSpatialRepresentation in the database or configuration file for an ECS collection to a 
value other than “CARTESIAN”, “GEODETIC”, “ORBIT”, or “NO_SPATIAL”.  

      

   S  20  3  Attempt to configure the CoordinateSystem for an ISO collection to a non null value.        

   S  20  4  Attempt to configure the GranuleSpatialRepresentation for an ISO collection to a non null value.        

   S  20  5  For each of the valid backtrack types, request the export of collection metadata for a collection which is configured for 
that type.    

      

   S  20  6  Request the export of metadata for a collection which is not configured for backtrack metadata.          

   S  20  7  For each of the valid TwoDCoordinateSystem types, request the export of collection metadata for a collection which is 
configured for that type.  

      

   S  20  8  Request the export of metadata for a collection which is not configured for a TwoDCoordinateSystem.        

   S  20  9  Request the export of metadata for a collection whose native metadata contains Product Specific Attributes (PSAs).        

   S  20  10  Find one collection with a DIF ID defined and one without.  Attempt to modify the DIF ID for the collection which has 
one defined.  

      

   S  20  11  For the two collections identified in the previous step, request the manual export of collection metadata        

   S  20  12  Attempt to configure the CoordinateSystem for an ECS collection to null (i.e. automatically populate).  Request the 
manual export of this collection.  

      

   S  20  13  Attempt to configure the GranuleSpatialRepresentation for an ECS collection to null (i.e. automatically populate).  
Request the manual export of this collection.  
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PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure all test collections are installed in the mode.   
3 Ensure all test collections are configured for collection and granule metadata 

export (collectionexportflag = 'Y' and granuleexportflag = 'Y'):<br /><br 
/>select collectionexportflag, granuleexportflag<br />from 
bg_collection_configuration<br />where shortname = 
&lt;SHORT_NAME&gt;<br />and versionid = &lt;VERSION_ID&gt;<br 
/><br />update bg_collection_configuration<br />set collectionexportflag = 
'Y',<br />granuleexportflag = 'Y'<br />where shortname = 
&lt;SHORT_NAME&gt;<br />and versionid = &lt;VERSION_ID&gt; 

  

4 Ensure a local copy of the collection schema is available to validate 
against.<br />If needed, download from here:<br 
/>https://api.echo.nasa.gov/ingest/schema/Collection.xsd 

  

5 Ensure a TCP proxy is capturing BMGT traffic.   
6 <i>Setup</i>  #comment 
7 <i>S-2 Attempt to configure the GranuleSpatialRepresentation in the 

database or configuration file for an ECS collection to a value other than 
“CARTESIAN”, “GEODETIC”, “ORBIT”, or “NO_SPATIAL”.</i> 

 #comment 

8 Update the collection BMGT configuration table, setting the value of the S-2 
collection's GranuleSpatialRepresentation to an invalid value.<br />E.g.,<br 
/><br />update bg_collection_configuration<br />set 
GranuleSpatialRepresentation='NONEUCLIDEAN'<br />where 
ShortName='&lt;SHORT_NAME&gt;'<br />and 
VersionID=&lt;VERSION_ID&gt; 

  

9 <i>Verification</i>  #comment 
10 <i>V-2 Verify that in S-2, it is not possible to set the 

GranuelSpatialRepresentation to a value other than “CARTESIAN”, 
“GEODETIC”, “ORBIT”, or “NO_SPATIAL” or that if it is possible, 
subsequent metadata export for this collection fails due to the invalid Granule 
Spatial Representation value (and that the log indicates the reason for the 
failure).</i> 

 #comment 

11 Request the export of the test collection:<br /><br 
/>EcBmBMGTManualStart --mode $MODE --metc --collections 
${SHORT_NAME}.${VERSION_ID} 
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# Action Expected Result Notes 
12 Verify the manual export fails.   
13 Verify the log file records the export failure and the reason for failure.   
14 Verify the log file records the export failure and the reason for failure.   
15 Verify the log file indicates the invalid GranuleSpatialRepresentation value 

caused the export failure. 
  

16 <i>V-12 Verify that all Collection metadata in the previous steps validates 
against https://api.echo.nasa.gov/ingest/schema/Collection.xsd</i> 

 #comment 

17 No collection metadata should have been exported.   

 
 
TEST DATA: 
See Test Case 595. 
 
EXPECTED RESULTS: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

   V  20  1  Verify that in S-1, it is not possible to set CoordinateSystem to a value other than “CARTESIAN” or “GEODETIC” or that if 
it is possible, subsequent metadata export for this collection fails due to the invalid Coordinate System value (and that the log 
indicates the reason for the failure).  

      

   V  20  2  Verify that in S-2, it is not possible to set the GranuelSpatialRepresentation to a value other than “CARTESIAN”, 
“GEODETIC”, “ORBIT”, or “NO_SPATIAL” or that if it is possible, subsequent metadata export for this collection fails due 
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to the invalid Granule Spatial Representation value (and that the log indicates the reason for the failure).  

   V  20  3  Verify that in S-3, it is not possible to populate the CoordinateSystem for an ISO collection or that if it is possible, subsequent 
metadata export for this collection fails due to the invalid Coordinate System value (and that the log indicates the reason for 
the failure).  

      

   V  20  4  Verify that in S-4, it is not possible to populate the GranuleSpatialRepresentation  for an ISO collection or that if it is possible, 
subsequent metadata export for this collection fails due to the invalid Granule Spatial Representation value (and that the log 
indicates the reason for the failure).     

      

   V  20  5  Verify that the collection metadata generated in S-5 contains a Spatial/OrbitParameters element which is populated according 
to the rules for the backtrack metadata type associated with the collection.  See the document 
BE_82_01_AdditionalMetadataDescription.doc for a detailed outline of the backtrack metadata.  

      

   V  20  6  Verify that the collection metadata generated in S-6 contains no Spatial/OrbitParameters element.        

   V  20  7  Verify that the collection metadata generated in S-7 contains a TwoDCoordinateSystems/TwoDCoordinateSystem element 
which is populated according to the rules for the TwoDCoordinateSystem type associated with the collection.  See the 
document BE_82_01_AdditionalMetadataDescription.doc for a detailed outline of TwoDCoordinateSystem metadata.  

      

   V  20  8  Verify that the collection metadata generated in S-8 contains no TwoDCoordinateSystems/TwoDCoordinateSystem element.        

   V  20  9  Verify that the collection metadata generated in S-9 contains an AdditionalAttributes/AdditionalAttribute element for each 
Product Specific Attribute (PSA) in the original collection metadata, and that all information in the PSA is also conveyed in 
the Additional Attribute.  

      

   V  20  10  Verify that in S-10, it is possible to modify the DIF ID for a collection via the GUI.        

   V  20  11  Verify that the metadata exported in S-11 contains the specified DIF ID for the collection for which one was provided, and 
contains no DIF ID for the other collection.  

      

   V  20  12  Verify that all Collection metadata in the previous steps validates against 
https://api.echo.nasa.gov/ingest/schema/Collection.xsd 

      

   V  20  13  Verify that the collection metadata generated in S-12 contains the default CoordinateSystem value.        
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   V  20  14  Verify that the collection metadata generated in S-13 contains the proper GranuleSpatialMetadata value derived from 
AmCollection.SpatialSearchType using the standard mapping:  
 

 SpatialSearchType => GranuleSpatialRepresentation  
 

 GPolygon           => GEODETIC  
 

 Orbit                   => ORBIT  
 

 Point                   => GEODETIC  
 

 Rectangle          => CARTESIAN  
 

 NotSupported  => NOSPATIAL  
 

      

   V  20  15  For the exports in S-5 – S-9, verify that the configured CoordinateSystem and GranuleSpatialRepresentation values are 
included in the metadata.  

      

 

681 ECS COLLECTION ADDITIONAL METADATA[S-03]: ISO COORDINATESYSTEM (ECS-ECSTC-
3091) 

DESCRIPTION: 
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   S  20  1  [ECS Collection Additional Metadata] Attempt to configure the CoordinateSystem in the database or configuration 
file for an ECS collection to a value other than “CARTESIAN” or “GEODETIC”.  

      

   S  20  2  Attempt to configure the GranuleSpatialRepresentation in the database or configuration file for an ECS collection to a 
value other than “CARTESIAN”, “GEODETIC”, “ORBIT”, or “NO_SPATIAL”.  

      

   S  20  3  Attempt to configure the CoordinateSystem for an ISO collection to a non null value.        

   S  20  4  Attempt to configure the GranuleSpatialRepresentation for an ISO collection to a non null value.        

   S  20  5  For each of the valid backtrack types, request the export of collection metadata for a collection which is configured for 
that type.    

      

   S  20  6  Request the export of metadata for a collection which is not configured for backtrack metadata.          

   S  20  7  For each of the valid TwoDCoordinateSystem types, request the export of collection metadata for a collection which is 
configured for that type.  

      

   S  20  8  Request the export of metadata for a collection which is not configured for a TwoDCoordinateSystem.        

   S  20  9  Request the export of metadata for a collection whose native metadata contains Product Specific Attributes (PSAs).        

   S  20  10  Find one collection with a DIF ID defined and one without.  Attempt to modify the DIF ID for the collection which has 
one defined.  

      

   S  20  11  For the two collections identified in the previous step, request the manual export of collection metadata        

   S  20  12  Attempt to configure the CoordinateSystem for an ECS collection to null (i.e. automatically populate).  Request the 
manual export of this collection.  

      

   S  20  13  Attempt to configure the GranuleSpatialRepresentation for an ECS collection to null (i.e. automatically populate).  
Request the manual export of this collection.  

      

  
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure all test collections are installed in the mode.   
3 Ensure all test collections are configured for collection and granule metadata 

export (collectionexportflag = 'Y' and granuleexportflag = 'Y'):<br /><br 
/>select collectionexportflag, granuleexportflag<br />from 
bg_collection_configuration<br />where shortname = 
&lt;SHORT_NAME&gt;<br />and versionid = &lt;VERSION_ID&gt;<br 
/><br />update bg_collection_configuration<br />set collectionexportflag = 
'Y',<br />granuleexportflag = 'Y'<br />where shortname = 
&lt;SHORT_NAME&gt;<br />and versionid = &lt;VERSION_ID&gt; 

  

4 Ensure a local copy of the collection schema is available to validate 
against.<br />If needed, download from here:<br 
/>https://api.echo.nasa.gov/ingest/schema/Collection.xsd 

  

5 Ensure a TCP proxy is capturing BMGT traffic.   
6 <i>Setup</i>  #comment 
7 <i>S-3 Attempt to configure the CoordinateSystem for an ISO collection to a 

non null value.</i> 
 #comment 

8 Set the test collection's CoordinateSystem to any string:<br /><br />update 
bg_collection_configuration<br />set collectioncoordinatesystem = 
'GEODETIC'<br />where shortname = ${SHORTNAME}<br />and 
versionid = ${VERSIONID} 

  

9 Request a manual export of the S-3 collection:<br /><br 
/>EcBmBMGTManualStart --mode $MODE --metc --collections 
$SHORT_NAME.$VERSION_ID 

  

10 <i>Verification</i>  #comment 
11 <i>V-3 Verify that in S-3, it is not possible to populate the CoordinateSystem 

for an ISO collection or that if it is possible, subsequent metadata export for 
this collection fails due to the invalid Coordinate System value (and that the 
log indicates the reason for the failure).</i> 

 #comment 

12 Verify the manual export fails.   
13 Verify the log file records the export failure.   
14 Verify the log file indicates the invalid CoordinateSystem value caused the 

export failure. 
  

15 <i>V-12 Verify that all Collection metadata in the previous steps validates 
against https://api.echo.nasa.gov/ingest/schema/Collection.xsd</i> 

 #comment 

16 No collection metadata should have been exported.   
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TEST DATA: 
See Test Case 595. 
 
EXPECTED RESULTS: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

   V  20  1  Verify that in S-1, it is not possible to set CoordinateSystem to a value other than “CARTESIAN” or “GEODETIC” or that if 
it is possible, subsequent metadata export for this collection fails due to the invalid Coordinate System value (and that the log 
indicates the reason for the failure).  

      

   V  20  2  Verify that in S-2, it is not possible to set the GranuelSpatialRepresentation to a value other than “CARTESIAN”, 
“GEODETIC”, “ORBIT”, or “NO_SPATIAL” or that if it is possible, subsequent metadata export for this collection fails due 
to the invalid Granule Spatial Representation value (and that the log indicates the reason for the failure).  

      

   V  20  3  Verify that in S-3, it is not possible to populate the CoordinateSystem for an ISO collection or that if it is possible, subsequent 
metadata export for this collection fails due to the invalid Coordinate System value (and that the log indicates the reason for 
the failure).  

      

   V  20  4  Verify that in S-4, it is not possible to populate the GranuleSpatialRepresentation  for an ISO collection or that if it is possible, 
subsequent metadata export for this collection fails due to the invalid Granule Spatial Representation value (and that the log 
indicates the reason for the failure).     
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   V  20  5  Verify that the collection metadata generated in S-5 contains a Spatial/OrbitParameters element which is populated according 
to the rules for the backtrack metadata type associated with the collection.  See the document 
BE_82_01_AdditionalMetadataDescription.doc for a detailed outline of the backtrack metadata.  

      

   V  20  6  Verify that the collection metadata generated in S-6 contains no Spatial/OrbitParameters element.        

   V  20  7  Verify that the collection metadata generated in S-7 contains a TwoDCoordinateSystems/TwoDCoordinateSystem element 
which is populated according to the rules for the TwoDCoordinateSystem type associated with the collection.  See the 
document BE_82_01_AdditionalMetadataDescription.doc for a detailed outline of TwoDCoordinateSystem metadata.  

      

   V  20  8  Verify that the collection metadata generated in S-8 contains no TwoDCoordinateSystems/TwoDCoordinateSystem element.        

   V  20  9  Verify that the collection metadata generated in S-9 contains an AdditionalAttributes/AdditionalAttribute element for each 
Product Specific Attribute (PSA) in the original collection metadata, and that all information in the PSA is also conveyed in 
the Additional Attribute.  

      

   V  20  10  Verify that in S-10, it is possible to modify the DIF ID for a collection via the GUI.        

   V  20  11  Verify that the metadata exported in S-11 contains the specified DIF ID for the collection for which one was provided, and 
contains no DIF ID for the other collection.  

      

   V  20  12  Verify that all Collection metadata in the previous steps validates against 
https://api.echo.nasa.gov/ingest/schema/Collection.xsd 

      

   V  20  13  Verify that the collection metadata generated in S-12 contains the default CoordinateSystem value.        

   V  20  14  Verify that the collection metadata generated in S-13 contains the proper GranuleSpatialMetadata value derived from 
AmCollection.SpatialSearchType using the standard mapping:  
 

 SpatialSearchType => GranuleSpatialRepresentation  
 

 GPolygon           => GEODETIC  
 

 Orbit                   => ORBIT  
 

 Point                   => GEODETIC  
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 Rectangle          => CARTESIAN  

 
 NotSupported  => NOSPATIAL  

 

   V  20  15  For the exports in S-5 – S-9, verify that the configured CoordinateSystem and GranuleSpatialRepresentation values are 
included in the metadata.  

      

 

682 ECS COLLECTION ADDITIONAL METADATA[S-04]: ISO 
GRANULESPATIALREPRESENTATION (ECS-ECSTC-3092) 

DESCRIPTION: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

   S  20  1  [ECS Collection Additional Metadata] Attempt to configure the CoordinateSystem in the database or configuration 
file for an ECS collection to a value other than “CARTESIAN” or “GEODETIC”.  

      

   S  20  2  Attempt to configure the GranuleSpatialRepresentation in the database or configuration file for an ECS collection to a 
value other than “CARTESIAN”, “GEODETIC”, “ORBIT”, or “NO_SPATIAL”.  

      

   S  20  3  Attempt to configure the CoordinateSystem for an ISO collection to a non null value.        
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   S  20  4  Attempt to configure the GranuleSpatialRepresentation for an ISO collection to a non null value.        

   S  20  5  For each of the valid backtrack types, request the export of collection metadata for a collection which is configured for 
that type.    

      

   S  20  6  Request the export of metadata for a collection which is not configured for backtrack metadata.          

   S  20  7  For each of the valid TwoDCoordinateSystem types, request the export of collection metadata for a collection which is 
configured for that type.  

      

   S  20  8  Request the export of metadata for a collection which is not configured for a TwoDCoordinateSystem.        

   S  20  9  Request the export of metadata for a collection whose native metadata contains Product Specific Attributes (PSAs).        

   S  20  10  Find one collection with a DIF ID defined and one without.  Attempt to modify the DIF ID for the collection which has 
one defined.  

      

   S  20  11  For the two collections identified in the previous step, request the manual export of collection metadata        

   S  20  12  Attempt to configure the CoordinateSystem for an ECS collection to null (i.e. automatically populate).  Request the 
manual export of this collection.  

      

   S  20  13  Attempt to configure the GranuleSpatialRepresentation for an ECS collection to null (i.e. automatically populate).  
Request the manual export of this collection.  

      

  
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure all test collections are installed in the mode.   
3 Ensure all test collections are configured for collection and granule metadata 

export (collectionexportflag = 'Y' and granuleexportflag = 'Y'):<br /><br 
/>select collectionexportflag, granuleexportflag<br />from 
bg_collection_configuration<br />where shortname = 
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# Action Expected Result Notes 
&lt;SHORT_NAME&gt;<br />and versionid = &lt;VERSION_ID&gt;<br 
/><br />update bg_collection_configuration<br />set collectionexportflag = 
'Y',<br />granuleexportflag = 'Y'<br />where shortname = 
&lt;SHORT_NAME&gt;<br />and versionid = &lt;VERSION_ID&gt; 

4 Ensure a local copy of the collection schema is available to validate 
against.<br />If needed, download from here:<br 
/>https://api.echo.nasa.gov/ingest/schema/Collection.xsd 

  

5 Ensure a TCP proxy is capturing BMGT traffic.   
6 <i>Setup</i>  #comment 
7 <i>S-4 Attempt to configure the GranuleSpatialRepresentation for an ISO 

collection to a non null value.</i> 
 #comment 

8 update the value of the S-4 collection's GranuleSpatialRepresentation to any 
string.<br />E.g.,<br /><br /><br />update bg_collection_configuration set 
GranuleSpatialRepresentation='NO_SPATIAL' where ShortName = 
'$SHORTNAME' and VersionID = $VERSIONID ; 

  

9 Request a manual export of the S-4 collection:<br /><br 
/>EcBmBMGTManualStart --mode $MODE --metc --collections 
$SHORT_NAME.$VERSION_ID 

  

10 <i>Verification</i>  #comment 
11 <i>V-4 Verify that in S-4, it is not possible to populate the 

GranuleSpatialRepresentation  for an ISO collection or that if it is possible, 
subsequent metadata export for this collection fails due to the invalid Granule 
Spatial Representation value (and that the log indicates the reason for the 
failure).</i> 

 #comment 

12 Verify the manual export fails.   
13 Verify the log file records the export failure.   
14 Verify the log file indicates the invalid GranuleSpatialRepresentation value 

caused the export failure. 
  

15 <i>V-12 Verify that all Collection metadata in the previous steps validates 
against https://api.echo.nasa.gov/ingest/schema/Collection.xsd</i> 

 #comment 

16 No collection metadata should have been exported.   

 
 
TEST DATA: 
See Test Case 595. 
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EXPECTED RESULTS: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

   V  20  1  Verify that in S-1, it is not possible to set CoordinateSystem to a value other than “CARTESIAN” or “GEODETIC” or that if 
it is possible, subsequent metadata export for this collection fails due to the invalid Coordinate System value (and that the log 
indicates the reason for the failure).  

      

   V  20  2  Verify that in S-2, it is not possible to set the GranuelSpatialRepresentation to a value other than “CARTESIAN”, 
“GEODETIC”, “ORBIT”, or “NO_SPATIAL” or that if it is possible, subsequent metadata export for this collection fails due 
to the invalid Granule Spatial Representation value (and that the log indicates the reason for the failure).  

      

   V  20  3  Verify that in S-3, it is not possible to populate the CoordinateSystem for an ISO collection or that if it is possible, subsequent 
metadata export for this collection fails due to the invalid Coordinate System value (and that the log indicates the reason for 
the failure).  

      

   V  20  4  Verify that in S-4, it is not possible to populate the GranuleSpatialRepresentation  for an ISO collection or that if it is possible, 
subsequent metadata export for this collection fails due to the invalid Granule Spatial Representation value (and that the log 
indicates the reason for the failure).     

      

   V  20  5  Verify that the collection metadata generated in S-5 contains a Spatial/OrbitParameters element which is populated according 
to the rules for the backtrack metadata type associated with the collection.  See the document 
BE_82_01_AdditionalMetadataDescription.doc for a detailed outline of the backtrack metadata.  
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   V  20  6  Verify that the collection metadata generated in S-6 contains no Spatial/OrbitParameters element.        

   V  20  7  Verify that the collection metadata generated in S-7 contains a TwoDCoordinateSystems/TwoDCoordinateSystem element 
which is populated according to the rules for the TwoDCoordinateSystem type associated with the collection.  See the 
document BE_82_01_AdditionalMetadataDescription.doc for a detailed outline of TwoDCoordinateSystem metadata.  

      

   V  20  8  Verify that the collection metadata generated in S-8 contains no TwoDCoordinateSystems/TwoDCoordinateSystem element.        

   V  20  9  Verify that the collection metadata generated in S-9 contains an AdditionalAttributes/AdditionalAttribute element for each 
Product Specific Attribute (PSA) in the original collection metadata, and that all information in the PSA is also conveyed in 
the Additional Attribute.  

      

   V  20  10  Verify that in S-10, it is possible to modify the DIF ID for a collection via the GUI.        

   V  20  11  Verify that the metadata exported in S-11 contains the specified DIF ID for the collection for which one was provided, and 
contains no DIF ID for the other collection.  

      

   V  20  12  Verify that all Collection metadata in the previous steps validates against 
https://api.echo.nasa.gov/ingest/schema/Collection.xsd 

      

   V  20  13  Verify that the collection metadata generated in S-12 contains the default CoordinateSystem value.        

   V  20  14  Verify that the collection metadata generated in S-13 contains the proper GranuleSpatialMetadata value derived from 
AmCollection.SpatialSearchType using the standard mapping:  
 

 SpatialSearchType => GranuleSpatialRepresentation  
 

 GPolygon           => GEODETIC  
 

 Orbit                   => ORBIT  
 

 Point                   => GEODETIC  
 

 Rectangle          => CARTESIAN  
 

 NotSupported  => NOSPATIAL  
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   V  20  15  For the exports in S-5 – S-9, verify that the configured CoordinateSystem and GranuleSpatialRepresentation values are 
included in the metadata.  

      

 

683 ECS COLLECTION ADDITIONAL METADATA[S-05]: BACKTRACK (ECS-ECSTC-3093) 

DESCRIPTION: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

   S  20  1  [ECS Collection Additional Metadata] Attempt to configure the CoordinateSystem in the database or configuration 
file for an ECS collection to a value other than “CARTESIAN” or “GEODETIC”.  

      

   S  20  2  Attempt to configure the GranuleSpatialRepresentation in the database or configuration file for an ECS collection to a 
value other than “CARTESIAN”, “GEODETIC”, “ORBIT”, or “NO_SPATIAL”.  

      

   S  20  3  Attempt to configure the CoordinateSystem for an ISO collection to a non null value.        

   S  20  4  Attempt to configure the GranuleSpatialRepresentation for an ISO collection to a non null value.        

   S  20  5  For each of the valid backtrack types, request the export of collection metadata for a collection which is configured for 
that type.    

      

   S  20  6  Request the export of metadata for a collection which is not configured for backtrack metadata.          
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   S  20  7  For each of the valid TwoDCoordinateSystem types, request the export of collection metadata for a collection which is 
configured for that type.  

      

   S  20  8  Request the export of metadata for a collection which is not configured for a TwoDCoordinateSystem.        

   S  20  9  Request the export of metadata for a collection whose native metadata contains Product Specific Attributes (PSAs).        

   S  20  10  Find one collection with a DIF ID defined and one without.  Attempt to modify the DIF ID for the collection which has 
one defined.  

      

   S  20  11  For the two collections identified in the previous step, request the manual export of collection metadata        

   S  20  12  Attempt to configure the CoordinateSystem for an ECS collection to null (i.e. automatically populate).  Request the 
manual export of this collection.  

      

   S  20  13  Attempt to configure the GranuleSpatialRepresentation for an ECS collection to null (i.e. automatically populate).  
Request the manual export of this collection.  

      

  
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure all test collections are installed in the mode.   
3 Ensure all test collections are configured for collection and granule metadata 

export (collectionexportflag = 'Y' and granuleexportflag = 'Y'):<br /><br 
/>select collectionexportflag, granuleexportflag<br />from 
bg_collection_configuration<br />where shortname = 
&lt;SHORT_NAME&gt;<br />and versionid = &lt;VERSION_ID&gt;<br 
/><br />update bg_collection_configuration<br />set collectionexportflag = 
'Y',<br />granuleexportflag = 'Y'<br />where shortname = 
&lt;SHORT_NAME&gt;<br />and versionid = &lt;VERSION_ID&gt; 

  

4 Ensure a local copy of the ECHO 10 collection schema is available to 
validate against (https://api.echo.nasa.gov/ingest/schema/Collection.xsd). 

  

5 Ensure a TCP proxy is capturing BMGT traffic.   
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# Action Expected Result Notes 
6 <i>Setup</i>  #comment 
7 <i>S-5 For each of the valid backtrack types, request the export of collection 

metadata for a collection which is configured for that type.</i> 
 #comment 

8 Ensure each of the test collections has a valid backtrack type configured (one 
of: AMSR-A, AMSR-E, GLAS 14 Orbit, GLAS Quarter Orbit, GLAS Two 
Orbit, MISR) and that all valid backtrack types are represented. 

  

9 Create a text file with one test collection per line:<br /><br 
/>$SHORT_NAME_1.$VERSION_ID_1<br 
/>$SHORT_NAME_2.$VERSION_ID_2<br />...<br 
/>$SHORT_NAME_5.$VERSION_ID_5 

  

10 Request manual export of all S-5 test collections:<br /><br 
/>EcBmBMGTManualStart --mode $MODE --metc --collectionfile 
/path/to/S-5_collections.txt 

  

11 <i>Verification</i>  #comment 
12 <i>V-5 Verify that the collection metadata generated in S-5 contains a 

Spatial/OrbitParameters element which is populated according to the rules for 
the backtrack metadata type associated with the collection.<br />See the 
document BE_82_01_AdditionalMetadataDescription.doc for a detailed 
outline of the backtrack metadata.</i> 

 #comment 

13 Verify the TCP proxy log shows XML metadata was exported for each 
collection. 

  

14 Verify a Spatial/OrbitParameters element exists for each collection's 
metadata, using an xpath utility:<br /><br />xpath '//Spatial/OrbitParameters' 
collection.xml 

  

15 Verify each collection's Spatial/OrbitParameters element is correct, according 
to BE_82_01_AdditionalMetadataDescription.doc.<br /><br />See the 
comments at the end of this test for the relevant section.<br />Note that MISR 
granules may exclude the &lt;StartCircularLatitude/&gt; element if it would 
be empty. 

  

16 <i>V-12 Verify that all Collection metadata in the previous steps validates 
against https://api.echo.nasa.gov/ingest/schema/Collection.xsd</i> 

 #comment 

17 Verify each collection's exported XML validates against the schema:<br 
/><br />xmllint --noout --schema Collection.xsd collection.xml<br />or<br 
/>/tools/common/test/BE_82_01/bin/echo10_validate_metadata c 
collection.xml 

  

18 <i>V-15 For the exports in S-5 – S-9, verify that the configured 
CoordinateSystem and GranuleSpatialRepresentation values are included in 

 #comment 
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# Action Expected Result Notes 
the metadata.</i> 

19 Verify, using an xpath utility, that each collection's exported metadata 
contains a CoordinateSystem element with a valid value (one of 
'CARTESIAN', 'GEODETIC'):<br /><br />xpath 
'/Collection/Spatial/HorizontalSpatialDomain/Geometry/CoordinateSystem' 
collection.xml 

  

20 Verify, using an xpath utility, that each collection's exported metadata 
contains a GranuleSpatialRepresentation element with a valid value (one of 
'CARTESIAN', 'GEODETIC', 'ORBIT', or 'NO_SPATIAL'):<br /><br 
/>xpath '/Collection/Spatial/GranuleSpatialRepresentation' collection.xml 

  

21 <i>Backtrack orbit metadata (Granule &amp; Collection)<br />from 
BE_82_01_AdditionalMetadataDescription.doc</i> 

 #comment 

22 <i>ECHO provides the ability to perform backtrack orbit searches, provided 
that<br />the proper metadata is provided for granules.  This metadata is 
mostly<br />contained in ECS granule and collection metadata, but is not in 
the proper<br />format.  It is either contained in the 
OrbitCalculatedSpatialDomain hierarchy,<br />PSA values, or must be 
calculated from these values using standard rules<br />and/or ancilliary files.  
A number of groups have been established, each with<br />different rules for 
generating granule and collection backtrack metadata.<br />Each collection 
may be associated with one of these groups via the Collection<br 
/>Configuration database table.  Backtrack orbit metadata is not required.</i> 

 #comment 

23 <i>Valid values for BackTrack Orbit Group are (values in parenthesis refer 
to<br />alternative names used in legacy code.  We should use the more 
descriptive<br />names below):<br /><br />• GLAS Quarter Orbit (AKA 
GLAS1)<br />• GLAS Two Orbit (AKA GLAS2)<br />• GLAS 14 Orbit 
(AKA GLAS3)<br />• AMSR-E (AKA AMSR1)<br />• AMSR-A (AKA 
AMSR2)<br />• MISR (LARC)<br />• LPDAAC (This was used at one point 
but from what I can tell is no longer used.  Need to verify)<br /><br />The 
rules for each group are defined below, but first is a list of the<br />variables 
that the rules reference, and where they are obtained from.<br /><br />Values 
obtained from OrbitCalculatedSpatialDomainContainer<br /><br 
/>FIRST_ASC_CROSS = the EquatorCrossingLongitude value of the 
OrbitCalculatedSpatialDomainContainer enclosure with the earliest 
EquatorCrossingTime.<br />SECOND_ASC_CROSS = the 
EquatorCrossingLongitude value of the 
OrbitCalculatedSpatialDomainContainer enclosure with the second earliest 
EquatorCrossingTime.<br /><br />Values obtained from PSAs<br /><br 

 #comment 
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# Action Expected Result Notes 
/>TRACK_SEGMENT = The value of the 'Track_Segment' PSA.<br 
/>START_BLOCK = The value of the 'SP_AM_MISR_StartBlock' PSA.<br 
/>END_BLOCK = The value of the 'SP_AM_MISR_EndBlock' PSA.<br 
/>ASC_DESC_FLAG = The value of the ‘AscendingDescendingFlg’ 
PSA.<br /><br />Values obtained from separate MISRBlockLat.xml file<br 
/>Format:<br />&lt;properties&gt;<br />    &lt;property&gt;<br />        
&lt;Block&gt;180&lt;/Block&gt;<br />        &lt;FirstEdge&gt;-
66.695034&lt;/FirstEdge&gt;<br />        &lt;LastEdge&gt;-
65.502984&lt;/LastEdge&gt;<br />    &lt;/property&gt;<br />…<br 
/>&lt;/properties&gt;<br /><br />FIRST_EDGE = The FirstEdge value of the 
property with Block = START_BLOCK<br />LAST_EDGE = The LastEdge 
value of the property with Block = END_BLOCK</i> 

24 <i>Group Rules:</i>  #comment 
25 <i>GLAS Quarter Orbit<br /><br />Collection:<br /><br 

/>&lt;OrbitParameters&gt;<br />  
&lt;SwathWidth&gt;2.0&lt;/SwathWidth&gt;<br />  
&lt;Period&gt;96.7&lt;/Period&gt;<br />  
&lt;InclinationAngle&gt;94.0&lt;/InclinationAngle&gt;<br />  
&lt;NumberOfOrbits&gt;0.25&lt;/NumberOfOrbits&gt;<br />  
&lt;StartCircularLatitude&gt;-50.0&lt;/StartCircularLatitude&gt;<br 
/>&lt;/OrbitParameters&gt;<br /><br />Granule:<br /><br 
/>TRACK_SEGMENT = 1<br /><br />&lt;Orbit&gt;<br />  
&lt;AscendingCrossing&gt;FIRST_ASC_CROSS&lt;/AscendingCrossing&g
t;<br />  &lt;StartLat&gt;50.0&lt;/StartLat&gt;<br />  
&lt;StartDirection&gt;A&lt;/StartDirection&gt;<br />  
&lt;EndLat&gt;50.0&lt;/EndLat&gt;<br />  
&lt;EndDirection&gt;D&lt;/EndDirection&gt;<br />&lt;/Orbit&gt;<br /><br 
/>TRACK_SEGMENT = 2<br /><br />&lt;Orbit&gt;<br />  
&lt;AscendingCrossing&gt;FIRST_ASC_CROSS&lt;/AscendingCrossing&g
t;<br />  &lt;StartLat&gt;50.0&lt;/StartLat&gt;<br />  
&lt;StartDirection&gt;D&lt;/StartDirection&gt;<br />  &lt;EndLat&gt;-
50.0&lt;/EndLat&gt;<br />  
&lt;EndDirection&gt;D&lt;/EndDirection&gt;<br />&lt;/Orbit&gt;<br /><br 
/>TRACK_SEGMENT = 3<br /><br />&lt;Orbit&gt;<br />  
&lt;AscendingCrossing&gt;FIRST_ASC_CROSS&lt;/AscendingCrossing&g
t;<br />  &lt;StartLat&gt;-50.0&lt;/StartLat&gt;<br />  
&lt;StartDirection&gt;D&lt;/StartDirection&gt;<br />  &lt;EndLat&gt;-
50.0&lt;/EndLat&gt;<br />  
&lt;EndDirection&gt;A&lt;/EndDirection&gt;<br />&lt;/Orbit&gt;<br /><br 

 #comment 
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# Action Expected Result Notes 
/>TRACK_SEGMENT = 4<br /><br />&lt;Orbit&gt;<br />  
&lt;AscendingCrossing&gt;SECOND_ASC_CROSS&lt;/AscendingCrossing
&gt;<br />  &lt;StartLat&gt;-50.0&lt;/StartLat&gt;<br />  
&lt;StartDirection&gt;A&lt;/StartDirection&gt;<br />  
&lt;EndLat&gt;50.0&lt;/EndLat&gt;<br />  
&lt;EndDirection&gt;A&lt;/EndDirection&gt;<br />&lt;/Orbit&gt;</i> 

26 <i>GLAS Single Orbit<br /><br />Collection:<br /><br 
/>&lt;OrbitParameters&gt;<br />  
&lt;SwathWidth&gt;2.0&lt;/SwathWidth&gt;<br />  
&lt;Period&gt;96.7&lt;/Period&gt;<br />  
&lt;InclinationAngle&gt;94.0&lt;/InclinationAngle&gt;<br />  
&lt;NumberOfOrbits&gt;2.0&lt;/NumberOfOrbits&gt;<br />  
&lt;StartCircularLatitude&gt;50.0&lt;/StartCircularLatitude&gt;<br 
/>&lt;/OrbitParameters&gt;<br /><br />Granule:<br /><br 
/>&lt;Orbit&gt;<br />  
&lt;AscendingCrossing&gt;FIRST_ASC_CROSS&lt;/AscendingCrossing&g
t;<br />  &lt;StartLat&gt;50.0&lt;/StartLat&gt;<br />  
&lt;StartDirection&gt;A&lt;/StartDirection&gt;<br />  
&lt;EndLat&gt;50.0&lt;/EndLat&gt;<br />  
&lt;EndDirection&gt;A&lt;/EndDirection&gt;<br />&lt;/Orbit&gt;</i> 

 #comment 

27 <i>GLAS 14 Orbit<br /><br />Collection:<br /><br 
/>&lt;OrbitParameters&gt;<br />  
&lt;SwathWidth&gt;2.0&lt;/SwathWidth&gt;<br />  
&lt;Period&gt;96.7&lt;/Period&gt;<br />  
&lt;InclinationAngle&gt;94.0&lt;/InclinationAngle&gt;<br />  
&lt;NumberOfOrbits&gt;14.0&lt;/NumberOfOrbits&gt;<br />  
&lt;StartCircularLatitude&gt;50.0&lt;/StartCircularLatitude&gt;<br 
/>&lt;/OrbitParameters&gt;<br /><br />Granule:<br /><br 
/>&lt;Orbit&gt;<br />  
&lt;AscendingCrossing&gt;FIRST_ASC_CROSS&lt;/AscendingCrossing&g
t;<br />  &lt;StartLat&gt;50.0&lt;/StartLat&gt;<br />  
&lt;StartDirection&gt;A&lt;/StartDirection&gt;<br />  
&lt;EndLat&gt;50.0&lt;/EndLat&gt;<br />  
&lt;EndDirection&gt;A&lt;/EndDirection&gt;<br />&lt;/Orbit&gt;</i> 

 #comment 

28 <i>AMSR-E<br /><br />Collection:<br /><br />&lt;OrbitParameters&gt;<br 
/>  &lt;SwathWidth&gt;1450.0&lt;/SwathWidth&gt;<br />  
&lt;Period&gt;98.88&lt;/Period&gt;<br />  
&lt;InclinationAngle&gt;98.15&lt;/InclinationAngle&gt;<br />  

 #comment 
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# Action Expected Result Notes 
&lt;NumberOfOrbits&gt;0.5&lt;/NumberOfOrbits&gt;<br />  
&lt;StartCircularLatitude&gt;-90.0&lt;/StartCircularLatitude&gt;<br 
/>&lt;/OrbitParameters&gt;<br /><br />Granule:<br /><br 
/>ASC_DESC_FLAG = ‘Ascending’ or ‘ASCENDING’<br /><br 
/>&lt;Orbit&gt;<br />  
&lt;AscendingCrossing&gt;FIRST_ASC_CROSS&lt;/AscendingCrossing&g
t;<br />  &lt;StartLat&gt;-81.8&lt;/StartLat&gt;<br />  
&lt;StartDirection&gt;A&lt;/StartDirection&gt;<br />  
&lt;EndLat&gt;81.8&lt;/EndLat&gt;<br />  
&lt;EndDirection&gt;A&lt;/EndDirection&gt;<br />&lt;/Orbit&gt;<br /><br 
/>ASC_DESC_FLAG = ‘Descending’<br /><br />&lt;Orbit&gt;<br />  
&lt;AscendingCrossing&gt;FIRST_ASC_CROSS - 
167.64&lt;/AscendingCrossing&gt;<br />  
&lt;StartLat&gt;81.8&lt;/StartLat&gt;<br />  
&lt;StartDirection&gt;D&lt;/StartDirection&gt;<br />  &lt;EndLat&gt;-
81.8&lt;/EndLat&gt;<br />  
&lt;EndDirection&gt;D&lt;/EndDirection&gt;<br />&lt;/Orbit&gt;</i> 

29 <i>AMSR-A<br /><br />Collection:<br /><br />&lt;OrbitParameters&gt;<br 
/>  &lt;SwathWidth&gt;1600.0&lt;/SwathWidth&gt;<br />  
&lt;Period&gt;101.0&lt;/Period&gt;<br />  
&lt;InclinationAngle&gt;98.62&lt;/InclinationAngle&gt;<br />  
&lt;NumberOfOrbits&gt;0.5&lt;/NumberOfOrbits&gt;<br />  
&lt;StartCircularLatitude&gt;-90.0&lt;/StartCircularLatitude&gt;<br 
/>&lt;/OrbitParameters&gt;<br /><br />Granule:<br /><br 
/>ASC_DESC_FLAG = ‘Ascending’ or ‘ASCENDING’<br /><br 
/>&lt;Orbit&gt;<br />  
&lt;AscendingCrossing&gt;FIRST_ASC_CROSS&lt;/AscendingCrossing&g
t;<br />  &lt;StartLat&gt;-81.8&lt;/StartLat&gt;<br />  
&lt;StartDirection&gt;A&lt;/StartDirection&gt;<br />  
&lt;EndLat&gt;81.8&lt;/EndLat&gt;<br />  
&lt;EndDirection&gt;A&lt;/EndDirection&gt;<br />&lt;/Orbit&gt;<br /><br 
/>ASC_DESC_FLAG = ‘Descending’ or ‘DESCENDING’<br /><br 
/>&lt;Orbit&gt;<br />  &lt;AscendingCrossing&gt;FIRST_ASC_CROSS - 
167.375&lt;/AscendingCrossing&gt;<br />  
&lt;StartLat&gt;81.8&lt;/StartLat&gt;<br />  
&lt;StartDirection&gt;D&lt;/StartDirection&gt;<br />  &lt;EndLat&gt;-
81.8&lt;/EndLat&gt;<br />  
&lt;EndDirection&gt;D&lt;/EndDirection&gt;<br />&lt;/Orbit&gt;</i> 

 #comment 

30 <i>MISR<br /><br />Collection:<br /><br />&lt;OrbitParameters&gt;<br />   #comment 
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# Action Expected Result Notes 
&lt;SwathWidth&gt;400.0&lt;/SwathWidth&gt;<br />  
&lt;Period&gt;98.88&lt;/Period&gt;<br />  
&lt;InclinationAngle&gt;98.3&lt;/InclinationAngle&gt;<br />  
&lt;NumberOfOrbits&gt;1.0&lt;/NumberOfOrbits&gt;<br />  
&lt;StartCircularLatitude /&gt;<br />&lt;/OrbitParameters&gt;<br /><br 
/>Granule:<br /><br />EQ_CROSS_LONG &gt; 347.65<br /><br 
/>&lt;Orbit&gt;<br />  &lt;AscendingCrossing&gt;FIRST_ASC_CROSS - 
527.65&lt;/AscendingCrossing&gt;<br />  
&lt;StartLat&gt;FIRST_EDGE&lt;/StartLat&gt;<br />  
&lt;StartDirection&gt;D if START_BLOCK between 19 and 162.  A 
otherwise&lt;/StartDirection&gt;<br />  
&lt;EndLat&gt;LAST_EDGE&lt;/EndLat&gt;<br />  &lt;EndDirection&gt; 
D if END_BLOCK between 19 and 162.  A otherwise 
&lt;/EndDirection&gt;<br />&lt;/Orbit&gt;<br /><br />EQ_CROSS_LONG 
&lt; -12.35<br /><br />&lt;Orbit&gt;<br />  
&lt;AscendingCrossing&gt;FIRST_ASC_CROSS + 
192.35&lt;/AscendingCrossing&gt;<br />  
&lt;StartLat&gt;FIRST_EDGE&lt;/StartLat&gt;<br />  
&lt;StartDirection&gt;D if START_BLOCK between 19 and 162.  A 
otherwise&lt;/StartDirection&gt;<br />  
&lt;EndLat&gt;LAST_EDGE&lt;/EndLat&gt;<br />  &lt;EndDirection&gt; 
D if END_BLOCK between 19 and 162.  A otherwise 
&lt;/EndDirection&gt;<br />&lt;/Orbit&gt;<br /><br />EQ_CROSS_LONG 
between -12.35 and 347.65<br /><br />&lt;Orbit&gt;<br />  
&lt;AscendingCrossing&gt;FIRST_ASC_CROSS - 
167.65&lt;/AscendingCrossing&gt;<br />  
&lt;StartLat&gt;FIRST_EDGE&lt;/StartLat&gt;<br />  
&lt;StartDirection&gt;D if START_BLOCK between 19 and 162.  A 
otherwise&lt;/StartDirection&gt;<br />  
&lt;EndLat&gt;LAST_EDGE&lt;/EndLat&gt;<br />  &lt;EndDirection&gt; 
D if END_BLOCK between 19 and 162.  A otherwise 
&lt;/EndDirection&gt;<br />&lt;/Orbit&gt;</i> 

31 <i>LPDAAC<br /><br />Collection:<br /><br />&lt;OrbitParameters&gt;<br 
/>  &lt;SwathWidth&gt;1450.0&lt;/SwathWidth&gt;<br />  
&lt;Period&gt;98.88&lt;/Period&gt;<br />  
&lt;InclinationAngle&gt;98.15&lt;/InclinationAngle&gt;<br />  
&lt;NumberOfOrbits&gt;1.0&lt;/NumberOfOrbits&gt;<br />  
&lt;StartCircularLatitude /&gt;<br />&lt;/OrbitParameters&gt;<br /><br 
/>Granule:<br /><br />NO ORBIT METADATA</i> 

 #comment 
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TEST DATA: 
See Test Case 595. 
 
EXPECTED RESULTS: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

   V  20  1  Verify that in S-1, it is not possible to set CoordinateSystem to a value other than “CARTESIAN” or “GEODETIC” or that if 
it is possible, subsequent metadata export for this collection fails due to the invalid Coordinate System value (and that the log 
indicates the reason for the failure).  

      

   V  20  2  Verify that in S-2, it is not possible to set the GranuelSpatialRepresentation to a value other than “CARTESIAN”, 
“GEODETIC”, “ORBIT”, or “NO_SPATIAL” or that if it is possible, subsequent metadata export for this collection fails due 
to the invalid Granule Spatial Representation value (and that the log indicates the reason for the failure).  

      

   V  20  3  Verify that in S-3, it is not possible to populate the CoordinateSystem for an ISO collection or that if it is possible, subsequent 
metadata export for this collection fails due to the invalid Coordinate System value (and that the log indicates the reason for 
the failure).  

      

   V  20  4  Verify that in S-4, it is not possible to populate the GranuleSpatialRepresentation  for an ISO collection or that if it is possible, 
subsequent metadata export for this collection fails due to the invalid Granule Spatial Representation value (and that the log 
indicates the reason for the failure).     
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   V  20  5  Verify that the collection metadata generated in S-5 contains a Spatial/OrbitParameters element which is populated according 
to the rules for the backtrack metadata type associated with the collection.  See the document 
BE_82_01_AdditionalMetadataDescription.doc for a detailed outline of the backtrack metadata.  

      

   V  20  6  Verify that the collection metadata generated in S-6 contains no Spatial/OrbitParameters element.        

   V  20  7  Verify that the collection metadata generated in S-7 contains a TwoDCoordinateSystems/TwoDCoordinateSystem element 
which is populated according to the rules for the TwoDCoordinateSystem type associated with the collection.  See the 
document BE_82_01_AdditionalMetadataDescription.doc for a detailed outline of TwoDCoordinateSystem metadata.  

      

   V  20  8  Verify that the collection metadata generated in S-8 contains no TwoDCoordinateSystems/TwoDCoordinateSystem element.        

   V  20  9  Verify that the collection metadata generated in S-9 contains an AdditionalAttributes/AdditionalAttribute element for each 
Product Specific Attribute (PSA) in the original collection metadata, and that all information in the PSA is also conveyed in 
the Additional Attribute.  

      

   V  20  10  Verify that in S-10, it is possible to modify the DIF ID for a collection via the GUI.        

   V  20  11  Verify that the metadata exported in S-11 contains the specified DIF ID for the collection for which one was provided, and 
contains no DIF ID for the other collection.  

      

   V  20  12  Verify that all Collection metadata in the previous steps validates against 
https://api.echo.nasa.gov/ingest/schema/Collection.xsd 

      

   V  20  13  Verify that the collection metadata generated in S-12 contains the default CoordinateSystem value.        

   V  20  14  Verify that the collection metadata generated in S-13 contains the proper GranuleSpatialMetadata value derived from 
AmCollection.SpatialSearchType using the standard mapping:  
 

 SpatialSearchType => GranuleSpatialRepresentation  
 

 GPolygon           => GEODETIC  
 

 Orbit                   => ORBIT  
 

 Point                   => GEODETIC  
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 Rectangle          => CARTESIAN  

 
 NotSupported  => NOSPATIAL  

 

   V  20  15  For the exports in S-5 – S-9, verify that the configured CoordinateSystem and GranuleSpatialRepresentation values are 
included in the metadata.  

      

 

684 ECS COLLECTION ADDITIONAL METADATA[S-06]: NO BACKTRACK (ECS-ECSTC-3094) 

DESCRIPTION: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

   S  20  1  [ECS Collection Additional Metadata] Attempt to configure the CoordinateSystem in the database or configuration 
file for an ECS collection to a value other than “CARTESIAN” or “GEODETIC”.  

      

   S  20  2  Attempt to configure the GranuleSpatialRepresentation in the database or configuration file for an ECS collection to a 
value other than “CARTESIAN”, “GEODETIC”, “ORBIT”, or “NO_SPATIAL”.  

      

   S  20  3  Attempt to configure the CoordinateSystem for an ISO collection to a non null value.        

   S  20  4  Attempt to configure the GranuleSpatialRepresentation for an ISO collection to a non null value.        
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   S  20  5  For each of the valid backtrack types, request the export of collection metadata for a collection which is configured for 
that type.    

      

   S  20  6  Request the export of metadata for a collection which is not configured for backtrack metadata.          

   S  20  7  For each of the valid TwoDCoordinateSystem types, request the export of collection metadata for a collection which is 
configured for that type.  

      

   S  20  8  Request the export of metadata for a collection which is not configured for a TwoDCoordinateSystem.        

   S  20  9  Request the export of metadata for a collection whose native metadata contains Product Specific Attributes (PSAs).        

   S  20  10  Find one collection with a DIF ID defined and one without.  Attempt to modify the DIF ID for the collection which has 
one defined.  

      

   S  20  11  For the two collections identified in the previous step, request the manual export of collection metadata        

   S  20  12  Attempt to configure the CoordinateSystem for an ECS collection to null (i.e. automatically populate).  Request the 
manual export of this collection.  

      

   S  20  13  Attempt to configure the GranuleSpatialRepresentation for an ECS collection to null (i.e. automatically populate).  
Request the manual export of this collection.  

      

  
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure all test collections are installed in the mode.   
3 Ensure all test collections are configured for collection and granule metadata 

export (collectionexportflag = 'Y' and granuleexportflag = 'Y'):<br /><br 
/>select collectionexportflag, granuleexportflag<br />from 
bg_collection_configuration<br />where shortname = 
&lt;SHORT_NAME&gt;<br />and versionid = &lt;VERSION_ID&gt;<br 
/><br />update bg_collection_configuration<br />set collectionexportflag = 
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# Action Expected Result Notes 
'Y',<br />granuleexportflag = 'Y'<br />where shortname = 
&lt;SHORT_NAME&gt;<br />and versionid = &lt;VERSION_ID&gt; 

4 Ensure a local copy of the collection schema is available to validate 
against.<br />If needed, download from here:<br 
/>https://api.echo.nasa.gov/ingest/schema/Collection.xsd 

  

5 Ensure a TCP proxy is capturing BMGT traffic.   
6 <i>Setup</i>  #comment 
7 <i>S-6 Request the export of metadata for a collection which is not 

configured for backtrack metadata.</i> 
 #comment 

8 Ensure collection C6 does not have a configured orbitGroup:<br /><br 
/>update bg_collection_configuration<br />set orbitGroup = NULL<br 
/>where shortname = &lt;SHORT_NAME&gt;<br />and versionid = 
&lt;VERSION_ID&gt; 

  

9 Request manual export of the S-6 collection:<br /><br 
/>EcBmBMGTManualStart &lt;MODE&gt; --metc --collections 
$SHORT_NAME.$VERSION_ID 

  

10 <i>Verification</i>  #comment 
11 <i>V-6 Verify that the collection metadata generated in S-6 contains no 

Spatial/OrbitParameters element.</i> 
 #comment 

12 Verify, using an xpath utility, that the collection's exported metadata contains 
no Spatial/OrbitParameters element:<br /><br />xpath 
'//Spatial/OrbitParameters' collection.xml 

  

13 <i>V-12 Verify that all Collection metadata in the previous steps validates 
against https://api.echo.nasa.gov/ingest/schema/Collection.xsd</i> 

 #comment 

14 Verify S-6 collection's exported XML validates against the schema:<br /><br 
/>xmllint --noout --schema Collection.xsd collection.xml<br />or<br 
/>/tools/common/test/BE_82_01/bin/echo10_validate_metadata c 
collection.xml 

  

15 <i>V-15 For the exports in S-5 – S-9, verify that the configured 
CoordinateSystem and GranuleSpatialRepresentation values are included in 
the metadata.</i> 

 #comment 

16 Verify for each collection that if it has a Spatial element, its exported 
metadata also contains a CoordinateSystem element with a valid value (one 
of 'CARTESIAN', 'GEODETIC'):<br /><br />xpath 
'/CollectionMetaDataFile/Collections/Collection/Spatial'<br /><br />xpath 
'/Collection/Spatial/HorizontalSpatialDomain/Geometry/CoordinateSystem' 
collection.xml 
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# Action Expected Result Notes 
17 Verify for each collection that if it has a Spatial element, its exported 

metadata also contains a GranuleSpatialRepresentation element with a valid 
value (one of 'CARTESIAN', 'GEODETIC', 'ORBIT', or 'NO_SPATIAL'):<br 
/><br />xpath '/Collection/Spatial' collection.xml<br /><br />xpath 
'/Collection/Spatial/GranuleSpatialRepresentation' collection.xml 

  

 
 
TEST DATA: 
See Test Case 595. 
 
EXPECTED RESULTS: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

   V  20  1  Verify that in S-1, it is not possible to set CoordinateSystem to a value other than “CARTESIAN” or “GEODETIC” or that if 
it is possible, subsequent metadata export for this collection fails due to the invalid Coordinate System value (and that the log 
indicates the reason for the failure).  

      

   V  20  2  Verify that in S-2, it is not possible to set the GranuelSpatialRepresentation to a value other than “CARTESIAN”, 
“GEODETIC”, “ORBIT”, or “NO_SPATIAL” or that if it is possible, subsequent metadata export for this collection fails due 
to the invalid Granule Spatial Representation value (and that the log indicates the reason for the failure).  

      

   V  20  3  Verify that in S-3, it is not possible to populate the CoordinateSystem for an ISO collection or that if it is possible, subsequent       
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metadata export for this collection fails due to the invalid Coordinate System value (and that the log indicates the reason for 
the failure).  

   V  20  4  Verify that in S-4, it is not possible to populate the GranuleSpatialRepresentation  for an ISO collection or that if it is possible, 
subsequent metadata export for this collection fails due to the invalid Granule Spatial Representation value (and that the log 
indicates the reason for the failure).     

      

   V  20  5  Verify that the collection metadata generated in S-5 contains a Spatial/OrbitParameters element which is populated according 
to the rules for the backtrack metadata type associated with the collection.  See the document 
BE_82_01_AdditionalMetadataDescription.doc for a detailed outline of the backtrack metadata.  

      

   V  20  6  Verify that the collection metadata generated in S-6 contains no Spatial/OrbitParameters element.        

   V  20  7  Verify that the collection metadata generated in S-7 contains a TwoDCoordinateSystems/TwoDCoordinateSystem element 
which is populated according to the rules for the TwoDCoordinateSystem type associated with the collection.  See the 
document BE_82_01_AdditionalMetadataDescription.doc for a detailed outline of TwoDCoordinateSystem metadata.  

      

   V  20  8  Verify that the collection metadata generated in S-8 contains no TwoDCoordinateSystems/TwoDCoordinateSystem element.        

   V  20  9  Verify that the collection metadata generated in S-9 contains an AdditionalAttributes/AdditionalAttribute element for each 
Product Specific Attribute (PSA) in the original collection metadata, and that all information in the PSA is also conveyed in 
the Additional Attribute.  

      

   V  20  10  Verify that in S-10, it is possible to modify the DIF ID for a collection via the GUI.        

   V  20  11  Verify that the metadata exported in S-11 contains the specified DIF ID for the collection for which one was provided, and 
contains no DIF ID for the other collection.  

      

   V  20  12  Verify that all Collection metadata in the previous steps validates against 
https://api.echo.nasa.gov/ingest/schema/Collection.xsd 

      

   V  20  13  Verify that the collection metadata generated in S-12 contains the default CoordinateSystem value.        

   V  20  14  Verify that the collection metadata generated in S-13 contains the proper GranuleSpatialMetadata value derived from 
AmCollection.SpatialSearchType using the standard mapping:  
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 SpatialSearchType => GranuleSpatialRepresentation  
 

 GPolygon           => GEODETIC  
 

 Orbit                   => ORBIT  
 

 Point                   => GEODETIC  
 

 Rectangle          => CARTESIAN  
 

 NotSupported  => NOSPATIAL  
 

   V  20  15  For the exports in S-5 – S-9, verify that the configured CoordinateSystem and GranuleSpatialRepresentation values are 
included in the metadata.  

      

 

685 ECS COLLECTION ADDITIONAL METADATA[S-07]: TWODCOORDINATESYSTEM (ECS-
ECSTC-3095) 

DESCRIPTION: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

   S  20  1  [ECS Collection Additional Metadata] Attempt to configure the CoordinateSystem in the database or configuration 
file for an ECS collection to a value other than “CARTESIAN” or “GEODETIC”.  

      



 

2330 
 

   S  20  2  Attempt to configure the GranuleSpatialRepresentation in the database or configuration file for an ECS collection to a 
value other than “CARTESIAN”, “GEODETIC”, “ORBIT”, or “NO_SPATIAL”.  

      

   S  20  3  Attempt to configure the CoordinateSystem for an ISO collection to a non null value.        

   S  20  4  Attempt to configure the GranuleSpatialRepresentation for an ISO collection to a non null value.        

   S  20  5  For each of the valid backtrack types, request the export of collection metadata for a collection which is configured for 
that type.    

      

   S  20  6  Request the export of metadata for a collection which is not configured for backtrack metadata.          

   S  20  7  For each of the valid TwoDCoordinateSystem types, request the export of collection metadata for a collection which is 
configured for that type.  

      

   S  20  8  Request the export of metadata for a collection which is not configured for a TwoDCoordinateSystem.        

   S  20  9  Request the export of metadata for a collection whose native metadata contains Product Specific Attributes (PSAs).        

   S  20  10  Find one collection with a DIF ID defined and one without.  Attempt to modify the DIF ID for the collection which has 
one defined.  

      

   S  20  11  For the two collections identified in the previous step, request the manual export of collection metadata        

   S  20  12  Attempt to configure the CoordinateSystem for an ECS collection to null (i.e. automatically populate).  Request the 
manual export of this collection.  

      

   S  20  13  Attempt to configure the GranuleSpatialRepresentation for an ECS collection to null (i.e. automatically populate).  
Request the manual export of this collection.  

      

  
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure all test collections are installed in the mode.   
3 Ensure all test collections are configured for collection and granule metadata 

export (collectionexportflag = 'Y' and granuleexportflag = 'Y'):<br /><br 
/>select collectionexportflag, granuleexportflag<br />from 
bg_collection_configuration<br />where shortname = 
&lt;SHORT_NAME&gt;<br />and versionid = &lt;VERSION_ID&gt;<br 
/><br />update bg_collection_configuration<br />set collectionexportflag = 
'Y',<br />granuleexportflag = 'Y'<br />where shortname = 
&lt;SHORT_NAME&gt;<br />and versionid = &lt;VERSION_ID&gt; 

  

4 Ensure a local copy of the collection schema is available to validate 
against.<br />If needed, download from here:<br 
/>https://api.echo.nasa.gov/ingest/schema/Collection.xsd 

  

5 Ensure a TCP proxy is capturing BMGT traffic.   
6 <i>Setup</i>  #comment 
7 <i>S-7 For each of the valid TwoDCoordinateSystem types, request the 

export of collection metadata for a collection which is configured for that 
type.</i> 

 #comment 

8 Ensure that for each of the valid TwoDCoordinateSystem types in 
EcBmBmgtTwoDCoords.xml, an S-7 test collection is configured for that 
type<br /><br />select twodcoordinatesystem<br />from 
bg_collection_configuration<br />where shortname = 
&lt;SHORT_NAME&gt;<br />and versionid = &lt;VERSION_ID&gt; 

  

9 Create a text file listing each of the S-7 collections, one per line:<br /><br 
/>&lt;SHORT_NAME_1&gt;.&lt;VERSION_ID_1&gt;<br 
/>&lt;SHORT_NAME_2&gt;.&lt;VERSION_ID_2&gt;<br />...<br 
/>&lt;SHORT_NAME_N&gt;.&lt;VERSION_ID_N&gt; 

  

10 Request a manual export:<br /><br />EcBmBMGTManualStart 
&lt;MODE&gt; --metc --collectionfile /path/to/S-7_collections.txt 

  

11 <i>Verification</i>  #comment 
12 <i>V-7 Verify that the collection metadata generated in S-7 contains a 

TwoDCoordinateSystems/TwoDCoordinateSystem element which is 
populated according to the rules for the TwoDCoordinateSystem type 
associated with the collection.  See the document 
BE_82_01_AdditionalMetadataDescription.doc for a detailed outline of 
TwoDCoordinateSystem metadata.</i> 

 #comment 
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# Action Expected Result Notes 
13 Verify XML metadata was exported once for each S-7 collection.   
14 Verify each collection's exported metadata has a 

TwoDCoordinateSystems/TwoDCoordinateSystem element:<br /><br 
/>xpath '//TwoDCoordinateSystems/TwoDCoordinateSystem' collection.xml 

  

15 Get each collection's TwoDCoordinateSystem type:<br /><br />select 
twodcoordinatesystem<br />from bg_collection_configuration<br />where 
shortname = &lt;SHORT_NAME&gt;<br />and versionid = 
&lt;VERSION_ID&gt; 

  

16 Use an xpath utility to get the TwoDCoordinateSystem block from each 
collection's exported XML:<br /><br />xpath 
'//TwoDCoordinateSystems/TwoDCoordinateSystem' collection.xml 

  

17 Verify each collection's TwoDCoordinateSystem block matches the block 
found in 
/usr/ecs/&lt;MODE&gt;/CUSTOM/data/BMGT/config/EcBmBMGTTwoDC
oords.xml for the collection's TwoDCoordinateSystem type. E.g.,<br /><br 
/>MISR:<br />&lt;TwoDCoordinateSystem&gt;<br />    
&lt;TwoDCoordinateSystemName&gt;MISR&lt;/TwoDCoordinateSystemNa
me&gt;<br />    &lt;Coordinate1&gt;<br />        
&lt;MinimumValue&gt;1&lt;/MinimumValue&gt;<br />        
&lt;MaximumValue&gt;233&lt;/MaximumValue&gt;<br />    
&lt;/Coordinate1&gt;<br />    &lt;Coordinate2&gt;<br />        
&lt;MinimumValue&gt;1&lt;/MinimumValue&gt;<br />        
&lt;MaximumValue&gt;180&lt;/MaximumValue&gt;<br />    
&lt;/Coordinate2&gt;<br />&lt;/TwoDCoordinateSystem&gt;<br /><br 
/>MODIS Tile:<br />&lt;TwoDCoordinateSystem&gt;<br />    
&lt;TwoDCoordinateSystemName&gt;MODIS 
Tile&lt;/TwoDCoordinateSystemName&gt;<br />    &lt;Coordinate1&gt;<br 
/>        &lt;MinimumValue&gt;0&lt;/MinimumValue&gt;<br />        
&lt;MaximumValue&gt;38&lt;/MaximumValue&gt;<br />    
&lt;/Coordinate1&gt;<br />    &lt;Coordinate2&gt;<br />        
&lt;MinimumValue&gt;0&lt;/MinimumValue&gt;<br />        
&lt;MaximumValue&gt;38&lt;/MaximumValue&gt;<br />    
&lt;/Coordinate2&gt;<br />&lt;/TwoDCoordinateSystem&gt; 

  

18 <i>V-12 Verify that all Collection metadata in the previous steps validates 
against https://api.echo.nasa.gov/ingest/schema/Collection.xsd</i> 

 #comment 

19 Verify each S-7 collection's exported XML validates against the schema:<br 
/><br />xmllint --noout --schema Collection.xsd collection.xml<br />or<br 
/>/tools/common/test/BE_82_01/bin/echo10_validate_metadata c 
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# Action Expected Result Notes 
collection.xml 

20 <i>V-15 For the exports in S-5 – S-9, verify that the configured 
CoordinateSystem and GranuleSpatialRepresentation values are included in 
the metadata.</i> 

 #comment 

21 Verify for each collection that if it has a Spatial element, its exported 
metadata also contains a CoordinateSystem element with a valid value (one 
of 'CARTESIAN', 'GEODETIC'):<br /><br />xpath '/Collection/Spatial' 
collection.xml<br /><br />xpath 
'/Collection/Spatial/HorizontalSpatialDomain/Geometry/CoordinateSystem' 
collection.xml 

  

22 Verify for each collection that if it has a Spatial element, its exported 
metadata also contains a GranuleSpatialRepresentation element with a valid 
value (one of 'CARTESIAN', 'GEODETIC', 'ORBIT', or 'NO_SPATIAL'):<br 
/><br />xpath '/Collection/Spatial' collection.xml<br /><br />xpath 
'/Collection/Spatial/GranuleSpatialRepresentation' collection.xml 

  

 
 
TEST DATA: 
See Test Case 595. 
 
EXPECTED RESULTS: 
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   V  20  1  Verify that in S-1, it is not possible to set CoordinateSystem to a value other than “CARTESIAN” or “GEODETIC” or that if 
it is possible, subsequent metadata export for this collection fails due to the invalid Coordinate System value (and that the log 
indicates the reason for the failure).  

      

   V  20  2  Verify that in S-2, it is not possible to set the GranuelSpatialRepresentation to a value other than “CARTESIAN”, 
“GEODETIC”, “ORBIT”, or “NO_SPATIAL” or that if it is possible, subsequent metadata export for this collection fails due 
to the invalid Granule Spatial Representation value (and that the log indicates the reason for the failure).  

      

   V  20  3  Verify that in S-3, it is not possible to populate the CoordinateSystem for an ISO collection or that if it is possible, subsequent 
metadata export for this collection fails due to the invalid Coordinate System value (and that the log indicates the reason for 
the failure).  

      

   V  20  4  Verify that in S-4, it is not possible to populate the GranuleSpatialRepresentation  for an ISO collection or that if it is possible, 
subsequent metadata export for this collection fails due to the invalid Granule Spatial Representation value (and that the log 
indicates the reason for the failure).     

      

   V  20  5  Verify that the collection metadata generated in S-5 contains a Spatial/OrbitParameters element which is populated according 
to the rules for the backtrack metadata type associated with the collection.  See the document 
BE_82_01_AdditionalMetadataDescription.doc for a detailed outline of the backtrack metadata.  

      

   V  20  6  Verify that the collection metadata generated in S-6 contains no Spatial/OrbitParameters element.        

   V  20  7  Verify that the collection metadata generated in S-7 contains a TwoDCoordinateSystems/TwoDCoordinateSystem element 
which is populated according to the rules for the TwoDCoordinateSystem type associated with the collection.  See the 
document BE_82_01_AdditionalMetadataDescription.doc for a detailed outline of TwoDCoordinateSystem metadata.  

      

   V  20  8  Verify that the collection metadata generated in S-8 contains no TwoDCoordinateSystems/TwoDCoordinateSystem element.        

   V  20  9  Verify that the collection metadata generated in S-9 contains an AdditionalAttributes/AdditionalAttribute element for each 
Product Specific Attribute (PSA) in the original collection metadata, and that all information in the PSA is also conveyed in 
the Additional Attribute.  

      

   V  20  10  Verify that in S-10, it is possible to modify the DIF ID for a collection via the GUI.        

   V  20  11  Verify that the metadata exported in S-11 contains the specified DIF ID for the collection for which one was provided, and 
contains no DIF ID for the other collection.  
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   V  20  12  Verify that all Collection metadata in the previous steps validates against 
https://api.echo.nasa.gov/ingest/schema/Collection.xsd 

      

   V  20  13  Verify that the collection metadata generated in S-12 contains the default CoordinateSystem value.        

   V  20  14  Verify that the collection metadata generated in S-13 contains the proper GranuleSpatialMetadata value derived from 
AmCollection.SpatialSearchType using the standard mapping:  
 

 SpatialSearchType => GranuleSpatialRepresentation  
 

 GPolygon           => GEODETIC  
 

 Orbit                   => ORBIT  
 

 Point                   => GEODETIC  
 

 Rectangle          => CARTESIAN  
 

 NotSupported  => NOSPATIAL  
 

      

   V  20  15  For the exports in S-5 – S-9, verify that the configured CoordinateSystem and GranuleSpatialRepresentation values are 
included in the metadata.  

      

 

686 ECS COLLECTION ADDITIONAL METADATA[S-08]: NO TWODCOORDINATESYSTEM (ECS-
ECSTC-3096) 

DESCRIPTION: 
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   S  20  1  [ECS Collection Additional Metadata] Attempt to configure the CoordinateSystem in the database or configuration 
file for an ECS collection to a value other than “CARTESIAN” or “GEODETIC”.  

      

   S  20  2  Attempt to configure the GranuleSpatialRepresentation in the database or configuration file for an ECS collection to a 
value other than “CARTESIAN”, “GEODETIC”, “ORBIT”, or “NO_SPATIAL”.  

      

   S  20  3  Attempt to configure the CoordinateSystem for an ISO collection to a non null value.        

   S  20  4  Attempt to configure the GranuleSpatialRepresentation for an ISO collection to a non null value.        

   S  20  5  For each of the valid backtrack types, request the export of collection metadata for a collection which is configured for 
that type.    

      

   S  20  6  Request the export of metadata for a collection which is not configured for backtrack metadata.          

   S  20  7  For each of the valid TwoDCoordinateSystem types, request the export of collection metadata for a collection which is 
configured for that type.  

      

   S  20  8  Request the export of metadata for a collection which is not configured for a TwoDCoordinateSystem.        

   S  20  9  Request the export of metadata for a collection whose native metadata contains Product Specific Attributes (PSAs).        

   S  20  10  Find one collection with a DIF ID defined and one without.  Attempt to modify the DIF ID for the collection which has 
one defined.  

      

   S  20  11  For the two collections identified in the previous step, request the manual export of collection metadata        

   S  20  12  Attempt to configure the CoordinateSystem for an ECS collection to null (i.e. automatically populate).  Request the 
manual export of this collection.  

      

   S  20  13  Attempt to configure the GranuleSpatialRepresentation for an ECS collection to null (i.e. automatically populate).        
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Request the manual export of this collection.  

  
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure all test collections are installed in the mode.   
3 Ensure all test collections are configured for collection and granule metadata 

export (collectionexportflag = 'Y' and granuleexportflag = 'Y'):<br /><br 
/>select collectionexportflag, granuleexportflag<br />from 
bg_collection_configuration<br />where shortname = 
&lt;SHORT_NAME&gt;<br />and versionid = &lt;VERSION_ID&gt;<br 
/><br />update bg_collection_configuration<br />set collectionexportflag = 
'Y',<br />granuleexportflag = 'Y'<br />where shortname = 
&lt;SHORT_NAME&gt;<br />and versionid = &lt;VERSION_ID&gt; 

  

4 Ensure a local copy of the collection schema is available to validate 
against.<br />If needed, download from here:<br 
/>https://api.echo.nasa.gov/ingest/schema/Collection.xsd 

  

5 Ensure a TCP proxy is capturing BMGT traffic.   
6 <i>Setup</i>  #comment 
7 <i>S-8 Request the export of metadata for a collection which is not 

configured for a TwoDCoordinateSystem.</i> 
 #comment 

8 Ensure the S-8 test collection has no TwoDCoordinateSystem configured.<br 
/><br />select twodcoordinatesystem<br />from 
bg_collection_configuration<br />where shortname = 
&lt;SHORT_NAME&gt;<br />and versionid = &lt;VERSION_ID&gt; 

  

9 Request manual export of the S-8 collection:<br /><br 
/>EcBmBMGTManualStart &lt;MODE&gt; --metc --collections 
$SHORT_NAME.$VERSION_ID 

  

10 <i>Verification</i>  #comment 
11 <i>V-8 Verify that the collection metadata generated in S-8 contains no 

TwoDCoordinateSystems/TwoDCoordinateSystem element.</i> 
 #comment 

12 Verify XML collection metadata was exported for the S-8 collection.   
13 Verify the collection's exported metadata contains no   
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# Action Expected Result Notes 
TwoDCoordinateSystems/TwoDCoordinateSystem element:<br /><br 
/>xpath '//TwoDCoordinateSystems/TwoDCoordinateSystem' collection.xml 

14 <i>V-12 Verify that all Collection metadata in the previous steps validates 
against https://api.echo.nasa.gov/ingest/schema/Collection.xsd</i> 

 #comment 

15 Verify the S-8 collection's exported XML validates against the schema:<br 
/><br />xmllint --noout --schema Collection.xsd collection.xml<br />or<br 
/>/tools/common/test/BE_82_01/bin/echo10_validate_metadata c 
collection.xml 

  

16 <i>V-15 For the exports in S-5 – S-9, verify that the configured 
CoordinateSystem and GranuleSpatialRepresentation values are included in 
the metadata.</i> 

 #comment 

17 <i>Use an xpath utility, such as /tools/common/test/BE_82_01/bin/xpath, to 
find XML elements.</i> 

 #comment 

18 Verify for each collection that if it has a Spatial element, its exported 
metadata also contains a CoordinateSystem element with a valid value (one 
of 'CARTESIAN', 'GEODETIC'):<br /><br />xpath '/Collection/Spatial' 
collection.xml<br /><br />xpath 
'/Collection/Spatial/HorizontalSpatialDomain/Geometry/CoordinateSystem' 
collection.xml 

  

19 Verify for each collection that if it has a Spatial element, its exported 
metadata also contains a GranuleSpatialRepresentation element with a valid 
value (one of 'CARTESIAN', 'GEODETIC', 'ORBIT', or 'NO_SPATIAL'):<br 
/><br />xpath '/Collection/Spatial' collection.xml<br /><br />xpath 
'/Collection/Spatial/GranuleSpatialRepresentation' collection.xml 

  

 
 
TEST DATA: 
See Test Case 595. 
 
EXPECTED RESULTS: 
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   V  20  1  Verify that in S-1, it is not possible to set CoordinateSystem to a value other than “CARTESIAN” or “GEODETIC” or that if 
it is possible, subsequent metadata export for this collection fails due to the invalid Coordinate System value (and that the log 
indicates the reason for the failure).  

      

   V  20  2  Verify that in S-2, it is not possible to set the GranuelSpatialRepresentation to a value other than “CARTESIAN”, 
“GEODETIC”, “ORBIT”, or “NO_SPATIAL” or that if it is possible, subsequent metadata export for this collection fails due 
to the invalid Granule Spatial Representation value (and that the log indicates the reason for the failure).  

      

   V  20  3  Verify that in S-3, it is not possible to populate the CoordinateSystem for an ISO collection or that if it is possible, subsequent 
metadata export for this collection fails due to the invalid Coordinate System value (and that the log indicates the reason for 
the failure).  

      

   V  20  4  Verify that in S-4, it is not possible to populate the GranuleSpatialRepresentation  for an ISO collection or that if it is possible, 
subsequent metadata export for this collection fails due to the invalid Granule Spatial Representation value (and that the log 
indicates the reason for the failure).     

      

   V  20  5  Verify that the collection metadata generated in S-5 contains a Spatial/OrbitParameters element which is populated according 
to the rules for the backtrack metadata type associated with the collection.  See the document 
BE_82_01_AdditionalMetadataDescription.doc for a detailed outline of the backtrack metadata.  

      

   V  20  6  Verify that the collection metadata generated in S-6 contains no Spatial/OrbitParameters element.        

   V  20  7  Verify that the collection metadata generated in S-7 contains a TwoDCoordinateSystems/TwoDCoordinateSystem element 
which is populated according to the rules for the TwoDCoordinateSystem type associated with the collection.  See the 
document BE_82_01_AdditionalMetadataDescription.doc for a detailed outline of TwoDCoordinateSystem metadata.  

      

   V  20  8  Verify that the collection metadata generated in S-8 contains no TwoDCoordinateSystems/TwoDCoordinateSystem element.        
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   V  20  9  Verify that the collection metadata generated in S-9 contains an AdditionalAttributes/AdditionalAttribute element for each 
Product Specific Attribute (PSA) in the original collection metadata, and that all information in the PSA is also conveyed in 
the Additional Attribute.  

      

   V  20  10  Verify that in S-10, it is possible to modify the DIF ID for a collection via the GUI.        

   V  20  11  Verify that the metadata exported in S-11 contains the specified DIF ID for the collection for which one was provided, and 
contains no DIF ID for the other collection.  

      

   V  20  12  Verify that all Collection metadata in the previous steps validates against 
https://api.echo.nasa.gov/ingest/schema/Collection.xsd 

      

   V  20  13  Verify that the collection metadata generated in S-12 contains the default CoordinateSystem value.        

   V  20  14  Verify that the collection metadata generated in S-13 contains the proper GranuleSpatialMetadata value derived from 
AmCollection.SpatialSearchType using the standard mapping:  
 

 SpatialSearchType => GranuleSpatialRepresentation  
 

 GPolygon           => GEODETIC  
 

 Orbit                   => ORBIT  
 

 Point                   => GEODETIC  
 

 Rectangle          => CARTESIAN  
 

 NotSupported  => NOSPATIAL  
 

      

   V  20  15  For the exports in S-5 – S-9, verify that the configured CoordinateSystem and GranuleSpatialRepresentation values are 
included in the metadata.  
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687 ECS COLLECTION ADDITIONAL METADATA[S-09]: PRODUCT SPECIFIC ATTRIBUTES 
(PSAS) (ECS-ECSTC-3097) 

DESCRIPTION: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

   S  20  1  [ECS Collection Additional Metadata] Attempt to configure the CoordinateSystem in the database or configuration 
file for an ECS collection to a value other than “CARTESIAN” or “GEODETIC”.  

      

   S  20  2  Attempt to configure the GranuleSpatialRepresentation in the database or configuration file for an ECS collection to a 
value other than “CARTESIAN”, “GEODETIC”, “ORBIT”, or “NO_SPATIAL”.  

      

   S  20  3  Attempt to configure the CoordinateSystem for an ISO collection to a non null value.        

   S  20  4  Attempt to configure the GranuleSpatialRepresentation for an ISO collection to a non null value.        

   S  20  5  For each of the valid backtrack types, request the export of collection metadata for a collection which is configured for 
that type.    

      

   S  20  6  Request the export of metadata for a collection which is not configured for backtrack metadata.          

   S  20  7  For each of the valid TwoDCoordinateSystem types, request the export of collection metadata for a collection which is 
configured for that type.  

      

   S  20  8  Request the export of metadata for a collection which is not configured for a TwoDCoordinateSystem.        



 

2342 
 

   S  20  9  Request the export of metadata for a collection whose native metadata contains Product Specific Attributes (PSAs).        

   S  20  10  Find one collection with a DIF ID defined and one without.  Attempt to modify the DIF ID for the collection which has 
one defined.  

      

   S  20  11  For the two collections identified in the previous step, request the manual export of collection metadata        

   S  20  12  Attempt to configure the CoordinateSystem for an ECS collection to null (i.e. automatically populate).  Request the 
manual export of this collection.  

      

   S  20  13  Attempt to configure the GranuleSpatialRepresentation for an ECS collection to null (i.e. automatically populate).  
Request the manual export of this collection.  

      

  
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure all test collections are installed in the mode.   
3 Ensure all test collections are configured for collection and granule metadata 

export (collectionexportflag = 'Y' and granuleexportflag = 'Y'):<br /><br 
/>select collectionexportflag, granuleexportflag<br />from 
bg_collection_configuration<br />where shortname = 
&lt;SHORT_NAME&gt;<br />and versionid = &lt;VERSION_ID&gt;<br 
/><br />update bg_collection_configuration<br />set collectionexportflag = 
'Y',<br />granuleexportflag = 'Y'<br />where shortname = 
&lt;SHORT_NAME&gt;<br />and versionid = &lt;VERSION_ID&gt; 

  

4 Ensure a local copy of the collection schema is available to validate 
against.<br />If needed, download from here:<br 
/>https://api.echo.nasa.gov/ingest/schema/Collection.xsd 

  

5 Ensure a TCP proxy is capturing BMGT traffic.   
6 <i>Setup</i>  #comment 
7 <i>S-9 Request the export of metadata for a collection whose native metadata 

contains Product Specific Attributes (PSAs).</i> 
 #comment 

8 Create a text file of all PSA metadata from the original collection ODL   
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# Action Expected Result Notes 
metadata. 

9 Request manual export of the S-9 test collection:<br /><br 
/>EcBmBMGTManualStart --mode $MODE --metc --collections 
$SHORT_NAME.$VERSION_ID 

  

10 <i>Verification</i>  #comment 
11 <i>V-9 Verify that the collection metadata generated in S-9 contains an 

AdditionalAttributes/AdditionalAttribute element for each Product Specific 
Attribute (PSA) in the original collection metadata, and that all information in 
the PSA is also conveyed in the Additional Attribute.</i> 

 #comment 

12 Verify that XML collection metadata was exported once for the S-9 
collection. 

  

13 Verify the exported collection metadata contains the same number 
AdditionalAttribute elements as there are PSAs the ECS collection ODL 
file:<br /><br />xpath '//AdditionalAttributes/AdditionalAttribute' 
collection.xml 

  

14 Verify each AdditionalAttribute element includes all the information in the 
corresponding original PSA by comparing it to the PSA text file created 
earlier. 

  

15 <i>V-12 Verify that all Collection metadata in the previous steps validates 
against https://api.echo.nasa.gov/ingest/schema/Collection.xsd</i> 

 #comment 

16 Verify the S-9 collection's exported XML validates against the schema:<br 
/><br />xmllint --noout --schema Collection.xsd collection.xml<br />or<br 
/>/tools/common/test/BE_82_01/bin/echo10_validate_metadata c 
collection.xml 

  

17 <i>V-15 For the exports in S-5 – S-9, verify that the configured 
CoordinateSystem and GranuleSpatialRepresentation values are included in 
the metadata.</i> 

 #comment 

18 <i>Use an xpath utility, such as /tools/common/test/BE_82_01/bin/xpath, to 
find XML elements.</i> 

 #comment 

19 Verify, using an xpath utility, that the collection's exported metadata contains 
a CoordinateSystem element with a valid value (one of 'CARTESIAN', 
'GEODETIC'):<br /><br />xpath 
'/Collection/Spatial/HorizontalSpatialDomain/Geometry/CoordinateSystem' 
collection.xml 

  

20 Verify, using an xpath utility, that the collection's exported metadata conains 
a GranuleSpatialRepresentation element with a valid value (one of 
'CARTESIAN', 'GEODETIC', 'ORBIT', or 'NO_SPATIAL'):<br /><br 
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# Action Expected Result Notes 
/>xpath '/Collection/Spatial/GranuleSpatialRepresentation' collection.xml 

 
 
TEST DATA: 
See Test Case 595. 
 
EXPECTED RESULTS: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

   V  20  1  Verify that in S-1, it is not possible to set CoordinateSystem to a value other than “CARTESIAN” or “GEODETIC” or that if 
it is possible, subsequent metadata export for this collection fails due to the invalid Coordinate System value (and that the log 
indicates the reason for the failure).  

      

   V  20  2  Verify that in S-2, it is not possible to set the GranuelSpatialRepresentation to a value other than “CARTESIAN”, 
“GEODETIC”, “ORBIT”, or “NO_SPATIAL” or that if it is possible, subsequent metadata export for this collection fails due 
to the invalid Granule Spatial Representation value (and that the log indicates the reason for the failure).  

      

   V  20  3  Verify that in S-3, it is not possible to populate the CoordinateSystem for an ISO collection or that if it is possible, subsequent 
metadata export for this collection fails due to the invalid Coordinate System value (and that the log indicates the reason for 
the failure).  

      

   V  20  4  Verify that in S-4, it is not possible to populate the GranuleSpatialRepresentation  for an ISO collection or that if it is possible,       
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subsequent metadata export for this collection fails due to the invalid Granule Spatial Representation value (and that the log 
indicates the reason for the failure).     

   V  20  5  Verify that the collection metadata generated in S-5 contains a Spatial/OrbitParameters element which is populated according 
to the rules for the backtrack metadata type associated with the collection.  See the document 
BE_82_01_AdditionalMetadataDescription.doc for a detailed outline of the backtrack metadata.  

      

   V  20  6  Verify that the collection metadata generated in S-6 contains no Spatial/OrbitParameters element.        

   V  20  7  Verify that the collection metadata generated in S-7 contains a TwoDCoordinateSystems/TwoDCoordinateSystem element 
which is populated according to the rules for the TwoDCoordinateSystem type associated with the collection.  See the 
document BE_82_01_AdditionalMetadataDescription.doc for a detailed outline of TwoDCoordinateSystem metadata.  

      

   V  20  8  Verify that the collection metadata generated in S-8 contains no TwoDCoordinateSystems/TwoDCoordinateSystem element.        

   V  20  9  Verify that the collection metadata generated in S-9 contains an AdditionalAttributes/AdditionalAttribute element for each 
Product Specific Attribute (PSA) in the original collection metadata, and that all information in the PSA is also conveyed in 
the Additional Attribute.  

      

   V  20  10  Verify that in S-10, it is possible to modify the DIF ID for a collection via the GUI.        

   V  20  11  Verify that the metadata exported in S-11 contains the specified DIF ID for the collection for which one was provided, and 
contains no DIF ID for the other collection.  

      

   V  20  12  Verify that all Collection metadata in the previous steps validates against 
https://api.echo.nasa.gov/ingest/schema/Collection.xsd 

      

   V  20  13  Verify that the collection metadata generated in S-12 contains the default CoordinateSystem value.        

   V  20  14  Verify that the collection metadata generated in S-13 contains the proper GranuleSpatialMetadata value derived from 
AmCollection.SpatialSearchType using the standard mapping:  
 

 SpatialSearchType => GranuleSpatialRepresentation  
 

 GPolygon           => GEODETIC  
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 Orbit                   => ORBIT  
 

 Point                   => GEODETIC  
 

 Rectangle          => CARTESIAN  
 

 NotSupported  => NOSPATIAL  
 

   V  20  15  For the exports in S-5 – S-9, verify that the configured CoordinateSystem and GranuleSpatialRepresentation values are 
included in the metadata.  

      

 

688 ECS COLLECTION ADDITIONAL METADATA[S-10]: DIF ID (ECS-ECSTC-3098) 

DESCRIPTION: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

   S  20  1  [ECS Collection Additional Metadata] Attempt to configure the CoordinateSystem in the database or configuration 
file for an ECS collection to a value other than “CARTESIAN” or “GEODETIC”.  

      

   S  20  2  Attempt to configure the GranuleSpatialRepresentation in the database or configuration file for an ECS collection to a 
value other than “CARTESIAN”, “GEODETIC”, “ORBIT”, or “NO_SPATIAL”.  

      

   S  20  3  Attempt to configure the CoordinateSystem for an ISO collection to a non null value.        



 

2347 
 

   S  20  4  Attempt to configure the GranuleSpatialRepresentation for an ISO collection to a non null value.        

   S  20  5  For each of the valid backtrack types, request the export of collection metadata for a collection which is configured for 
that type.    

      

   S  20  6  Request the export of metadata for a collection which is not configured for backtrack metadata.          

   S  20  7  For each of the valid TwoDCoordinateSystem types, request the export of collection metadata for a collection which is 
configured for that type.  

      

   S  20  8  Request the export of metadata for a collection which is not configured for a TwoDCoordinateSystem.        

   S  20  9  Request the export of metadata for a collection whose native metadata contains Product Specific Attributes (PSAs).        

   S  20  10  Find one collection with a DIF ID defined and one without.  Attempt to modify the DIF ID for the collection which has 
one defined.  

      

   S  20  11  For the two collections identified in the previous step, request the manual export of collection metadata        

   S  20  12  Attempt to configure the CoordinateSystem for an ECS collection to null (i.e. automatically populate).  Request the 
manual export of this collection.  

      

   S  20  13  Attempt to configure the GranuleSpatialRepresentation for an ECS collection to null (i.e. automatically populate).  
Request the manual export of this collection.  

      

  
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure all test collections are installed in the mode.   
3 Ensure all test collections are configured for collection and granule metadata 

export (collectionexportflag = 'Y' and granuleexportflag = 'Y'):<br /><br 
/>select collectionexportflag, granuleexportflag<br />from 
bg_collection_configuration<br />where shortname = 
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# Action Expected Result Notes 
&lt;SHORT_NAME&gt;<br />and versionid = &lt;VERSION_ID&gt;<br 
/><br />update bg_collection_configuration<br />set collectionexportflag = 
'Y',<br />granuleexportflag = 'Y'<br />where shortname = 
&lt;SHORT_NAME&gt;<br />and versionid = &lt;VERSION_ID&gt; 

4 Ensure a local copy of the collection schema is available to validate 
against.<br />If needed, download from here:<br 
/>https://api.echo.nasa.gov/ingest/schema/Collection.xsd 

  

5 Ensure a TCP proxy is capturing BMGT traffic.   
6 <i>Setup</i>  #comment 
7 <i>S-10 Find one collection with a DIF ID defined and one without.  Attempt 

to modify the DIF ID for the collection which has one defined.</i> 
 #comment 

8 In the BMGT GUI collection configuration tab, modify the DIF ID of the 
collection that has one. 

  

9 Log out of the BMGT GUI.   
10 Clear the browser's cache.   
11 <i>S-11 For the two collections identified in the previous step, request the 

manual export of collection metadata</i> 
 #comment 

12 Request manual export of both S-10 collections:<br /><br 
/>EcBmBMGTManualStart --mode $MODE --metc --collections 
$SHORT_NAME_DIF_ID.$VERSION_ID_DIF_ID,$SHORT_NAME_NO_
DIF_ID.$VERSION_ID_NO_DIF_ID 

  

13 <i>Verification</i>  #comment 
14 <i>V-10 Verify that in S-10, it is possible to modify the DIF ID for a 

collection via the GUI.</i> 
 #comment 

15 Log in to the BMGT GUI.   
16 Verify that the modified DIF ID has the new value.   
17 <i>V-11 Verify that the metadata exported in S-11 contains the specified DIF 

ID for the collection for which one was provided, and contains no DIF ID for 
the other collection.</i> 

 #comment 

18 Verify XML collection metadata was exported once for each S-10 collection.   
19 <i>Use an xpath utility, such as /tools/common/test/BE_82_01/bin/xpath, to 

find XML elements.</i> 
 #comment 

20 Verify the exported metadata contains a DIF/EntryId element for the 
collection that has a DIF ID,and that it matches the configured value in the 
GUI.<br /><br />xpath '//DIF/EntryId' collection.xml 

  

21 Verify the exported metadata contains no DIF/EntryId element for the   
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# Action Expected Result Notes 
collection that does not have one:<br /><br />xpath '//DIF/EntryId' 
collection.xml 

22 <i>V-12 Verify that all Collection metadata in the previous steps validates 
against https://api.echo.nasa.gov/ingest/schema/Collection.xsd</i> 

 #comment 

23 Verify each S-10 collection's exported XML validates against the schema:<br 
/><br />xmllint --noout --schema Collection.xsd collection.xml<br />or<br 
/>/tools/common/test/BE_82_01/bin/echo10_validate_metadata c 
collection.xml 

  

 
 
TEST DATA: 
See Test Case 595. 
 
EXPECTED RESULTS: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

   V  20  1  Verify that in S-1, it is not possible to set CoordinateSystem to a value other than “CARTESIAN” or “GEODETIC” or that if 
it is possible, subsequent metadata export for this collection fails due to the invalid Coordinate System value (and that the log 
indicates the reason for the failure).  

      

   V  20  2  Verify that in S-2, it is not possible to set the GranuelSpatialRepresentation to a value other than “CARTESIAN”, 
“GEODETIC”, “ORBIT”, or “NO_SPATIAL” or that if it is possible, subsequent metadata export for this collection fails due 
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to the invalid Granule Spatial Representation value (and that the log indicates the reason for the failure).  

   V  20  3  Verify that in S-3, it is not possible to populate the CoordinateSystem for an ISO collection or that if it is possible, subsequent 
metadata export for this collection fails due to the invalid Coordinate System value (and that the log indicates the reason for 
the failure).  

      

   V  20  4  Verify that in S-4, it is not possible to populate the GranuleSpatialRepresentation  for an ISO collection or that if it is possible, 
subsequent metadata export for this collection fails due to the invalid Granule Spatial Representation value (and that the log 
indicates the reason for the failure).     

      

   V  20  5  Verify that the collection metadata generated in S-5 contains a Spatial/OrbitParameters element which is populated according 
to the rules for the backtrack metadata type associated with the collection.  See the document 
BE_82_01_AdditionalMetadataDescription.doc for a detailed outline of the backtrack metadata.  

      

   V  20  6  Verify that the collection metadata generated in S-6 contains no Spatial/OrbitParameters element.        

   V  20  7  Verify that the collection metadata generated in S-7 contains a TwoDCoordinateSystems/TwoDCoordinateSystem element 
which is populated according to the rules for the TwoDCoordinateSystem type associated with the collection.  See the 
document BE_82_01_AdditionalMetadataDescription.doc for a detailed outline of TwoDCoordinateSystem metadata.  

      

   V  20  8  Verify that the collection metadata generated in S-8 contains no TwoDCoordinateSystems/TwoDCoordinateSystem element.        

   V  20  9  Verify that the collection metadata generated in S-9 contains an AdditionalAttributes/AdditionalAttribute element for each 
Product Specific Attribute (PSA) in the original collection metadata, and that all information in the PSA is also conveyed in 
the Additional Attribute.  

      

   V  20  10  Verify that in S-10, it is possible to modify the DIF ID for a collection via the GUI.        

   V  20  11  Verify that the metadata exported in S-11 contains the specified DIF ID for the collection for which one was provided, and 
contains no DIF ID for the other collection.  

      

   V  20  12  Verify that all Collection metadata in the previous steps validates against 
https://api.echo.nasa.gov/ingest/schema/Collection.xsd 

      

   V  20  13  Verify that the collection metadata generated in S-12 contains the default CoordinateSystem value.        
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   V  20  14  Verify that the collection metadata generated in S-13 contains the proper GranuleSpatialMetadata value derived from 
AmCollection.SpatialSearchType using the standard mapping:  
 

 SpatialSearchType => GranuleSpatialRepresentation  
 

 GPolygon           => GEODETIC  
 

 Orbit                   => ORBIT  
 

 Point                   => GEODETIC  
 

 Rectangle          => CARTESIAN  
 

 NotSupported  => NOSPATIAL  
 

      

   V  20  15  For the exports in S-5 – S-9, verify that the configured CoordinateSystem and GranuleSpatialRepresentation values are 
included in the metadata.  

      

 

689 ECS COLLECTION ADDITIONAL METADATA[S-12]: NULL ECS COORDINATESYSTEM (ECS-
ECSTC-3099) 

DESCRIPTION: 
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   S  20  1  [ECS Collection Additional Metadata] Attempt to configure the CoordinateSystem in the database or configuration 
file for an ECS collection to a value other than “CARTESIAN” or “GEODETIC”.  

      

   S  20  2  Attempt to configure the GranuleSpatialRepresentation in the database or configuration file for an ECS collection to a 
value other than “CARTESIAN”, “GEODETIC”, “ORBIT”, or “NO_SPATIAL”.  

      

   S  20  3  Attempt to configure the CoordinateSystem for an ISO collection to a non null value.        

   S  20  4  Attempt to configure the GranuleSpatialRepresentation for an ISO collection to a non null value.        

   S  20  5  For each of the valid backtrack types, request the export of collection metadata for a collection which is configured for 
that type.    

      

   S  20  6  Request the export of metadata for a collection which is not configured for backtrack metadata.          

   S  20  7  For each of the valid TwoDCoordinateSystem types, request the export of collection metadata for a collection which is 
configured for that type.  

      

   S  20  8  Request the export of metadata for a collection which is not configured for a TwoDCoordinateSystem.        

   S  20  9  Request the export of metadata for a collection whose native metadata contains Product Specific Attributes (PSAs).        

   S  20  10  Find one collection with a DIF ID defined and one without.  Attempt to modify the DIF ID for the collection which has 
one defined.  

      

   S  20  11  For the two collections identified in the previous step, request the manual export of collection metadata        

   S  20  12  Attempt to configure the CoordinateSystem for an ECS collection to null (i.e. automatically populate).  Request the 
manual export of this collection.  

      

   S  20  13  Attempt to configure the GranuleSpatialRepresentation for an ECS collection to null (i.e. automatically populate).  
Request the manual export of this collection.  

      

  
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure all test collections are installed in the mode.   
3 Ensure all test collections are configured for collection and granule metadata 

export (collectionexportflag = 'Y' and granuleexportflag = 'Y'):<br /><br 
/>select collectionexportflag, granuleexportflag<br />from 
bg_collection_configuration<br />where shortname = 
&lt;SHORT_NAME&gt;<br />and versionid = &lt;VERSION_ID&gt;<br 
/><br />update bg_collection_configuration<br />set collectionexportflag = 
'Y',<br />granuleexportflag = 'Y'<br />where shortname = 
&lt;SHORT_NAME&gt;<br />and versionid = &lt;VERSION_ID&gt; 

  

4 Ensure a local copy of the collection schema is available to validate 
against.<br />If needed, download from here:<br 
/>https://api.echo.nasa.gov/ingest/schema/Collection.xsd 

  

5 Ensure a TCP proxy is capturing BMGT traffic.   
6 <i>Setup</i>  #comment 
7 <i>S-12 Attempt to configure the CoordinateSystem for an ECS collection to 

null (i.e. automatically populate).  Request the manual export of this 
collection.</i> 

 #comment 

8 update bg_collection_configuration set CollectionCoordinateSystem =NULL 
where  shortname = $SHORT_NAME and versionid = $VERSION_ID; 

  

9 Request a manual export of the S-12 collection:<br /><br 
/>EcBmBMGTManualStart --mode $MODE --metc --collections 
$SHORT_NAME.$VERSION_ID 

  

10 <i>Verification</i>  #comment 
11 <i>V-12 Verify that all Collection metadata in the previous steps validates 

against https://api.echo.nasa.gov/ingest/schema/Collection.xsd</i> 
 #comment 

12 Verify the S-12 collection's exported XML validates against the schema:<br 
/><br />xmllint --noout --schema Collection.xsd collection.xml<br />or<br 
/>/tools/common/test/BE_82_01/bin/echo10_validate_metadata c 
collection.xml 

  

13 <i>V-13 Verify that the collection metadata generated in S-12 contains the 
default CoordinateSystem value.</i> 

 #comment 

14 Query the BMGT configuration table to find the default CoordinateSystem 
value (property named 'BMGT.Common.CoordinateSystemDefault'). 

  

15 Verify, using an xpath utility, the collection's exported metadata uses the 
default CoordinateSystem value:<br /><br />xpath 
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# Action Expected Result Notes 
'/Collection/Spatial/HorizontalSpatialDomain/Geometry/CoordinateSystem/te
xt()' collection.xml 

 
 
TEST DATA: 
See Test Case 595. 
 
EXPECTED RESULTS: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

   V  20  1  Verify that in S-1, it is not possible to set CoordinateSystem to a value other than “CARTESIAN” or “GEODETIC” or that if 
it is possible, subsequent metadata export for this collection fails due to the invalid Coordinate System value (and that the log 
indicates the reason for the failure).  

      

   V  20  2  Verify that in S-2, it is not possible to set the GranuelSpatialRepresentation to a value other than “CARTESIAN”, 
“GEODETIC”, “ORBIT”, or “NO_SPATIAL” or that if it is possible, subsequent metadata export for this collection fails due 
to the invalid Granule Spatial Representation value (and that the log indicates the reason for the failure).  

      

   V  20  3  Verify that in S-3, it is not possible to populate the CoordinateSystem for an ISO collection or that if it is possible, subsequent 
metadata export for this collection fails due to the invalid Coordinate System value (and that the log indicates the reason for 
the failure).  
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   V  20  4  Verify that in S-4, it is not possible to populate the GranuleSpatialRepresentation  for an ISO collection or that if it is possible, 
subsequent metadata export for this collection fails due to the invalid Granule Spatial Representation value (and that the log 
indicates the reason for the failure).     

      

   V  20  5  Verify that the collection metadata generated in S-5 contains a Spatial/OrbitParameters element which is populated according 
to the rules for the backtrack metadata type associated with the collection.  See the document 
BE_82_01_AdditionalMetadataDescription.doc for a detailed outline of the backtrack metadata.  

      

   V  20  6  Verify that the collection metadata generated in S-6 contains no Spatial/OrbitParameters element.        

   V  20  7  Verify that the collection metadata generated in S-7 contains a TwoDCoordinateSystems/TwoDCoordinateSystem element 
which is populated according to the rules for the TwoDCoordinateSystem type associated with the collection.  See the 
document BE_82_01_AdditionalMetadataDescription.doc for a detailed outline of TwoDCoordinateSystem metadata.  

      

   V  20  8  Verify that the collection metadata generated in S-8 contains no TwoDCoordinateSystems/TwoDCoordinateSystem element.        

   V  20  9  Verify that the collection metadata generated in S-9 contains an AdditionalAttributes/AdditionalAttribute element for each 
Product Specific Attribute (PSA) in the original collection metadata, and that all information in the PSA is also conveyed in 
the Additional Attribute.  

      

   V  20  10  Verify that in S-10, it is possible to modify the DIF ID for a collection via the GUI.        

   V  20  11  Verify that the metadata exported in S-11 contains the specified DIF ID for the collection for which one was provided, and 
contains no DIF ID for the other collection.  

      

   V  20  12  Verify that all Collection metadata in the previous steps validates against 
https://api.echo.nasa.gov/ingest/schema/Collection.xsd 

      

   V  20  13  Verify that the collection metadata generated in S-12 contains the default CoordinateSystem value.        

   V  20  14  Verify that the collection metadata generated in S-13 contains the proper GranuleSpatialMetadata value derived from 
AmCollection.SpatialSearchType using the standard mapping:  
 

 SpatialSearchType => GranuleSpatialRepresentation  
 

 GPolygon           => GEODETIC  
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 Orbit                   => ORBIT  

 
 Point                   => GEODETIC  

 
 Rectangle          => CARTESIAN  

 
 NotSupported  => NOSPATIAL  

 

   V  20  15  For the exports in S-5 – S-9, verify that the configured CoordinateSystem and GranuleSpatialRepresentation values are 
included in the metadata.  

      

 

690 ECS COLLECTION ADDITIONAL METADATA[S-13]: NULL ECS 
GRANULESPATIALREPRESENTATION (ECS-ECSTC-3100) 

DESCRIPTION: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

   S  20  1  [ECS Collection Additional Metadata] Attempt to configure the CoordinateSystem in the database or configuration 
file for an ECS collection to a value other than “CARTESIAN” or “GEODETIC”.  

      

   S  20  2  Attempt to configure the GranuleSpatialRepresentation in the database or configuration file for an ECS collection to a 
value other than “CARTESIAN”, “GEODETIC”, “ORBIT”, or “NO_SPATIAL”.  
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   S  20  3  Attempt to configure the CoordinateSystem for an ISO collection to a non null value.        

   S  20  4  Attempt to configure the GranuleSpatialRepresentation for an ISO collection to a non null value.        

   S  20  5  For each of the valid backtrack types, request the export of collection metadata for a collection which is configured for 
that type.    

      

   S  20  6  Request the export of metadata for a collection which is not configured for backtrack metadata.          

   S  20  7  For each of the valid TwoDCoordinateSystem types, request the export of collection metadata for a collection which is 
configured for that type.  

      

   S  20  8  Request the export of metadata for a collection which is not configured for a TwoDCoordinateSystem.        

   S  20  9  Request the export of metadata for a collection whose native metadata contains Product Specific Attributes (PSAs).        

   S  20  10  Find one collection with a DIF ID defined and one without.  Attempt to modify the DIF ID for the collection which has 
one defined.  

      

   S  20  11  For the two collections identified in the previous step, request the manual export of collection metadata        

   S  20  12  Attempt to configure the CoordinateSystem for an ECS collection to null (i.e. automatically populate).  Request the 
manual export of this collection.  

      

   S  20  13  Attempt to configure the GranuleSpatialRepresentation for an ECS collection to null (i.e. automatically populate).  
Request the manual export of this collection.  

      

  
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure all test collections are installed in the mode.   
3 Ensure all test collections are configured for collection and granule metadata   
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# Action Expected Result Notes 
export (collectionexportflag = 'Y' and granuleexportflag = 'Y'):<br /><br 
/>select collectionexportflag, granuleexportflag<br />from 
bg_collection_configuration<br />where shortname = 
&lt;SHORT_NAME&gt;<br />and versionid = &lt;VERSION_ID&gt;<br 
/><br />update bg_collection_configuration<br />set collectionexportflag = 
'Y',<br />granuleexportflag = 'Y'<br />where shortname = 
&lt;SHORT_NAME&gt;<br />and versionid = &lt;VERSION_ID&gt; 

4 Ensure a local copy of the collection schema is available to validate 
against.<br />If needed, download from here:<br 
/>https://api.echo.nasa.gov/ingest/schema/Collection.xsd 

  

5 Ensure a TCP proxy is capturing BMGT traffic.   
6 <i>Setup</i>  #comment 
7 <i>S-13 Attempt to configure the GranuleSpatialRepresentation for an ECS 

collection to null (i.e. automatically populate).<br />Request the manual 
export of this collection.</i> 

 #comment 

8 update bg_collection_configuration<br />set GranuleSpatialRepresentation = 
NULL<br />where ShortName = $SHORT_NAME<br />and VersionId = 
$VERSION_ID ; 

  

9 Request a manual export of the S-13 collection:<br /><br 
/>EcBmBMGTManualStart --mode $MODE --metc --collections 
${SHORT_NAME}.${VERSION_ID} 

  

10 <i>Verification</i>  #comment 
11 <i>V-12 Verify that all Collection metadata in the previous steps validates 

against https://api.echo.nasa.gov/ingest/schema/Collection.xsd</i> 
 #comment 

12 Verify S-13 collection's exported XML validates against the schema:<br 
/><br />xmllint --noout --schema Collection.xsd collection.xml<br />or<br 
/>/tools/common/test/BE_82_01/bin/echo10_validate_metadata c 
collection.xml 

  

13 <i>V-14 Verify that the collection metadata generated in S-13 contains the 
proper GranuleSpatialMetadata value derived from 
AmCollection.SpatialSearchType using the standard mapping:<br />    
SpatialSearchType =&gt; GranuleSpatialRepresentation<br />    GPolygon 
=&gt; GEODETIC<br />    Orbit =&gt; ORBIT<br />    Point =&gt; 
GEODETIC<br />    Rectangle =&gt; CARTESIAN<br />    NotSupported 
=&gt; NO_SPATIAL</i> 

 #comment 

14 Query AmCollection for the S-13 collection's SpatialSearchType:<br /><br 
/>select SpatialSearchType<br />from AmCollection<br />where ShortName 
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# Action Expected Result Notes 
= $SHORT_NAME<br />and VersionId = $VERSION_ID 

15 Verify, using an xpath utility, that the S-13 collection's exported metadata has 
a GranuleSpatialRepresentation value derived from the collection's 
SpatialSearchType, using the V-14 mapping:<br /><br />xpath 
'/Collection/Spatial/HorizontalSpatialDomain/Geometry/GranuleSpatialRepre
sentation' collection.xml 

  

 
 
TEST DATA: 
See Test Case 595. 
 
EXPECTED RESULTS: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

   V  20  1  Verify that in S-1, it is not possible to set CoordinateSystem to a value other than “CARTESIAN” or “GEODETIC” or that if 
it is possible, subsequent metadata export for this collection fails due to the invalid Coordinate System value (and that the log 
indicates the reason for the failure).  

      

   V  20  2  Verify that in S-2, it is not possible to set the GranuelSpatialRepresentation to a value other than “CARTESIAN”, 
“GEODETIC”, “ORBIT”, or “NO_SPATIAL” or that if it is possible, subsequent metadata export for this collection fails due 
to the invalid Granule Spatial Representation value (and that the log indicates the reason for the failure).  
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   V  20  3  Verify that in S-3, it is not possible to populate the CoordinateSystem for an ISO collection or that if it is possible, subsequent 
metadata export for this collection fails due to the invalid Coordinate System value (and that the log indicates the reason for 
the failure).  

      

   V  20  4  Verify that in S-4, it is not possible to populate the GranuleSpatialRepresentation  for an ISO collection or that if it is possible, 
subsequent metadata export for this collection fails due to the invalid Granule Spatial Representation value (and that the log 
indicates the reason for the failure).     

      

   V  20  5  Verify that the collection metadata generated in S-5 contains a Spatial/OrbitParameters element which is populated according 
to the rules for the backtrack metadata type associated with the collection.  See the document 
BE_82_01_AdditionalMetadataDescription.doc for a detailed outline of the backtrack metadata.  

      

   V  20  6  Verify that the collection metadata generated in S-6 contains no Spatial/OrbitParameters element.        

   V  20  7  Verify that the collection metadata generated in S-7 contains a TwoDCoordinateSystems/TwoDCoordinateSystem element 
which is populated according to the rules for the TwoDCoordinateSystem type associated with the collection.  See the 
document BE_82_01_AdditionalMetadataDescription.doc for a detailed outline of TwoDCoordinateSystem metadata.  

      

   V  20  8  Verify that the collection metadata generated in S-8 contains no TwoDCoordinateSystems/TwoDCoordinateSystem element.        

   V  20  9  Verify that the collection metadata generated in S-9 contains an AdditionalAttributes/AdditionalAttribute element for each 
Product Specific Attribute (PSA) in the original collection metadata, and that all information in the PSA is also conveyed in 
the Additional Attribute.  

      

   V  20  10  Verify that in S-10, it is possible to modify the DIF ID for a collection via the GUI.        

   V  20  11  Verify that the metadata exported in S-11 contains the specified DIF ID for the collection for which one was provided, and 
contains no DIF ID for the other collection.  

      

   V  20  12  Verify that all Collection metadata in the previous steps validates against 
https://api.echo.nasa.gov/ingest/schema/Collection.xsd 

      

   V  20  13  Verify that the collection metadata generated in S-12 contains the default CoordinateSystem value.        

   V  20  14  Verify that the collection metadata generated in S-13 contains the proper GranuleSpatialMetadata value derived from 
AmCollection.SpatialSearchType using the standard mapping:  
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 SpatialSearchType => GranuleSpatialRepresentation  

 
 GPolygon           => GEODETIC  

 
 Orbit                   => ORBIT  

 
 Point                   => GEODETIC  

 
 Rectangle          => CARTESIAN  

 
 NotSupported  => NOSPATIAL  

 

   V  20  15  For the exports in S-5 – S-9, verify that the configured CoordinateSystem and GranuleSpatialRepresentation values are 
included in the metadata.  

      

 

691 INSTALL ISO ESDT (ECS-ECSTC-3101) 

DESCRIPTION: 
 
 
 
 
 

Setup Flag Criteria ID Clause ID Criteria Text Type L4 ID 

S 10 1 Install  ISO ESDT 
 
Prepare  an ESDT descriptor for a new collection with the data 
model type attribute set to a SMAP ISO-19115 Metadata 
Model setting.  Prepare a collection level XPATH file,  
granule level XPATH file, and an ISO-compliant series 
(collection) level metadata file. 

FC S-AIM-
00100, S-
AIM-00160, 
S-AIM-
00170, S-
AIM-00180  

S 10 2 Copy the prepared files into the source directory configured in FC S-AIM-
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the ESDT maintenance GUI for ESDT descriptor files. 00100, S-
AIM-00160, 
S-AIM-
00170, S-
AIM-00180  

S 10 3 Using the ESDT Maintenance GUI,  install the ESDT. FC S-AIM-
00100, S-
AIM-00160, 
S-AIM-
00170, S-
AIM-00180 

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure collection C1 is not installed. If it is, use the ESDT maintenance GUI 

to remove it as follows:<br /><br />On the ESDT Maintenance GUI main 
page, select collection C1.<br /><br />Select the 'Delete selected ESDTs' 
button.<br /><br />After a few seconds, the GUI should display a message 
indicating the ESDT was successfully 'processed'. 

  

3 Ensure a PostgreSQL prompt is available, with the search path set correctly 
for the mode. E.g.,<br /><br />From a command prompt, connect to the 
database:<br />/tools/postgres/current32/bin/psql -U &lt;USER&gt; -d ecs -h 
f4dbl03<br /><br />At the psql prompt, set the search path:<br />select 
public.set_search_path('aim', '&lt;MODE&gt;'); 

  

4 <i>Setup</i>  #comment 
5 <i>S-1 Prepare  an ESDT descriptor for a new collection with the data model 

type attribute set to a SMAP ISO-19115 Metadata Model setting.<br 
/>Prepare a collection level XPATH file, granule level XPATH file, and an 
ISO-compliant series (collection) level metadata file.</i> 

 #comment 

6 Use the prepared test data in /sotestdata/DROP_802/SD_82_01/Criteria/010.   
7 Ensure collection C1's descriptor file has a DataModelType element with 

Value = &quot;ISO-SMAP&quot;. 
  

8 <i>S-2 Copy the prepared files into the source directory configured in the  #comment 
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# Action Expected Result Notes 
ESDT maintenance GUI for ESDT descriptor files.</i> 

9 ssh to the ESDT Maintenance GUI host (e.g., f4dpl01 or f4hel01).   
10 As cmshared, copy collection C1's files from the test data directory to the 

ESDT GUI directory:<br /><br />cp 
/sotestdata/DROP_802/SD_82_01/Criteria/010/* 
/usr/ecs/&lt;MODE&gt;/CUSTOM/data/ESS 

  

11 <i>S-3 Using the ESDT Maintenance GUI, install the ESDT.</i>  #comment 
12 Note the current time as t0.   
13 On the ESDT Maintenance GUI main screen, select the 'Install new 

ESDTs/Update existing ESDTs' button. 
The GUI should display a list of 
collections available for installation 

 

14 Find collection C1 in the list of collections, and enable its check box.   
15 Click on the 'Proceed with installation/update' button. A dialog box should pop up.  
16 Click on the 'Ok' button. After a second or two, the GUI should 

display a page indicating that the 
ESDT has been installed successfully. 

 

17 <i>Verification</i>  #comment 
18 <i>V-1 Verify by inspecting the AIM database that the collection was 

correctly installed and that the database attribute is set to a SMAP ISO-19115 
Metadata Model setting.</i> 

 #comment 

19 Query the AIM database for collection C1:<br /><br />select *<br />from 
amcollection<br />where shortname = &lt;C1_SHORTNAME&gt;<br />and 
versionid = &lt;C1_VERSIONID&gt; 

  

20 Verify the datamodeltype is 'ISO-SMAP'.   
21 Verify the other values are correct, using the descriptor file and series XPath 

file as guides. 
  

22 <i>V-2 Verify that the ESDT descriptor file, the two xpath files, and the ISO 
series XML file have been copied to the target directory configured in the 
ESDT maintenance GUI for ESDT descriptor files.</i> 

 #comment 

23 Change to the small file archive collection directory:<br /><br />cd 
/stornext/smallfiles/&lt;MODE&gt;/descriptor 

  

24 Verify collection C1's descriptor file, 2 XPath files, and ISO series XML file 
are in the collection directory:<br /><br />ls -l *&lt;C1_ESDT&gt;* 

  

25 Verify each file from previous step has the same contents as the file in the test 
data directory, using diff:<br /><br />diff *&lt;C1_ESDT&gt;*.desc 
/sotestdata/DROP_802/SD_82_01/Criteria/010/*&lt;C1_ESDT&gt;*.desc<br 
/>diff *&lt;C1_ESDT&gt;*.dataset.xpath 
/sotestdata/DROP_802/SD_82_01/Criteria/010/*&lt;C1_ESDT&gt;*.dataset.
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# Action Expected Result Notes 
xpath<br />diff *&lt;C1_ESDT&gt;*.series.xpath 
/sotestdata/DROP_802/SD_82_01/Criteria/010/*&lt;C1_ESDT&gt;*.series.x
path<br />diff *&lt;C1_ESDT&gt;*.series.xml 
/sotestdata/DROP_802/SD_82_01/Criteria/010/*&lt;C1_ESDT&gt;*.series.x
ml 

26 <i>V-3 Verify by inspection that the XPATH files and the series level 
metadata file were correctly associated with the collection.</i> 

 #comment 

27 Verify (from step 16) that all of collection C1's files have timestamps within 
a few seconds of each other and after time t0. 

  

28 Verify collection C1's series-level metadata file can be viewed in the ESDT 
Maintenance GUI. 

  

29 <i>V-4 Verify by inspection that the MCF file was not generated.</i>  #comment 
30 Verify no MCF file was generated for collection C1:<br /><br />ls -l 

/stornext/smallfiles/&lt;MODE&gt;/mcf/*&lt;C1_SHORTNAME&gt;*&lt;C
1_VERSIONID&gt;* 

The file should not exist.  

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

10       

A new SMAP ISO-
19115 collection 
with a collection 
level XPATH file, 
granule level 
XPATH file, and an 
ISO-compliant series 
(collection) level 
metadata file. 

    /sotestdata/DROP_802/SD_82_01/Criteria/010   
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EXPECTED RESULTS: 
 
 
 
 
 
 

Setup Flag Criteria ID Clause ID Crit Text Type L4 ID 

V  10  1  Verify by inspecting the AIM database that the collection was 
correctly installed and that the database attribute is set to a 
SMAP  ISO-19115 Metadata Model setting.  

      

V  10  2  Verify that the ESDT descriptor file, the two xpath files, and 
the ISO series XML file have been copied to the target 
directory configured in the ESDT maintenance GUI for ESDT 
descriptor files.  

      

V  10  3  Verify by inspection that the XPATH files and the series level 
metadata file were correctly associated with the collection.   

      

V  10  4  Verify by inspection that the MCF file was not generated.     S-AIM-
00170  

 

692 INSTALL ECS ESDT (ECS-ECSTC-3102) 

DESCRIPTION: 
 
 
 
 
 

Setup Flag Criteria ID Clause ID Criteria Text Type L4 ID 

S 20 1  Install ECS ESDT FC  S-AIM-
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Prepare  an ESDT descriptor for a new collection with the data 
model type attribute set to an ECS Metadata Model setting.   

00100, S-
AIM-0016  

S 20  2  Copy the prepared file into the source directory configured in 
the ESDT maintenance GUI for ESDT descriptor files.  

FC  S-AIM-
00100, S-
AIM-0016  

S 20  3  Using the ESDT Maintenance GUI,  install the ESDT.  FC  S-AIM-
00100, S-
AIM-0016,  

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure collection C2 is not installed. If it is, use the ESDT maintenance GUI 

to remove it as follows:<br /><br />On the ESDT Maintenance GUI main 
page, select collection C2.<br /><br />Select the 'Delete selected ESDTs' 
button.<br /><br />After a few seconds, the GUI should display a message 
indicating the ESDT was successfully 'processed'. 

  

3 Ensure a PostgreSQL prompt is available, with the search path set correctly 
for the mode. E.g.,<br /><br />From a command prompt, connect to the 
database:<br />/tools/postgres/current32/bin/psql -U &lt;USER&gt; -d ecs -h 
f4dbl03<br /><br />At the psql prompt, set the search path:<br />select 
public.set_search_path('aim', '&lt;MODE&gt;'); 

  

4 <i>Setup</i>  #comment 
5 <i>S-1 Prepare an ESDT descriptor for a new collection with the data model 

type attribute set to an ECS Metadata Model setting.</i> 
 #comment 

6 Use the prepared test data in /sotestdata/DROP_802/SD_82_01/Criteria/020.   
7 Ensure collection C2's descriptor file either has no DataModelType element, 

or if it does, the Value is 'ECS'. 
  

8 <i>S-2 Copy the prepared file into the source directory configured in the 
ESDT maintenance GUI for ESDT descriptor files.</i> 

 #comment 

9 ssh to the ESDT Maintenance GUI host (e.g., f4dpl01 or f4hel01).   
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# Action Expected Result Notes 
10 As cmshared, copy collection C2's descriptor file from the test data directory 

to the ESDT GUI directory:<br /><br />cp 
/sotestdata/DROP_802/SD_82_01/Criteria/020/*.desc 
/usr/ecs/&lt;MODE&gt;/CUSTOM/data/ESS 

  

11 <i>S-3 Using the ESDT Maintenance GUI, install the ESDT.</i>  #comment 
12 On the ESDT Maintenance GUI main screen, select the 'Install new 

ESDTs/Update existing ESDTs' button. 
  

13 Find collection C2 in the list of collections, and enable its check box.   
14 Click on the 'Proceed with installation/update' button. A dialog box should pop up.  
15 Click on the 'Ok' button. After a second or two, the GUI shuold 

display a page indicating that the 
ESDT has been installed successfully. 

 

16 <i>Verification</i>  #comment 
17 <i>V-1 Verify by inspecting the AIM database that the collection was 

correctly installed and that the database attribute is set to an ECS Metadata 
Model setting.</i> 

 #comment 

18 Query the AIM database for collection C2:<br /><br />select *<br />from 
amcollection<br />where shortname = &lt;C2_SHORTNAME&gt;<br />and 
versionid = &lt;C2_VERSIONID&gt; 

  

19 Verify the datamodeltype is 'ECS'.   
20 Verify the other values are correct, using the descriptor file as a guide.   
21 <i>V-2 Verify that an ESDT-specific XML schema file was created in the 

ESDT descriptor target directory and that an MCF file was created in the 
MCF target directory.</i> 

 #comment 

22 Change to the small file archive collection directory:<br /><br />cd 
/stornext/smallfiles/&lt;MODE&gt;/descriptor 

  

23 Verify collection C2's descriptor file is in the collection directory:<br /><br 
/>ls -l *&lt;C2_ESDT&gt;*.desc 

  

24 Verify C2's descriptor file from previous step has the same contents as the 
file in the test data directory, using diff:<br /><br />diff 
*&lt;C2_ESDT&gt;*.desc 
/sotestdata/DROP_802/SD_82_01/Criteria/010/*&lt;C2_ESDT&gt;*.desc 

  

25 Verify an XML schema file was created for C2:<br /><br />ls -l 
*&lt;C2_ESDT&gt;*.xsd 

  

26 Verify an MCF file was created for C2:<br /><br />ls -l 
/stornext/smallfiles/&lt;MODE&gt;/mcf/&lt;C2_ESDT&gt;*.mcf 
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TEST DATA: 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

20   
Collection 
C2 

GLAS_ANC.001 
An ECS 
collection. 

    /sotestdata/DROP_802/SD_82_01/Criteria/020   

 
EXPECTED RESULTS: 
 
 
 
 

Setup Flag Criteria ID Clause ID Criteria Text Type L4 ID 

V  20  1  Verify by inspecting the AIM database that the collection was 
correctly installed  and that the database attribute is set to an 
ECS Metadata Model setting.  

      

V  20  2  Verify that an ESDT-specific XML schema file was created in 
the ESDT descriptor target directory and that an MCF file was 
created in the MCF target directory.  

      

 

693 INVALID MODEL TYPE (ECS-ECSTC-3103) 

DESCRIPTION: 
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Setup Flag Criteria ID Clause ID Criteria Text Type L4 ID 

S  30  1  Invalid Model Type 
 
Prepare  an ESDT descriptor for a new collection with the data 
model type attribute set to an invalid setting.   

EC  S-AIM-
00100  

S  30  2  Copy the prepared files into the source directory configured in 
the ESDT maintenance GUI for ESDT descriptor files.  

EC  S-AIM-
00100  

S  30  3  Using the ESDT Maintenance GUI,  install the ESDT.  EC  S-AIM-
00100  

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure collection C3 is not installed (C3 is invalid, so this should be trivial).   
3 Ensure a PostgreSQL prompt is available, with the search path set correctly 

for the mode. E.g.,<br /><br />From a command prompt, connect to the 
database:<br />/tools/postgres/current32/bin/psql -U &lt;USER&gt; -d ecs -h 
f4dbl03<br /><br />At the psql prompt, set the search path:<br />select 
public.set_search_path('aim', '&lt;MODE&gt;'); 

  

4 <i>Setup</i>  #comment 
5 <i>S-1 Prepare an ESDT descriptor for a new collection with the data model 

type attribute set to an invalid setting.</i> 
 #comment 

6 Use the prepared test data in /sotestdata/DROP_802/SD_82_01/Criteria/030.   
7 Ensure collection C3's descriptor file has a DataModelType element with 

Value neither &quot;ISO-SMAP&quot; nor &quot;ECS&quot; (e.g., 
&quot;ISO-ECS&quot;). 

  

8 <i>S-2 Copy the prepared files into the source directory configured in the 
ESDT maintenance GUI for ESDT descriptor files.</i> 

 #comment 

9 ssh to the ESDT Maintenance GUI host (e.g., f4dpl01 or f4hel01).   
10 As cmshared, copy collection C3's descriptor file from the test data directory 

to the ESDT GUI directory:<br /><br />cp 
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# Action Expected Result Notes 
/sotestdata/DROP_802/SD_82_01/Criteria/030/* 
/usr/ecs/&lt;MODE&gt;/CUSTOM/data/ESS 

11 <i>S-3 Using the ESDT Maintenance GUI, install the ESDT.</i>  #comment 
12 On the ESDT Maintenance GUI main screen, select the 'Install new 

ESDTs/Update existing ESDTs' button. 
The GUI should display a list of 
collections available for installation 

 

13 Find the collection C3 in the list of collections, and enable its check box.   
14 Click on the 'Proceed with installation/update' button.   
15 Click on the 'Ok' button. After a second or two, the GUI should 

display a page indicating that the 
ESDT installation failed. 

 

16 <i>Verification</i>  #comment 
17 <i>V-1 Verify that the Maintenance GUI Install ESDT operation fails with 

error messages sufficient to identify the problem with the descriptor file.</i> 
 #comment 

18 Perform criterion text.   
19 <i>V-2 Verify that no files for the given ESDT were copied into the ESDT 

descriptor or MCF target directories.</i> 
 #comment 

20 Verify collection C3's descriptor file is not in the collection directory:<br 
/><br />ls -l 
/stornext/smallfiles/&lt;MODE&gt;/descriptor/*&lt;C3_ESDT&gt;* 

  

21 Verify no MCF file was generated for collection C3:<br /><br />ls -l 
/stornext/smallfiles/&lt;MODE&gt;/mcf/*&lt;C3_SHORTNAME&gt;*&lt;C
3_VERSIONID&gt;* 

  

22 <i>V-3 Verify that no inserts were made into the AIM database for the 
ESDT.</i> 

 #comment 

23 Query the AIM database for collection C3:<br /><br />select *<br />from 
amcollection<br />where shortname = &lt;C3_SHORTNAME&gt;<br />and 
versionid = &lt;C3_VERSIONID&gt; 

  

24 Verify no rows are returned.   

 
 
TEST DATA: 
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Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

30   
Collection 
C3 

  

A new collection 
with the data 
model type 
attribute set to an 
invalid setting. 

    /sotestdata/DROP_802/SD_82_01/Criteria/030   

 
EXPECTED RESULTS: 
 
 
 
 
 

Setup Flag Criteria ID Clause ID Criteria Text Type L4 ID 

V  30  1  Verify  that the Maintenance GUI  Install  ESDT operation 
fails with error messages sufficient to identify the problem 
with the descriptor file.  

EC     

V  30  2  Verify that no files for the given ESDT were copied into the 
ESDT descriptor or MCF target directories.  

EC     

V  30  3  Verify that no inserts were made into the AIM  database for 
the ESDT.  

EC     

 

694 DATA MODEL TYPE ATTRIBUTE MISSING (ECS-ECSTC-3104) 

DESCRIPTION: 
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Setup Flag Criteria ID Clause ID Criteria Text Type L4 ID 

S 40 1 Data Model Type Attribute Missing 
 
Prepare an ESDT descriptor for a new collection without a 
data model type attribute.   

FC S-AIM-
00110, 
 
S-AIM-
00160 

S 40 2 Copy the prepared files into the source directory configured in 
the ESDT maintenance GUI for ESDT descriptor files.  

FC S-AIM-
00110, 
 
S-AIM-
00160 

S 40 3 Using the ESDT Maintenance GUI, install the ESDT.  FC S-AIM-
00110, 
 
S-AIM-
00160 

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure collection C4 is not installed. If it is, use the ESDT maintenance GUI 

to remove it as follows:<br /><br />On the ESDT Maintenance GUI main 
page, select collection C4.<br /><br />Select the 'Delete selected ESDTs' 
button.<br /><br />After a few seconds, the GUI should display a message 
indicating the ESDT was successfully 'processed'. 

  

3 Ensure a PostgreSQL prompt is available, with the search path set correctly 
for the mode. E.g.,<br /><br />From a command prompt, connect to the 
database:<br />/tools/postgres/current32/bin/psql -U &lt;USER&gt; -d ecs -h 
f4dbl03<br /><br />At the psql prompt, set the search path:<br />select 
public.set_search_path('aim', '&lt;MODE&gt;'); 

  

4 <i>Setup</i>  #comment 
5 <i>S-1 Prepare an ESDT descriptor for a new collection without a data model  #comment 
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# Action Expected Result Notes 
type attribute.</i> 

6 Use the prepared test data in /sotestdata/DROP_802/SD_82_01/Criteria/040.   
7 Ensure collection C4's descriptor file has no DataModelType element.   
8 <i>S-2 Copy the prepared files into the source directory configured in the 

ESDT maintenance GUI for ESDT descriptor files.</i> 
 #comment 

9 ssh to the ESDT Maintenance GUI host (e.g., f4dpl01 or f4hel01).   
10 As cmshared, copy collection C4's files from the test data directory to the 

ESDT GUI directory:<br /><br />cp 
/sotestdata/DROP_802/SD_82_01/Criteria/040/* 
/usr/ecs/&lt;MODE&gt;/CUSTOM/data/ESS 

  

11 <i>S-3 Using the ESDT Maintenance GUI, install the ESDT.</i>  #comment 
12 Note the current time.   
13 On the ESDT Maintenance GUI main screen, select the 'Install new 

ESDTs/Update existing ESDTs' button. 
The GUI should display a list of 
collections available for installation 

 

14 Find collection C4 in the list of collections, and enable its check box.   
15 Click on the 'Proceed with installation/update' button. A dialog box should pop up.  
16 Click on the 'Ok' button. After a second or two, the GUI should 

display a page indicating that the 
ESDT has been installed successfully. 

 

17 <i>Verification</i>  #comment 
18 <i>V-1 Verify by inspecting the AIM database that the collection was 

correctly installed and that the database attribute is set to an ECS Metadata 
Model setting.</i> 

 #comment 

19 Query the AIM database for collection C4:<br /><br />select *<br />from 
amcollection<br />where shortname = &lt;C4_SHORTNAME&gt;<br />and 
versionid = &lt;C4_VERSIONID&gt; 

  

20 Verify the datamodeltype is 'ECS'.   
21 Verify the other values are correct, using the descriptor file as a guide.   
22 <i>V-2 Verify that the files for the given ESDT were copied into the ESDT 

descriptor and MCF target directories.</i> 
 #comment 

23 Change to the small file archive collection directory:<br /><br />cd 
/stornext/smallfiles/&lt;MODE&gt;/descriptor 

  

24 Verify collection C4's descriptor file is in the collection directory:<br /><br 
/>ls -l *&lt;C4_ESDT&gt;*.desc 

  

25 Verify C4's descriptor file from previous step has the same contents as the 
file in the test data directory, using diff:<br /><br />diff 
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# Action Expected Result Notes 
*&lt;C4_ESDT&gt;*.desc 
/sotestdata/DROP_802/SD_82_01/Criteria/010/*&lt;C4_ESDT&gt;*.desc 

26 Verify an XML schema file was created for C4:<br /><br />ls -l 
*&lt;C4_ESDT&gt;*.xsd 

  

27 Verify an MCF file was created for C4:<br /><br />ls -l 
/stornext/smallfiles/&lt;MODE&gt;/mcf/&lt;C4_ESDT&gt;*.mcf 

  

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

40   Collection C4   
A new collection 
without a data model 
type attribute. 

    /stornext/smallfiles/<MODE>/descriptor   

 
EXPECTED RESULTS: 
 
 
 
 

Setup Flag Criteria ID Clause ID Criteria Text Type L4 ID 

V 40  1  Verify by inspecting the AIM database that the collection was 
correctly installed and that the database attribute is set to an 
ECS  Metadata Model setting.  

      

V 40  2  Verify that the files for the given ESDT were copied into the 
ESDT descriptor and MCF target directories.  
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695 COLLECTION/SERIES LEVEL XPATH FILE MISSING VERIFICATION (ECS-ECSTC-3105) 

DESCRIPTION: 
 
 
 
 
 

Setup Flag Criteria ID Clause ID Criteria Text Type L4 ID 

S  50  1  Collection/Series  Level XPATH File Missing Verification 
 
Prepare an ESDT descriptor for a new collection with the data 
model type attribute set to a SMAP ISO-19115 Metadata 
Model setting.  Ensure that the collection level XPATH file is 
not available.  

FC  S-AIM-
00120, S-
AIM-00130  

S  50  2  Copy the prepared files into the source directory configured in 
the ESDT maintenance GUI for ESDT descriptor files.  

FC  S-AIM-
00120, S-
AIM-00130  

S  50  3  Using the ESDT Maintenance GUI,  install the ESDT.  FC  S-AIM-
00120, S-
AIM-00130  

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure collection C5 is not installed (it should not be possible to install it).   
3 Ensure a PostgreSQL prompt is available, with the search path set correctly 

for the mode. E.g.,<br /><br />From a command prompt, connect to the 
database:<br />/tools/postgres/current32/bin/psql -U &lt;USER&gt; -d ecs -h 
f4dbl03<br /><br />At the psql prompt, set the search path:<br />select 
public.set_search_path('aim', '&lt;MODE&gt;'); 

  

4 <i>Setup</i>  #comment 
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# Action Expected Result Notes 
5 <i>S-1 Prepare an ESDT descriptor for a new collection with the data model 

type attribute set to a SMAP ISO-19115 Metadata Model setting.<br 
/>Ensure that the collection level XPATH file is not available.</i> 

 #comment 

6 Use the prepared test data in /sotestdata/DROP_802/SD_82_01/Criteria/050.   
7 Ensure collection C5 has no collection-level XPath file (*.series.xpath).   
8 <i>S-2 Copy the prepared files into the source directory configured in the 

ESDT maintenance GUI for ESDT descriptor files.</i> 
 #comment 

9 ssh to the ESDT Maintenance GUI host (e.g., f4dpl01 or f4hel01).   
10 As cmshared, copy collection C5's descriptor, XML, and dataset (granule) 

XPath files from the test data directory to the ESDT GUI directory:<br /><br 
/>cp /sotestdata/DROP_802/SD_82_01/Criteria/050/* 
/usr/ecs/&lt;MODE&gt;/CUSTOM/data/ESS 

  

11 <i>S-3 Using the ESDT Maintenance GUI,  install the ESDT.</i>  #comment 
12 Note the current time.   
13 On the ESDT Maintenance GUI main screen, select the 'Install new 

ESDTs/Update existing ESDTs' button. 
The GUI should display a list of 
collections available for installation 

 

14 Find collection C5 in the list of collections, and enable its check box.   
15 Click on the 'Proceed with installation/update' button. A dialog box should pop up.  
16 Click on the 'Ok' button. After a second or two, the GUI should 

display a page indicating that the 
ESDT installation failed. 

 

17 <i>Verification</i>  #comment 
18 <i>V-1 Verify that the ESDT install operation fails due to the missing 

collection level XPATH file.</i> 
 #comment 

19 Verify the ESDT Maintenance GUI indicates collection C5's installation 
failed due to the missing collection-level XPath file. 

  

20 <i>V-2 Verify that no files for the given ESDT were copied into the ESDT 
descriptor or MCF target directories.</i> 

 #comment 

21 Change to the small file archive collection directory:<br /><br />cd 
/stornext/smallfiles/&lt;MODE&gt;/descriptor 

  

22 Verify no files associated with collection C5 are present:<br /><br />ls -l 
*&lt;C5_ESDT&gt;* 

  

23 Verify no MCF file was created for C5:<br /><br />ls -l 
/stornext/smallfiles/&lt;MODE&gt;/mcf/*&lt;C5_ESDT&gt;* 
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TEST DATA: 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

50   
Collection 
C5 

  

A new SMAP ISO-
19115 collection 
without a 
collection level 
XPath file. 

    /sotestdata/DROP_802/SD_82_01/Criteria/050   

 
EXPECTED RESULTS: 
 
 
 
 

Setup Flag Criteria ID Clause ID Criteria Text Type L4 ID 

V  50  1  Verify  that the ESDT install operation fails due to the missing 
collection level XPATH file.   

      

V  50  2  Verify that no files for the given ESDT were copied into the 
ESDT descriptor or MCF target directories.  

      

 

696 GRANULE/DATASET LEVEL XPATH FILE MISSING (ECS-ECSTC-3106) 

DESCRIPTION: 
 
 
 
 
 



 

2378 
 

Setup Flag Criteria ID Clause ID Criteria Text Type L4 ID 

S 60  1  Granule/Dataset Level XPATH File Missing 
 
Prepare  an ESDT descriptor for a new collection with the data 
model type attribute set to a SMAP ISO-19115 Metadata 
Model setting.  Ensure that the granule  level XPATH file is 
not available.  

FC  S-AIM-
00120, 
 
S-AIM-
00130  

S 60  2  Copy the prepared files into the source directory configured in 
the ESDT maintenance GUI for ESDT descriptor files.  

FC  S-AIM-
00120, 
 
S-AIM-
00130  

S 60  3  Using the ESDT Maintenance GUI,  install the ESDT.  FC  S-AIM-
00120, 
 
S-AIM-
00130  

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure collection C6 is not installed (it should not be possible to install it).   
3 Ensure a PostgreSQL prompt is available, with the search path set correctly 

for the mode. E.g.,<br /><br />From a command prompt, connect to the 
database:<br />/tools/postgres/current32/bin/psql -U &lt;USER&gt; -d ecs -h 
f4dbl03<br /><br />At the psql prompt, set the search path:<br />select 
public.set_search_path('aim', '&lt;MODE&gt;'); 

  

4 <i>Setup</i>  #comment 
5 <i>S-1 Prepare an ESDT descriptor for a new collection with the data model 

type attribute set to a SMAP ISO-19115 Metadata Model setting.<br 
/>Ensure that the granule level XPath file is not available.</i> 

 #comment 
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# Action Expected Result Notes 
6 Use the prepared test data in /sotestdata/DROP_802/SD_82_01/Criteria/060.   
7 Ensure collection C6 has no granule-level XPath file (*.dataset.xml).   
8 <i>S-2 Copy the prepared files into the source directory configured in the 

ESDT maintenance GUI for ESDT descriptor files.</i> 
 #comment 

9 ssh to the ESDT Maintenance GUI host (e.g., f4dpl01 or f4hel01).   
10 As cmshared, copy collection C6's descriptor, XML, and dataset (granule) 

XPath files from the test data directory to the ESDT GUI directory:<br /><br 
/>cp /sotestdata/DROP_802/SD_82_01/Criteria/060/* 
/usr/ecs/&lt;MODE&gt;/CUSTOM/data/ESS 

  

11 <i>S-3 Using the ESDT Maintenance GUI, install the ESDT.</i>  #comment 
12 Note the current time   
13 On the ESDT Maintenance GUI main screen, select the 'Install new 

ESDTs/Update existing ESDTs' button. 
The GUI should display a list of 
collections available for installation. 

 

14 Find collection C6 in the list of collections, and enable its check box.   
15 Click on the 'Proceed with installation/update' button. A dialog box should pop up.  
16 Click on the 'Ok' button. After a second or two, the GUI should 

display a page indicating that the 
ESDT installation failed. 

 

17 <i>Verification</i>  #comment 
18 <i>V-1 Verify that the ESDT install operation fails due to the missing 

granule level XPath file.</i> 
 #comment 

19 Verify the ESDT Maintenance GUI indicates collection C6's installation 
failed due to the missing granule-level XPath file. 

  

20 <i>V-2 Verify that no files for the given ESDT were copied into the ESDT 
descriptor or MCF target directories.</i> 

 #comment 

21 Change to the small file archive collection directory:<br /><br />cd 
/stornext/smallfiles/&lt;MODE&gt;/descriptor 

  

22 Verify no files associated with collection C6 is present:<br /><br />ls -l 
*&lt;C6_ESDT&gt;* 

  

23 Verify no MCF file was created for C6:<br /><br />ls -l 
/stornext/smallfiles/&lt;MODE&gt;/mcf/*&lt;C6_ESDT&gt;* 
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TEST DATA: 
 
 
 

Crit 
id 

Crit 
ccr no 

Test Data 
Description 

Data Type 
Requirements 

Metadata Requirements 
Volume 
Requirements 

Size 
Requirements 

Data 
Location 

Readiness 
Status 

60   Collection C6.   
A new SMAP ISO-19115 collection 
without a granule level XPath file. 

        

 
EXPECTED RESULTS: 
 
 
 
 

Setup 
Flag 

Criteria ID Clause ID Criteria Text Type L4 ID 

V  60  1  Verify  that the ESDT install operation fails due to the missing 
granule  level XPATH file.   

      

V  60  2  Verify that no files for the given ESDT were copied into the 
ESDT descriptor or MCF target directories.  

      

 

697 COLLECTION/SERIES LEVEL METADATA FILE MISSING (ECS-ECSTC-3107) 

DESCRIPTION: 
 
 
 
 
 

Setup Flag Criteria ID Clause ID Criteria Text Type L4 ID 
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S  70  1  Collection/Series Level Metadata File Missing 
 
Prepare  an ESDT descriptor for a new collection with the data 
model type attribute set to a SMAP ISO-19115 Metadata 
Model setting.  Ensure that the ISO-compliant series 
(collection) level metadata  file is not available.  

EC  S-AIM-
00120, 
 
S-AIM-
00130  

S  70  2  Copy the prepared files into the source directory configured in 
the ESDT maintenance GUI for ESDT descriptor files.  

FC  S-AIM-
00120, 
 
S-AIM-
00130  

S  70  3  Using the ESDT Maintenance GUI,  install the ESDT.  FC  S-AIM-
00120, 
 
S-AIM-
00130  

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure collection C7 is not installed (it should not be possible to install it).   
3 Ensure a PostgreSQL prompt is available, with the search path set correctly 

for the mode. E.g.,<br /><br />From a command prompt, connect to the 
database:<br />/tools/postgres/current32/bin/psql -U &lt;USER&gt; -d ecs -h 
f4dbl03<br /><br />At the psql prompt, set the search path:<br />select 
public.set_search_path('aim', '&lt;MODE&gt;'); 

  

4 <i>Setup</i>  #comment 
5 <i>S-1 Prepare an ESDT descriptor for a new collection with the data model 

type attribute set to a SMAP ISO-19115 Metadata Model setting.<br 
/>Ensure that the ISO-compliant series (collection) level metadata file is not 
available.</i> 

 #comment 

6 Use the prepared test data in /sotestdata/DROP_802/SD_82_01/Criteria/070.   
7 Ensure collection C7 has no series-level metadata file (*.series.xml).   
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# Action Expected Result Notes 
8 <i>S-2 Copy the prepared files into the source directory configured in the 

ESDT maintenance GUI for ESDT descriptor files.</i> 
 #comment 

9 ssh to the ESDT Maintenance GUI host (e.g., f4dpl01 or f4hel01).   
10 As cmshared, copy collection C7's descriptor and dataset XPath files from the 

test data directory to the ESDT GUI directory:<br /><br />cp 
/sotestdata/DROP_802/SD_82_01/Criteria/070/* 
/usr/ecs/&lt;MODE&gt;/CUSTOM/data/ESS 

  

11 <i>S-3 Using the ESDT Maintenance GUI, install the ESDT.</i>  #comment 
12 Note the current time   
13 On the ESDT Maintenance GUI main screen, select the 'Install new 

ESDTs/Update existing ESDTs' button. 
The GUI should display a list of 
collections available for installation. 

 

14 Find collection C7 in the list of collections, and enable its check box.   
15 Click on the 'Proceed with installation/update' button. A dialog box should pop up.  
16 Click on the 'Ok' button. After a second or two, the GUI should 

display a page indicating that the 
ESDT installation failed.= 

 

17 <i>Verification</i>  #comment 
18 <i>V-1 Verify that the ESDT install operation fails due to the missing series 

(collection) level metadata file.</i> 
 #comment 

19 Verify the ESDT Maintenance GUI indicates collection C7's installation 
failed due to the missing series-level XML file. 

  

20 <i>V-2 Verify that no files for the given ESDT were copied into the ESDT 
descriptor or MCF target directories.</i> 

 #comment 

21 Change to the small file archive collection directory:<br /><br />cd 
/stornext/smallfiles/&lt;MODE&gt;/descriptor 

  

22 Verify no files associated with collection C7 are present:<br /><br />ls -l 
*&lt;C7_ESDT&gt;* 

  

23 Verify no MCF file was created for C7:<br /><br />ls -l 
/stornext/smallfiles/&lt;MODE&gt;/mcf/*&lt;C7_ESDT&gt;* 

  

 
 
TEST DATA: 
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Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

70   
Collection 
C7 

  

A new SMAP ISO-
19115 collection 
without an ISO-
compliant series 
(collection) level 
metadata file. 

    /sotestdata/DROP_802/SD_82_01/Criteria/070   

 
EXPECTED RESULTS: 
 
 
 
 

Setup Flag Criteria ID Clause ID Criteria Text Type L4 ID 

V  70  1  Verify  that the ESDT install operation fails due to the missing 
series (collection) level metadata file.   

      

V  70  2  Verify that no files for the given ESDT were copied into the 
ESDT descriptor or MCF target directories.  

      

 

698 INVALID COLLECTION/SERIES LEVEL SCHEMA REFERENCED (ECS-ECSTC-3108) 

DESCRIPTION: 
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Setup Flag Criteria ID Clause ID Criteria Text Type L4 ID 

S  80  1  Invalid Collection/Series Level Schema Referenced 
 
Prepare an ESDT descriptor for a new collection with the data 
model type attribute set to a SMAP ISO-19115 Metadata 
Model setting. 

FC  S-AIM-
00757 

S  80  2  Prepare a schema file that will cause a validation failure for 
valid SMAP collection metadata. 

FC  S-AIM-
00757 

S  80  3  Prepare a modified SMAP ISO-19115 metadata file that will 
cause a validation failure for valid SMAP metadata schema. 

FC  S-AIM-
00757 

S 80 4 
Replace the ESDT Maintenance GUI jar file schema with the 
prepared modified schema. 

FC 
S-AIM-
00757 

S 80 5 
Using the ESDT Maintenance GUI, install the ESDT with 
valid metadata. 

FC 
S-AIM-
00757 

S 80 6 
Replace the ESDT Maintenance GUI jar file schema with the 
correct SMAP collection metadata schema. 

FC 
S-AIM-
00757 

S 80 7 
Using the ESDT Maintenance GUI, install the ESDT with 
invalid metadata. 

FC 
S-AIM-
00757 

S 80 8 
Using the ESDT Maintenance GUI, install the ESDT with 
valid metadata. 

FC 
S-AIM-
00757 

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 <i>Note that this is 3 independent tests:<br />1. Attempt to install a valid 

ISO/SMAP collection against an invalid schema file.<br />2. Attempt to 
 #comment 
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# Action Expected Result Notes 
install an invalid ISO/SMAP collection against a valid schema file.<br />3. 
Install a valid ISO/SMAP collection against a valid schema file.</i> 

3 Ensure test collection under 
/sotestdata/DROP_802/SD_82_01/Criteria/080/080_1 is not installed. 

  

4 <i>Setup</i>  #comment 
5 <i>S-1 Prepare an ESDT descriptor for a new collection with the data model 

type attribute set to a SMAP ISO-19115 Metadata Model setting.</i> 
 #comment 

6 Use the files under /sotestdata/DROP_802/SD_82_01/Criteria/080/080_1.<br 
/><br />sed -n '/DataModelType/,/DataModelType/{;s/^ *Value *= *//p;}' 
DsESDTSmSPL1AP.003.desc 

  

7 <i>S-2 Prepare a schema file that will cause a validation failure for valid 
SMAP collection metadata.</i> 

 #comment 

8 In 
/sotestdata/DROP_802/SD_82_01/Criteria/080/080_2/EcDsAmIsoSchemas_
bad.jar the file /Sm/schema/ISO-SMAP/gmd/metadataApplication.xsd has 
been modified to cause a validation failure for valid SMAP collection 
metadata. 

  

9 <i>S-3 Prepare a modified SMAP ISO-19115 metadata file that will cause a 
validation failure for valid SMAP metadata schema.</i> 

 #comment 

10 Use the files under /sotestdata/DROP_802/SD_82_01/Criteria/080/080_3.   
11 <i>S-4 Replace the ESDT Maintenance GUI jar file schema with the 

prepared modified schema.</i> 
 #comment 

12 Stop the Tomcat instance of the ESDT Maintenance GUI.   
13 On the ESDT Maintenance GUI host (e.g., f5dpl01v), as cm${mode}, move 

/usr/ecs/OPS/CUSTOM/WWW/DSS/ESDTMaint/WEB-
INF/lib/EcDsAmIsoSchemas.jar to a temporary location to restore later. 

  

14 On the ESDT Maintenance GUI host, as cm${mode}, copy 
/sotestdata/DROP_802/SD_82_01/Criteria/080/080_2/EcDsAmIsoSchemas_
bad.jar to /usr/ecs/OPS/CUSTOM/WWW/DSS/ESDTMaint/WEB-
INF/lib/EcDsAmIsoSchemas.jar 

  

15 Start the Tomcat instance of the ESDT Maintenance GUI.   
16 <i>S-5 Using the ESDT Maintenance GUI, install the ESDT with valid 

metadata.</i> 
 #comment 

17 On the ESDT Maintenance GUI host, as cmshared, copy the ISO/SMAP 
collection files from the 080_1 test data directory to the ESDT Maintenance 
GUI directory:<br /><br />cp 
/sotestdata/DROP_802/SD_82_01/Criteria/080/080_1/* 
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# Action Expected Result Notes 
/usr/ecs/${MODE}/CUSTOM/data/ESS 

18 Log in to the ESDT Maintenance GUI.   
19 On the ESDT Maintenance GUI main screen, select the 'Install new 

ESDTs/Update existing ESDTs' button. 
The GUI should display a list of 
collections available for installation 

 

20 Find collection SPL1AP.003 in the list of collections, and enable its check 
box. 

  

21 Click on the 'Proceed with installation/update' button. A dialog box should pop up.  
22 Click on the 'Ok' button. After a second or two, the GUI should 

display a page indicating that the 
ESDT installation failed. 

 

23 <i>V-1 Verify that the insert operation fails due to failing to validate the 
series level metadata file due to the modified schema.</i> 

 #comment 

24 Verify the ESDT Maintenance GUI indicates the collection failed installation 
because the series-level metadata file failed validation. 

  

25 <i>V-2 Verify that no files for the given ESDT were copied into the ESDT 
descriptor or MCF target directories.</i> 

 #comment 

26 Verify no files from the test collection were copied to the small file archive 
descriptor or MCF directories (within the last 5 minutes):<br /><br />find 
/stornext/smallfiles/${MODE}/{descriptor,mcf} -mmin -5 -name 
'*SPL1AP.003*' 

  

27 <i>S-6 Replace the ESDT Maintenance GUI jar file schema with the correct 
SMAP collection metadata schema.</i> 

 #comment 

28 Stop the Tomcat instance of the ESDT Maintenance GUI.   
29 On the ESDT Maintenance GUI host, restore the original 

EcDsAmIsoSchemas.jar file. 
  

30 Start the Tomcat instance of the ESDT Maintenance GUI.   
31 <i>S-7 Using the ESDT Maintenance GUI, install the ESDT with invalid 

metadata.</i> 
 #comment 

32 As cmshared, copy the ISO/SMAP collection files from the 080_3 test data 
directory to the ESDT Maintenance GUI directory:<br /><br />cp 
/sotestdata/DROP_802/SD_82_01/Criteria/080/080_3/* 
/usr/ecs/${MODE}/CUSTOM/data/ESS 

  

33 Log in to the ESDT Maintenance GUI.   
34 On the ESDT Maintenance GUI main screen, select the 'Install new 

ESDTs/Update existing ESDTs' button. 
The GUI should display a list of 
collections available for installation 

 

35 Find collection SPL1AP.003 in the list of collections, and enable its check   
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# Action Expected Result Notes 
box. 

36 Click on the 'Proceed with installation/update' button. A dialog box should pop up.  
37 Click on the 'Ok' button. After a second or two, the GUI should 

display a page indicating that the 
ESDT installation failed. 

 

38 <i>V-3 Verify that the insert operation fails due to failing to validate the 
series level metadata file due to the modified schema.</i> 

 #comment 

39 Verify the ESDT Maintenance GUI indicates the collection failed installation 
because the series-level metadata file failed validation. 

  

40 <i>V-4 Verify that no files for the given ESDT were copied into the ESDT 
descriptor or MCF target directories.</i> 

 #comment 

41 Verify no files from the test collection were copied to the small file archive 
descriptor or MCF directories (within the last 5 minutes):<br /><br />find 
/stornext/smallfiles/${MODE}/{descriptor,mcf} -mmin -5 -name 
'*SPL1AP.003*' 

  

42 <i>S-8 Using the ESDT Maintenance GUI, install the ESDT with valid 
metadata.</i> 

 #comment 

43 As cmshared, copy the ISO/SMAP collection files from the 080_1 test data 
directory to the ESDT Maintenance GUI directory:<br /><br />cp 
/sotestdata/DROP_802/SD_82_01/Criteria/080/080_1/* 
/usr/ecs/${MODE}/CUSTOM/data/ESS 

  

44 Log in to the ESDT Maintenance GUI.   
45 On the ESDT Maintenance GUI main screen, select the 'Install new 

ESDTs/Update existing ESDTs' button. 
The GUI should display a list of 
collections available for installation 

 

46 Find collection SPL1AP.003 in the list of collections, and enable its check 
box. 

  

47 Click on the 'Proceed with installation/update' button. A dialog box should pop up.  
48 Click on the 'Ok' button.   
49 <i>V-5 Verify that the install is successful.</i>  #comment 
50 Verify the ESDT Maintenance GUI displays a page indicating that the ESDT 

installation succeeded. 
  

51 Verify test collection files were copied to the small file archive (within the 
last 5 minutes):<br /><br />find 
/stornext/smallfiles/${MODE}/{descriptor,mcf} -mmin -5 -name 
'*SPL1AP.003*' 
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TEST DATA: 
 
 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

80   
A valid 
ISO/SMAP 
collection 

SPL1AP.003 

A new SMAP 
ISO-19115 
collection with 
a valid ISO-
compliant 
series level 
metadata file. 

    /sotestdata/DROP_802/SD_82_01/Criteria/080/080_1   

80   

An 
ISO/SMAP 
collection 
schema that 
will cause a 
valid 
ISO/SMAP 
collection to 
fail 
validation. 

        /sotestdata/DROP_802/SD_82_01/Criteria/080/080_2   

80   

An 
ISO/SMAP 
collection 
with an 
XML file 
that will fail 
validation. 

SPL1AP.003       /sotestdata/DROP_802/SD_82_01/Criteria/080/080_3   
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EXPECTED RESULTS: 
 
 
 
 
 
 
 

Setup Flag Criteria ID Clause ID Criteria Text Type L4 ID 

V  80  1  Verify that the insert operation fails due to failing to validate 
the series level metadata file due to the modified schema.  

FC S-AIM-
00757 

V  80  2  Verify that no files for the given ESDT were copied into the 
ESDT descriptor or MCF target directories. 

FC S-AIM-
00757 

V 80 3 
Verify that the insert operation fails due to failing to validate 
the series level metadata file due to the modified schema.  

FC 
S-AIM-
00757 

V 80 4 
Verify that no files for the given ESDT were copied into the 
ESDT descriptor or MCF target directories. 

FC 
S-AIM-
00757 

V 80 5 Verify that the install is successful. FC 
S-AIM-
00757 

 

699 INVALID COLLECTION/SERIES METADATA ATTRIBUTE VALUE (ECS-ECSTC-3109) 

DESCRIPTION: 
 
 
 
 
 

Setup Flag Criteria ID Clause ID Criteria Text Type L4 ID 
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S  90  1  Invalid Collection/Series Metadata Attribute Value 
 
Prepare  an ESDT descriptor for a new collection with the data 
model type attribute set to a SMAP ISO-19115 Metadata 
Model setting.   Edit the ISO-compliant series level metadata 
file and change an attribute value to a value that is invalid 
according to the schema specified in the metadata file.    

EC  S-AIM-
00140  

S  90  2  Copy the prepared files into the source directory configured in 
the ESDT maintenance GUI for ESDT descriptor files.  

EC  S-AIM-
00140  

S  90  3  Using the ESDT Maintenance GUI,  install the ESDT.  EC  S-AIM-
00140  

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure collection C9 is not installed (it should not be possible to install it).   
3 Ensure a PostgreSQL prompt is available, with the search path set correctly 

for the mode. E.g.,<br /><br />From a command prompt, connect to the 
database:<br />/tools/postgres/current32/bin/psql -U &lt;USER&gt; -d ecs -h 
f4dbl03<br /><br />At the psql prompt, set the search path:<br />select 
public.set_search_path('aim', '&lt;MODE&gt;'); 

  

4 <i>Setup</i>  #comment 
5 <i>S-1 Prepare an ESDT descriptor for a new collection with the data model 

type attribute set to a SMAP ISO-19115 Metadata Model setting.<br />Edit 
the ISO-compliant series level metadata file and change an attribute value to 
a value that is invalid according to the schema specified in the metadata 
file.</i> 

 #comment 

6 Use the prepared test data in /sotestdata/DROP_802/SD_82_01/Criteria/090.   
7 Ensure that in collection C9's descriptor file (*.desc), the DataModelType 

attribute has the value 'ISO-SMAP'. 
  

8 Ensure collection C9's series-level metadata file (*.series.xml) violates the 
specified schema (see the README.txt file in the test data directory for 
specifics). 
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# Action Expected Result Notes 
9 <i>S-2 Copy the prepared files into the source directory configured in the 

ESDT maintenance GUI for ESDT descriptor files.</i> 
 #comment 

10 ssh to the ESDT Maintenance GUI host (e.g., f4dpl01 or f4hel01).   
11 As cmshared, copy collection C9's descriptor and dataset XPath files from the 

test data directory to the ESDT GUI directory:<br /><br />cp 
/sotestdata/DROP_802/SD_82_01/Criteria/090/* 
/usr/ecs/&lt;MODE&gt;/CUSTOM/data/ESS 

  

12 <i>S-3 Using the ESDT Maintenance GUI, install the ESDT.</i>  #comment 
13 Note the current time as t0.   
14 On the ESDT Maintenance GUI main screen, select the 'Install new 

ESDTs/Update existing ESDTs' button. 
The GUI should display a list of 
collections available for installation 

 

15 Find collection C9 in the list of collections, and enable its check box.   
16 Click on the 'Proceed with installation/update' button. A dialog box should pop up.  
17 Click on the 'Ok' button. After a second or two, the GUI should 

display a page indicating that the 
ESDT installation failed. 

 

18 <i>Verification</i>  #comment 
19 <i>V-1 Verify that the insert operation fails due to failing to validate the 

series level metadata file due to failing the schema validation because of the 
invalid metadata value.</i> 

 #comment 

20 Verify the ESDT Maintenance GUI indicates collection C9's installation 
failed because the series-level metadata failed validation becuase of the 
invalid metadata value. 

  

21 <i>V-2 Verify that no files for the given ESDT were copied into the ESDT 
descriptor or MCF target directories.</i> 

 #comment 

22 Change to the small file archive collection directory:<br /><br />cd 
/stornext/smallfiles/&lt;MODE&gt;/descriptor 

  

23 Verify no files associated with collection C9 is present:<br /><br />ls -l 
*&lt;C9_ESDT&gt;* 

  

24 Verify no MCF file was created for C9:<br /><br />ls -l 
/stornext/smallfiles/&lt;MODE&gt;/mcf/*&lt;C9_ESDT&gt;* 
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TEST DATA: 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

90   
Collection 
C9 

  

A new SMAP ISO-
19115 collection 
with an ISO-
compliant series 
level metadata file 
that has an invalid 
attribute value, 
according to the 
schema specified in 
the metadata file. 

    /sotestdata/DROP_802/SD_82_01/Criteria/090   

 
EXPECTED RESULTS: 
 
 
 
 

Setup Flag Criteria ID Clause ID Criteria Text Type L4 ID 

V  90  1  Verify  that the insert operation fails due to failing to validate 
the series level metadata file due to failing the schema 
validation because of the invalid metadata value.  

      

V  90  2  Verify that no files for the given ESDT were copied into the 
ESDT descriptor or MCF target directories.  
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700 XSD GENERATION VERIFICATION-ISO (ECS-ECSTC-3110) 

DESCRIPTION: 
 
 
 
 

Setup Flag Criteria ID Clause ID Criteria Text Type L4 ID 

S  100  1  XSD Generation Verification- ISO 
 
Prepare  an ESDT descriptor for a new collection with the data 
model type attribute set to a SMAP ISO-19115 Metadata 
Model setting.   

FC  S-AIM-
00150  

S  100  2  Using the ESDT Maintenance GUI,  install the ESDT.  FC  S-AIM-
00150  

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure collection C10 is not installed.   
3 Ensure a PostgreSQL prompt is available, with the search path set correctly 

for the mode. E.g.,<br /><br />From a command prompt, connect to the 
database:<br />/tools/postgres/current32/bin/psql -U &lt;USER&gt; -d ecs -h 
f4dbl03<br /><br />At the psql prompt, set the search path:<br />select 
public.set_search_path('aim', '&lt;MODE&gt;'); 

  

4 <i>Setup</i>  #comment 
5 <i>S-1 Prepare an ESDT descriptor for a new collection with the data model 

type attribute set to a SMAP ISO-19115 Metadata Model setting.</i> 
 #comment 

6 Use the prepared test data in /sotestdata/DROP_802/SD_82_01/Criteria/100.   
7 Ensure that in collection C10's descriptor file (*.desc), the DataModelType 

element has the value 'ISO-SMAP'. 
  

8 <i>S-2 Using the ESDT Maintenance GUI, install the ESDT.</i>  #comment 
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# Action Expected Result Notes 
9 ssh to the ESDT Maintenance GUI host (e.g., f4dpl01 or f4hel01).   
10 As cmshared, copy collection C10's descriptor and dataset XPath files from 

the test data directory to the ESDT GUI directory:<br /><br />cp 
/sotestdata/DROP_802/SD_82_01/Criteria/100/* 
/usr/ecs/&lt;MODE&gt;/CUSTOM/data/ESS 

  

11 Note the current time   
12 On the ESDT Maintenance GUI main screen, select the 'Install new 

ESDTs/Update existing ESDTs' button. 
The GUI should display a list of 
collections available for installation. 

 

13 Find collection C10 in the list of collections, and enable its check box.   
14 Click on the 'Proceed with installation/update' button. A dialog box should pop up.  
15 Click on the 'Ok' button. After a second or two, the GUI should 

display a page indicating that the 
ESDT installation failed. 

 

16 <i>Verification</i>  #comment 
17 <i>V-1 Verify by inspection that the XSD file was not generated for the 

ESDT.</i> 
 #comment 

18 Verify no schema file was created for collection C10 in the small file archive 
collection directory:<br /><br />ls -l 
/stornext/smallfiles/&lt;MODE&gt;/descriptor/*&lt;C10_ESDT&gt;*.xsd 

  

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

100   
Collection 
C10. 

  
A new SMAP 
ISO-19115 
collection. 

    /sotestdata/DROP_802/SD_82_01/Criteria/100   

 
EXPECTED RESULTS: 
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Setup Flag Criteria ID Clause ID Criteria Text Type L4 ID 

V  100  1  Verify by inspection that the XSD file was not generated for 
the ESDT.  

      

 

701 XSD GENERATION VERIFICATION - ECS (ECS-ECSTC-3111) 

DESCRIPTION: 
 
 
 
 

Setup Flag Criteria ID Clause ID Criteria Text Type L4 ID 

S  110  1  XSD Generation Verification -ECS 
 
Prepare  an ESDT descriptor for a new collection with the data 
model type attribute set to an ECS Metadata Model setting.   

FC  S-AIM-
00150  

S  110  2  Using the ESDT Maintenance GUI,  install the ESDT.  FC  S-AIM-
00150  

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure collection C11 is not installed.   
3 Ensure a PostgreSQL prompt is available, with the search path set correctly 

for the mode. E.g.,<br /><br />From a command prompt, connect to the 
database:<br />/tools/postgres/current32/bin/psql -U &lt;USER&gt; -d ecs -h 
f4dbl03<br /><br />At the psql prompt, set the search path:<br />select 
public.set_search_path('aim', '&lt;MODE&gt;'); 

  

4 <i>Setup</i>  #comment 
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# Action Expected Result Notes 
5 <i>S-1 Prepare an ESDT descriptor for a new collection with the data model 

type attribute set to an ECS Metadata Model setting.</i> 
 #comment 

6 Use the prepared test data in /sotestdata/DROP_802/SD_82_01/Criteria/110.   
7 Ensure that in collection C11's descriptor file (*.desc), the DataModelType 

element has the value 'ECS'. 
  

8 <i>S-2 Using the ESDT Maintenance GUI, install the ESDT.</i>  #comment 
9 ssh to the ESDT Maintenance GUI host (e.g., f4dpl01 or f4hel01).   
10 As cmshared, copy collection C11's descriptor and dataset XPath files from 

the test data directory to the ESDT GUI directory:<br /><br />cp 
/sotestdata/DROP_802/SD_82_01/Criteria/110/* 
/usr/ecs/&lt;MODE&gt;/CUSTOM/data/ESS 

  

11 Note the current time as t0.   
12 On the ESDT Maintenance GUI main screen, select the 'Install new 

ESDTs/Update existing ESDTs' button. 
The GUI should display a list of 
collections available for installation. 

 

13 Find collection C11 in the list of collections, and enable its check box.   
14 Click on the 'Proceed with installation/update' button. A dialog box should pop up.  
15 Click on the 'Ok' button. After a second or two, the GUI should 

display a page indicating that the 
ESDT installation failed.= 

 

16 <i>Verification</i>  #comment 
17 <i>V-1 Verify by inspection that the XSD file was generated for the ESDT 

and resides in the ESDT descriptor target directory.</i> 
 #comment 

18 Verify a schema file was created for collection C11 in the small file archive 
collection directory:<br /><br />ls -l 
/stornext/smallfiles/&lt;MODE&gt;/descriptor/*&lt;C11_ESDT&gt;*.xsd 

  

19 Verify collection C11's schema file's timestamp is on or after time t0.   

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 
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Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

110   
Collection 
C11 

  
A new ECS 
collection. 

    /sotestdata/DROP_802/SD_82_01/Criteria/100   

 
EXPECTED RESULTS: 
 
 
 

Setup Flag Criteria ID Clause ID Criteria Text Type L4 ID 

V  110  1  Verify by inspection that the XSD file was generated for the 
ESDT and resides in the ESDT descriptor target directory.  

      

 

702 INGEST XPATH VALIDATION (ECS-ECSTC-3112) 

DESCRIPTION: 
 
 
 
 

Setup Flag Criteria ID Clause ID Criteria Text Type L4 ID 

S  140  1  Ingest XPATH Validation 
 
Prepare a SMAP granule  for ingest, including the associated 
granule level metadata file.  

FC  S-DPL-
00120  

S  140  2  Ingest the SMAP granule  FC  S-DPL-
00120  

 
PRECONDITIONS: 
 



 

2398 
 

STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure an ingest provider is configured to ingest SMAP granules:<br /><br 

/>Provider Type: Polling with DR<br />Preprocessing Type: SIPS<br />Max 
Active Data Volume: 1000.00<br />Max Active Granules: 100<br />Transfer 
Type: Local<br />Notification Method: Email Only<br />E-Mail address: 
labuser@f4eil01.edn.ecs.nasa.gov 

  

3 Ensure the test collection's data type has been installed.   
4 Ensure the test collection's data type is configured in the DPL Ingest GUI 

&gt; Configuration &gt; Data Types to be public on ingest. 
  

5 Ensure a PostgreSQL client is available:<br /><br />From a command 
prompt, connect to the database:<br />$ /tools/postgres/current32/bin/psql -U 
&lt;user&gt; -d ecs -h f4dbl03<br /><br />At the Postgres client prompt, set 
the search path to access the appropriate mode database:<br />&gt; select 
public.set_search_path('aim', '&lt;MODE&gt;'); 

  

6 <i>Setup</i>  #comment 
7 <i>S-1 Prepare a SMAP granule for ingest, including the associated granule 

level metadata file.</i> 
 #comment 

8 Use the provided test granules under<br 
/>/sotestdata/DROP_802/SD_82_01/Criteria/140 

  

9 <i>S-2 Ingest the SMAP granule.</i>  #comment 
10 Copy the granule's PDR file into the test provider's polling location.   
11 Wait for the DPL Ingest GUI to show the granule has completed successfully.   
12 Get the granule's granuleid (adjust interval as needed):<br /><br />select 

granuleid<br />from amgranule<br />where shortname = 
&lt;SHORTNAME&gt;<br />and versionid = &lt;VERSIONID&gt;<br 
/>and archivetime &gt; now() - interval '5 minutes'; 

  

13 <i>Verification</i>  #comment 
14 <i>V-1 Verify by inspecting the AIM database that the proper metadata 

values from the granule level metadata file were inserted.<br />[Note that this 
verifies that the XPath extraction worked correctly.]</i> 

 #comment 

15 Retrieve the ingested test granule details:<br /><br />select *<br />from 
amgranule<br />where granuleid = &lt;GRANULEID&gt;; 

  

16 Using the ISO dataset XPath file as a guide, verify the ingested granule 
metadata in the AIM database matches the metadata in the ISO metadata 
XML file. 

The values should match within the 
limits of type conversion. 

 

17 <i>V-2 Verify by inspecting the DataPool and StorNext directories that the  #comment 



 

2399 
 

# Action Expected Result Notes 
SMAP science granule and metadata files were ingested into their proper 
locations.</i> 

18 Verify that the ingested ISO/SMAP granule metadata file has been copied to 
the small file archive:<br /><br />diff &lt;SMAP_GRANULE&gt;.xml 
/stornext/smallfiles/&lt;MODE&gt;/metadata/&lt;ESDT&gt;/&lt;YYYY&gt;
.&lt;MM&gt;/&lt;ESDT&gt;.&lt;GRANULEID&gt;.xml 

  

19 Find the granule metadata file's data pool pathname:<br /><br />select 
f.absolutefilesystempath<br />  || c.groupid<br />  || 
m.onlinemetdirectorypath<br />  || m.onlinemetfilename<br />from 
amgranule g<br />join amcollection c<br />on g.collectionid = 
c.collectionid<br />join ammetadatafile m<br />on g.granuleid = 
m.granuleid<br />join dlfilesystems f<br />on c.filesystemlabel = 
f.filesystemlabel<br />where g.granuleid = &lt;GRANULEID&gt; 

  

20 Verify that the ingested ISO/SMAP granule metadata file has been copied to 
the data pool:<br /><br />diff &lt;SMAP_GRANULE_XML&gt; 
&lt;DATAPOOL_PATHNAME&gt; 

  

21 Find the granule's data file data pool pathname:<br /><br />select 
f.absolutefilesystempath<br />  || c.groupid<br />  || d.directorypath<br />  || 
d.onlinefilename<br />from amgranule g<br />join amcollection c<br />on 
g.collectionid = c.collectionid<br />join amdatafile d<br />on g.granuleid = 
d.granuleid<br />join dlfilesystems f<br />on c.filesystemlabel = 
f.filesystemlabel<br />where g.granuleid = &lt;GRANULEID&gt; 

  

22 Verify the SMAP granule's data file has been copied to the data pool:<br 
/><br />diff &lt;SMAP_GRANULE_DATA&gt; 
&lt;DATAPOOL_PATHNAME&gt; 

  

 
 
TEST DATA: 
 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

140     SPL1CS0.030 SMAP granule,     /sotestdata/DROP_802/SD_82_01/Criteria/140   
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Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

including the 
associated granule 
level metadata 
file. 

    
ISO Dataset 
(granule) 
XPath file 

SPL1CS0.030       /sotestdata/DROP_802/SD_82_01/Criteria/010   

 
EXPECTED RESULTS: 
 
 
 
 

Setup Flag Criteria ID Clause ID Criteria Text Type L4 ID 

V  140  1  Verify by inspecting the AIM database that the proper 
metadata values from the granule level metadata file were 
inserted. [Note that this verifies that the XPATH extraction 
worked correctly.]  

      

V  140  2  Verify by inspecting the DataPool & StorNext directories that 
the SMAP science granule and metadata files were ingested 
into their proper locations  

      

 

703 ISO INGEST ATTRIBUTE TYPE CONVERSION (ECS-ECSTC-3113) 

DESCRIPTION: 
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Setup Flag Criteria ID Clause ID Criteria Text Type L4 ID 

S  145  1  ISO Ingest Attribute Type Conversion 
 
Prepare a SMAP granule  for ingest, including the associated 
granule level metadata file.   In the metadata file, note the 
values for all of the attributes that will undergo attribute type 
conversion during Ingest of the granule.    [Note that the full 
list of attributes that will undergo attribute type conversion 
will be produced by DDR.]  

FC  S-DPL-
00130  

S  145  2  Ingest the SMAP granule  FC  S-DPL-
00130  

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure an ingest provider is configured to ingest SMAP granules:<br /><br 

/>Provider Type: Polling with DR<br />Preprocessing Type: SIPS<br />Max 
Active Data Volume: 1000.00<br />Max Active Granules: 100<br />Transfer 
Type: Local<br />Notification Method: Email Only<br />E-Mail address: 
labuser@f4eil01.edn.ecs.nasa.gov 

  

3 Ensure the test collection's data type has been installed.   
4 Ensure the test collection's data type is configured in the DPL Ingest GUI 

&gt; Configuration &gt; Data Types to be public on ingest. 
  

5 Ensure a PostgreSQL client is available:<br /><br />From a command 
prompt, connect to the database:<br />$ /tools/postgres/current32/bin/psql -U 
&lt;user&gt; -d ecs -h f4dbl03<br /><br />At the Postgres client prompt, set 
the search path to access the appropriate mode database:<br />&gt; select 
public.set_search_path('aim', '&lt;MODE&gt;'); 

  

6 <i>Setup</i>  #comment 
7 <i>S-1 Prepare a SMAP granule for ingest, including the associated granule 

level metadata file.<br />In the metadata file, note the values for all of the 
attributes that will undergo attribute type conversion during Ingest of the 

 #comment 
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# Action Expected Result Notes 
granule.<br />[Note that the full list of attributes that will undergo attribute 
type conversion will be produced by DDR.]</i> 

8 Use the provided test data under<br 
/>/sotestdata/DROP_802/SD_82_01/Criteria/145 

  

9 Using the dataset-level XPath file as a guide, note all the granule metadata 
values that will be converted on ingest (as of 2013-04-11; see the dataset-
level XPath for the current list):<br /><br />1) gmd:edition =&gt; 
VersionID<br />2) gml:beginPosition =&gt; RangeBeginningDate<br />3) 
gml:beginPosition =&gt; RangeBeginningTime<br />4) gml:endPosition 
=&gt; RangeEndingDate<br />5) gml:endPosition =&gt; RangeEndingTime 

  

10 <i>S-2 Ingest the SMAP granule.</i>  #comment 
11 Copy the granule's PDR file into the test provider's polling location.   
12 Wait for the DPL Ingest GUI to show the granule has completed successfully.   
13 Get the granule's granuleid (adjust interval as needed):<br /><br />select 

granuleid<br />from amgranule<br />where shortname = 
&lt;SHORTNAME&gt;<br />and versionid = &lt;VERSIONID&gt;<br 
/>and archivetime &gt; now() - interval '5 minutes'; 

  

14 <i>Verification</i>  #comment 
15 <i>V-1 For each of the attributes identified in setup step 1, verify by 

inspecting the AIM database that the properly converted metadata values 
from the granule level metadata file were inserted.</i> 

 #comment 

16 Retrieve the converted granule metadata values from the  AIM database:<br 
/><br />select VersionID,<br />  RangeBeginningDate,<br />  
RangeBeginningTime,<br />  RangeEndingDate,<br />  
RangeEndingTime<br />from amgranule<br />where granuleid = 
&lt;GRANULEID&gt;; 

  

17 <i>To use the &quot;/tools/common/test/BE_82_01/bin/xpath&quot; utility 
to extract metadata from granule XML files, start a bash shell as 
cmshared.</i> 

 #comment 

18 1) Verify VersionID is obtained by extracting the digit from the 3rd character 
of the gmd:edition field value.<br /><br />xpath 
'//gmi:MI_Metadata/gmd:identificationInfo/gmd:MD_DataIdentification/gmd
:citation/gmd:CI_Citation[gmd:identifier/gmd:MD_Identifier/gmd:descriptio
n/gco:CharacterString=&quot;The ECS Short 
Name&quot;]/gmd:edition/gco:CharacterString/text()' 
&lt;SMAP_GRANULE_METADATA_XML&gt; | sed 's/^..\(.\).*/\1/' 

  

19 2) Verify RangeBeginningDate is obtained by extracting the portion of the   
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# Action Expected Result Notes 
gml:beginPosition value that precedes the &quot;T&quot;.<br /><br />xpath 
'//gmi:MI_Metadata/gmd:identificationInfo/gmd:MD_DataIdentification/gmd
:extent/gmd:EX_Extent/gmd:temporalElement/gmd:EX_TemporalExtent/gm
d:extent/gml:TimePeriod/gml:beginPosition/text()' 
&lt;SMAP_GRANULE_METADATA_XML&gt; | sed 's/\([^T]*\)T.*/\1/' 

20 3) Verify RangeBeginningTime is obtained by extracting the portion of the 
gml:beginPosition value that follows the &quot;T&quot;.<br /><br />xpath 
'//gmi:MI_Metadata/gmd:identificationInfo/gmd:MD_DataIdentification/gmd
:extent/gmd:EX_Extent/gmd:temporalElement/gmd:EX_TemporalExtent/gm
d:extent/gml:TimePeriod/gml:beginPosition/text()' 
&lt;SMAP_GRANULE_METADATA_XML&gt; | sed 's/^[^T]*T\(.*\)/\1/' 

  

21 4) Verify RangeEndingDate is obtained by extracting the portion of the 
gml:endPosition value that precedes the &quot;T&quot;.<br /><br />xpath 
'//gmi:MI_Metadata/gmd:identificationInfo/gmd:MD_DataIdentification/gmd
:extent/gmd:EX_Extent/gmd:temporalElement/gmd:EX_TemporalExtent/gm
d:extent/gml:TimePeriod/gml:endPosition/text()' 
SMAP_L1C_S0_HIRES_00016_A_20150530T160100_D03999_001.h5.iso.
xml | sed 's/\([^T]*\)T.*/\1/' 

  

22 5) Verify RangeEndingTime is obtained by extracting the portion of the 
gml:endPosition value that follows the &quot;T&quot;.<br /><br />xpath 
'//gmi:MI_Metadata/gmd:identificationInfo/gmd:MD_DataIdentification/gmd
:extent/gmd:EX_Extent/gmd:temporalElement/gmd:EX_TemporalExtent/gm
d:extent/gml:TimePeriod/gml:endPosition/text()' 
SMAP_L1C_S0_HIRES_00016_A_20150530T160100_D03999_001.h5.iso.
xml | sed 's/^[^T]*T\(.*\)/\1/' 

  

 
 
TEST DATA: 
 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

145     SPL1CS0.030 
A SMAP granule, 
including the 

    /sotestdata/DROP_802/SD_82_01/Criteria/145   
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Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

associated granule 
level metadata file, 
with values 
representing all the 
types that require 
conversion during 
ingest. 

    

ISO series 
and dataset 
level XPath 
files 

        /sotestdata/DROP_802/SD_82_01/Criteria/010   

 
EXPECTED RESULTS: 
 
 
 

Setup Flag Criteria ID Clause ID Criteria Text Type L4 ID 

V  145  1  For each of the attributes identified in  setup step 1, verify by 
inspecting the AIM database that the properly converted 
metadata values from the granule level metadata file were 
inserted.  

      

 

704 INVALID GRANULE/DATASET METADATA ATTRIBUTE VALUE (ECS-ECSTC-3114) 

DESCRIPTION: 
 
 
 
 

Setup Flag Criteria ID Clause ID Criteria Text Type L4 ID 
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S  130  1  Invalid Granule/Dataset Metadata Attribute Value 
 
Prepare  a SMAP granule  for ingest, editing the granule 
metadata file so that an attribute will be invalid according to 
the schema configured for the collection.  

EC  S-DPL-
00110  

S  130  2  Initiate ingest of the SMAP Granule.  EC  S-DPL-
00110  

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure an ingest provider is configured to ingest SMAP granules:<br /><br 

/>Provider Type: Polling with DR<br />Preprocessing Type: SIPS<br />Max 
Active Data Volume: 1000.00<br />Max Active Granules: 100<br />Transfer 
Type: Local<br />Notification Method: Email Only<br />E-Mail address: 
labuser@f4eil01.edn.ecs.nasa.gov 

  

3 Ensure the test collection's data type has been installed.   
4 Ensure the test collection's data type is configured in the DPL Ingest GUI 

&gt; Configuration &gt; Data Types to be public on ingest. 
  

5 Ensure a PostgreSQL client is available:<br /><br />From a command 
prompt, connect to the database:<br />$ /tools/postgres/current32/bin/psql -U 
&lt;user&gt; -d ecs -h f4dbl03<br /><br />At the Postgres client prompt, set 
the search path to access the appropriate mode database:<br />&gt; select 
public.set_search_path('aim', '&lt;MODE&gt;'); 

  

6 <i>Setup</i>  #comment 
7 <i>S-1 Prepare a SMAP granule for ingest, editing the granule metadata file 

so that an attribute will be invalid according to the schema configured for the 
collection.</i> 

 #comment 

8 The prepared test data has an invalid value (90.322525) for the 
gmd:northBoundLatitude attribute.<br />(See the README.txt file in the test 
data directory.) 

  

9 <i>S-2 Initiate ingest of the SMAP Granule.</i>  #comment 
10 Copy the granule's PDR file into the test provider's polling location.   
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# Action Expected Result Notes 
11 Wait for the DPL Ingest GUI to show the granule has arrived at a terminal 

state. 
  

12 <i>Verification</i>  #comment 
13 <i>V-1 Verify that the ingest failed due to failure to validate the metadata 

attribute with the schema.</i> 
 #comment 

14 Verify the DPL Ingest GUI shows that the granule failed ingest.   
15 Verify the request details show that the granule failed because the metadata 

did not conform to the schema. 
  

 
 
TEST DATA: 
 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

130     SPL1CS0.039 

A SMAP granule 
whose granule 
metadata file has an 
invalid attribute, 
according to the 
schema configured 
for the collection. 

    /sotestdata/DROP_802/SD_82_01/Criteria/130   

    

ISO series 
and dataset 
level XPath 
files 

        /sotestdata/DROP_802/SD_82_01/Criteria/010   

 
EXPECTED RESULTS: 
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Setup Flag Criteria ID Clause ID Criteria Text Type L4 ID 

V  130  1  Verify that the ingest  failed due to failure to validate the 
metadata attribute with the schema.  

      

 

705 ODL METADATA FILES FOR ECS DISTRIBUTION (ECS-ECSTC-3115) 

DESCRIPTION: 
 
 
 

Setup Flag Criteria ID Clause ID Criteria Text Type L4 ID 

S  150  1  ODL metadata files for ECS Distribution 
 
Order a granule for a collection whose metadata model type is 
ECS, specifying a PULL distribution. Ensure that the user’s 
email address is configured to be a .met-file recipient.  

FC  S-OMS-
00100  

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure an ingest provider is configured to ingest ECS granules:<br /><br 

/>Provider Type: Polling with DR<br />Preprocessing Type: SIPS<br />Max 
Active Data Volume: 1000.00<br />Max Active Granules: 100<br />Transfer 
Type: Local<br />Notification Method: Email Only<br />E-Mail address: 
labuser@f4eil01.edn.ecs.nasa.gov 

  

3 Ensure the test collection's data type has been installed.   
4 Ensure the test collection's data type is configured in the DPL Ingest GUI 

&gt; Configuration &gt; Data Types to be public on ingest. 
  

5 Ensure a PostgreSQL client is available:<br /><br />From a command 
prompt, connect to the database:<br />$ /tools/postgres/current32/bin/psql -U 
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# Action Expected Result Notes 
&lt;user&gt; -d ecs -h f4dbl03<br /><br />At the Postgres client prompt, set 
the search path to access the appropriate mode database:<br />&gt; select 
public.set_search_path('aim', '&lt;MODE&gt;'); 

6 <i>Ensure an ECS granule is available to order.</i>  #comment 
7 Copy the test granule's PDR file into the test provider's polling location.   
8 Wait for the DPL Ingest GUI to show the granule has completed successfully.   
9 Get the granule's granuleid (adjust interval as needed):<br /><br />select 

granuleid<br />from amgranule<br />where shortname = 
&lt;SHORTNAME&gt;<br />and versionid = &lt;VERSIONID&gt;<br 
/>and archivetime &gt; now() - interval '5 minutes'; 

  

10 Determine the following parameters:<br />&lt;OM Host&gt; - the host on 
which the Order Manager is executing<br />&lt;acquire Host&gt; - the host 
on which the acquire script is executed 

  

11 <i>Setup</i>  #comment 
12 <i>S-1 Order a granule for a collection whose metadata model type is ECS, 

specifying a PULL distribution.<br />Ensure that the user’s email address is 
configured to be a .met-file recipient.</i> 

 #comment 

13 Configure the OMS to offer packaging options for HTTP Pull.<br />Using a 
cmshared command prompt on &lt;OM Host&gt;, move the OrderManager 
configuration file to a new name, then make a copy:<br /><br />&gt; cd 
/usr/ecs/&lt;MODE&gt;/CUSTOM/cfg<br />&gt; mv 
EcOmOrderManager.cfg EcOmOrderManager.cfg.SD8201C150<br />&gt; 
cp EcOmOrderManager.cfg.SD8201C150 EcOmOrderManager.cfg<br 
/>&gt; vi EcOmOrderManager.cfg<br /><br />Set the following 
configuration values:<br /><br />DownloadType = HTTP<br 
/>FTP_PULL_OPTIONS = GZIP UNIX TAR ZIP 

  

14 On the OM GUI main page, expand the 'OM Configuration' menu option list 
and select 'Media'. 

  

15 If the 'Pull Gran Dpl Time (days) is not set to 1, make a note of its current<br 
/>value, then set it to 1 and click the 'Apply' button at the bottom of the page 

  

16 On the OM GUI, expand the 'OM Configuration' menu option list and select 
Odl Metadata Users 

  

17 If labuser@f4eil01.edn.ecs.nasa.gov is not present in list, enter 
labuser@f4eil01.edn.ecs.nasa.gov in the text box and click the 'Add New 
User' button at the bottom of the page 

  

18 Configure an OMSCLI acquire script parameter file:<br /><br 
/>ECSUSERPROFILE = ECSGuest<br />PRIORITY = NORMAL<br 
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# Action Expected Result Notes 
/>DDISTMEDIATYPE = FtpPull<br />DDISTMEDIAFMT = 
FILEFORMAT<br />USERSTRING  = smap_test<br 
/>DDISTNOTIFYTYPE = MAIL<br />NOTIFY = 
labuser@f4eil01.edn.ecs.nasa.gov 

19 Configure an OMSCLI acquire script geoid file:<br /><br 
/>SC:&lt;SHORTNAME&gt;.&lt;VERSIONID&gt;:&lt;GRANULEID&gt; 

  

20 Using a cmshared command prompt on &lt;acquire Host&gt;, run the acquire 
script<br /><br />&gt; cd /usr/ecs/&lt;MODE&gt;/CUSTOM/utilities<br 
/>&gt; ./acquire &lt;MODE&gt; -p &lt;path to parameter file&gt; -f &lt;path 
to geoidfile&gt; -t &lt;random tag&gt; 

 The &lt;random tag&gt; 
argument is not optional and 
must be unique for each run 
of the acquire script.  It can 
be any string of characters. 

21 <i>Verification</i>  #comment 
22 <i>V-1 When the DN is received, ensure that the metadata file for the granule 

is in ODL format.</i> 
 #comment 

23 Determine the FTPDIR from the DN.<br /><br />&gt; ssh f4eil01<br />&gt; 
vi /var/spool/mail/labuser 

  

24 Navigate to the FTPDIR and verify metadata file is in ODL format<br /><br 
/>&gt; cd /datapool/&lt;MODE&gt;/user/&lt;FTPDIR&gt;<br />&gt; vi 
&lt;metadata file&gt; 

  

25 <i>Cleanup</i>  #comment 
26 Using a cmshared command prompt on &lt;OM Host&gt;, replace the altered 

OrderManager configuration file with the original:<br /><br />&gt; cd 
/usr/ecs/&lt;MODE&gt;/CUSTOM/cfg<br />&gt; mv 
EcOmOrderManager.cfg.SD8201C150 EcOmOrderManager.cfg 

  

27    

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

150       
An ECS 
granule. 

    /sotestdata/DROP_802/SD_82_01/Criteria/150   
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EXPECTED RESULTS: 
 
 
 

Setup Flag Criteria ID Clause ID Criteria Text Type L4 ID 

V  150  1  When the DN is received, ensure that the metadata file for the 
granule is in ODL format.  

      

 

706 XML METADATA FILES FOR ISO DISTRIBUTION (ECS-ECSTC-3116) 

DESCRIPTION: 
 
 
 

Setup Flag Criteria ID Clause ID Criteria Text Type L4 ID 

S  160  1  XML metadata files for ISO Distribution 
 
Order a granule for a collection whose metadata model type is 
ISO,  specifying a PULL distribution. Ensure that the user’s 
email address is configured to be a .met-file recipient.  

FC  S-OMS-
00100  

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Determine the following parameters:<br />&lt;OM Host&gt; - the host on 

which the Order Manager is executing 
 The granule must be 

available before it can be 
ordered. 

3 <i>Setup</i>  #comment 
4 <i>S-1 Order a granule for a collection whose metadata model type is ISO, 

specifying a PULL distribution.<br />Ensure that the user’s email address is 
 #comment 
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# Action Expected Result Notes 
configured to be a .met-file recipient.</i> 

5 Configure the OMS to offer packaging options for HTTP Pull.<br />Using a 
cmshared command prompt on &lt;OM Host&gt;, edit the OrderManager 
configuration file after first making a copy:<br /><br />&gt; cd 
/usr/ecs/&lt;MODE&gt;/CUSTOM/cfg<br />&gt; cp 
EcOmOrderManager.cfg EcOmOrderManager.cfg.&lt;ddmmYYYY&gt;<br 
/>&gt; vi EcOmOrderManager.cfg<br /><br />Set the following 
configuration values:<br /><br />DownloadType = HTTP<br 
/>FTP_PULL_OPTIONS = GZIP UNIX TAR ZIP<br /> 

 I usually move the config 
file to a new name, then 
copy it back to its original 
name. That preserves the 
permissions on the original 
and makes cmshared the 
owner of the originally-
named copy.<br /><br 
/>Remember to include a 
restore step at the end. 

6 On the OM GUI main page, expand the 'OM Configuration' menu option list 
and select 'Media'.<br /> 

This should display a list of media 
configuration options. 

 

7 If the 'Pull Gran Dpl Time (days) is not set to 1, make a note of its current<br 
/>value, then set it to 1 and click the 'Apply' button at the bottom of the page 

  

8 On the OM GUI, expand the 'OM Configuration' menu option list and select 
Odl Metadata Users 

  

9 If labuser@f4eil01.edn.ecs.nasa.gov is not present in list, enter 
labuser@f4eil01.edn.ecs.nasa.gov in the text box and click the 'Add New 
User' button at the bottom of the page 

  

10 Configure an OMSCLI acquire script parameter file:<br /><br 
/>ECSUSERPROFILE = ECSGuest<br />PRIORITY = NORMAL<br 
/>DDISTMEDIATYPE = FtpPull<br />DDISTMEDIAFMT = 
FILEFORMAT<br />USERSTRING  = smap_test<br 
/>DDISTNOTIFYTYPE = MAIL<br />NOTIFY = 
labuser@f4eil01.edn.ecs.nasa.gov 

  

11 Configure an OMSCLI acquire script geoid file:<br /><br 
/>SC:&lt;SHORTNAME&gt;.&lt;VERSIONID&gt;:&lt;GRANULEID&gt; 

  

12 Using a cmshared command prompt on &lt;acquire Host&gt;, run the acquire 
script<br /><br />&gt; cd /usr/ecs/&lt;MODE&gt;/CUSTOM/utilities<br 
/>&gt; ./acquire &lt;MODE&gt; -p &lt;path to parameter file&gt; -f &lt;path 
to geoidfile&gt; -t &lt;random tag&gt; 

 The &lt;random tag&gt; 
argument is not optional and 
must be unique for each run 
of the acquire script. It can 
be any string of characters. 

13 <i>Verification</i>  #comment 
14 <i>V-1 When the DN is received, ensure that the metadata file for the granule 

is in XML format.</i> 
 #comment 

15 Determine the FTPDIR from the DN.<br /><br />&gt; ssh f4eil01<br />&gt;   
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# Action Expected Result Notes 
vi /var/spool/mail/labuser 

16 Navigate to the FTPDIR and verify metadata file is in XML format<br /><br 
/>&gt; cd /datapool/&lt;MODE&gt;/user/&lt;FTPDIR&gt;<br />&gt; vi 
&lt;metadata file&gt; 

  

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

160       An ISO granule.     /sotestdata/DROP_802/SD_82_01/Criteria/160   

 
EXPECTED RESULTS: 
 
 
 

Setup Flag Criteria ID Clause ID Criteria Text Type L4 ID 

V  160  1  When the DN is received, ensure that the metadata file for the 
granule is in XML format.  

      

 

707 QA UPDATE FAILURE VERIFICATION (ECS-ECSTC-3117) 

DESCRIPTION: 
 
 
 

Setup Flag Criteria ID Clause ID Criteria Text Type L4 ID 
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S  170  1  QA Update Failure Verification 
 
Using the QA Update Utility, perform a QA Update operation 
on a granule for a collection whose metadata model type is 
ISO.  

EC  S-AIM-
00190  

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 <i>Ensure the test SMAP granule has been ingested into the public data 

pool.</i> 
 #comment 

3 Ensure an ingest provider is configured to ingest SMAP granules:<br /><br 
/>Provider Type: Polling with DR<br />Preprocessing Type: SIPS<br />Max 
Active Data Volume: 1000.00<br />Max Active Granules: 100<br />Transfer 
Type: Local<br />Notification Method: Email Only<br />E-Mail address: 
labuser@f4eil01.edn.ecs.nasa.gov 

  

4 Ensure the test collection's data type has been installed.   
5 Ensure the test collection's data type is configured in the DPL Ingest GUI 

&gt; Configuration &gt; Data Types to be public on ingest. 
  

6 Copy the test granule's PDR file from<br 
/>/sotestdata/DROP_802/SD_82_01/Criteria/170<br />to the test provider's 
polling directory. 

  

7 Wait for the DPL Ingest GUI to show the granule has completed successfully.   
8 Get the granule's granuleid (adjust interval as needed):<br /><br />select 

granuleid<br />from amgranule<br />where shortname = 
&lt;SHORTNAME&gt;<br />and versionid = &lt;VERSIONID&gt;<br 
/>and archivetime &gt; now() - interval '5 minutes'; 

  

9 Ensure a PostgreSQL client is available:<br /><br />From a command 
prompt, connect to the database:<br />$ /tools/postgres/current32/bin/psql -U 
&lt;user&gt; -d ecs -h f4dbl03<br /><br />At the Postgres client prompt, set 
the search path to access the appropriate mode database:<br />&gt; select 
public.set_search_path('aim', '&lt;MODE&gt;'); 

  

10 Find the granule's metadata XML file in the small file archive 
(&lt;METADATA_ARCHIVE_PATHNAME&gt;):<br /><br />select x.path 
|| '/' || m.archivemetfilename<br />from amgranule g<br />join 
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# Action Expected Result Notes 
ammetadatafile m<br />on g.granuleid = m.granuleid<br />join dsmdxmlpath 
x<br />on m.archivepathid = x.archivepathid<br />where g.granuleid = 
&lt;GRANULEID&gt; 

11 Make a local copy of the granule's metadata file to compare against later:<br 
/><br />mkdir -p /tools/common/test/SD_82_01/criteria/170<br />cd !$<br 
/>cp -p &lt;METADATA_ARCHIVE_PATHNAME&gt; . 

  

12 <i>Setup</i>  #comment 
13 <i>S-1 Using the QA Update Utility, perform a QA Update operation on a 

granule for a collection whose metadata model type is ISO.</i> 
 #comment 

14 Move the QAUU properties file to a new name, and make a working 
copy:<br /><br />cd /usr/ecs/&lt;MODE&gt;/CUSTOM/cfg<br />mv 
EcDsAmQaUpdateUtility.properties 
EcDsAmQaUpdateUtility.properties.SD_82_01_C170<br />cp 
EcDsAmQaUpdateUtility.properties.SD_82_01_C170 
EcDsAmQaUpdateUtility.properties 

  

15 Append lines to the QAUU properties file to allow a new site to run 
QAUU:<br /><br 
/>SD8201C170_EMAIL_FROM_ADDRESSES=labuser@edn.ecs.nasa.gov<
br 
/>SD8201C170_EMAIL_REPLY_ADDRESS=labuser@edn.ecs.nasa.gov<br 
/>SD8201C170_NOTIFICATION_ON_SUCCESS=N 

  

16 Add a row to the dsqamutesdtsite table:<br /><br />insert into 
dsqamutesdtsite values(&lt;SHORTNAME&gt;, 'SD8201C170'); 

  

17 <i>Create a QAUU request file to update the test granule.</i>  #comment 
18 Name the file according to following pattern:<br /><br 

/>&lt;MODE&gt;_&lt;Site&gt;_QAUPDATE&lt;description&gt;.&lt;YY&g
t;&lt;MM&gt;&lt;DD&gt;&lt;hh&gt;&lt;mm&gt;&lt;ss&gt;<br /><br />E.g., 
DEV08_SD8201C170_QAUPDATE_SD_82_01_C170.130411144600 

  

19 Ensure the file contents are as follows, with &lt;TAB&gt; replaced by an 
actual TAB character:<br /><br />From SITE<br />begin 
QAMetadataUpdate Science GranuleUR<br 
/>SHORTNAME&lt;TAB&gt;VERSIONID&lt;TAB&gt;GRANULEUR&lt;
TAB&gt;PARAMETER_NAME&lt;TAB&gt;SCENCE_FLAG&lt;TAB&gt;
COMMENT<br />end QAMetadataUpdate<br /><br />For example, using 
granule SC:SPL1CS0.003:123456,<br /><br />From SD8201C170<br 
/>begin QAMetadataUpdate Science GranuleUR<br 
/>SPL1CS0&lt;TAB&gt;3&lt;TAB&gt;SC:SPL1CS0.003:123456&lt;TAB&
gt;Surface Soil Moisture&lt;TAB&gt;Passed&lt;TAB&gt;Updated for 
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# Action Expected Result Notes 
SD_82_01 C170<br />end QAMetadataUpdate 

20 Copy the request file into the QAUU request file directory (the value of 
QA_REQUEST_DIR in EcDsAmQaUpdateUtility.properties):<br /><br 
/>/usr/ecs/&lt;MODE&gt;/CUSTOM/data/DSS/QAUU/QAUURequest 

  

21 Run QAUU (if the request file is the only one in the request directory, the 
filename may be omitted):<br /><br />cd 
/usr/ecs/&lt;MODE&gt;/CUSTOM/utilities<br />./EcDsAmQAUUStart 
&lt;MODE&gt; -file &lt;REQUEST_FILENAME&gt; -noprompt 

  

22 <i>Verification</i>  #comment 
23 <i>V-1 Verify that the QA update utility displays an appropriate message 

indicating failure.</i> 
 #comment 

24 Verify EcDsAmQauu.ops0.log reports that the update request failed.  The QAUU 609 implies that 
the message will only 
appear in the log:<br /><br 
/>609-EED-001, Rev 01<br 
/>4.8.9.3.4 Outputs<br 
/>Output of update events 
and errors will be always 
appended to a single log file. 
If specified as an option, a 
confirmation prompt will be 
displayed to the screen. 

25 <i>V-2 Verify that the XML metadata file for the granule was not modified 
by the operation.</i> 

 #comment 

26 Verify the timestamp on the granule's metadata file in the small file archive 
has not changed:<br /><br />ls -l 
/tools/common/test/SD_82_01/criteria/170/&lt;METADATA_FILE&gt;<br 
/>ls -l &lt;METADATA_ARCHIVE_PATHNAME&gt; 

  

27 Verify the granule's metadata contents have not changed:<br /><br />cd 
/tools/common/test/SD_82_01/criteria/170<br />diff 
&lt;METADATA_FILE&gt; 
&lt;METADATA_ARCHIVE_PATHNAME&gt; 

  

28 <i>Cleanup</i>  #comment 
29 Replace the altered properties file with the original:<br /><br />mv 

EcDsAmQaUpdateUtility.properties.SD_82_01_C170 
EcDsAmQaUpdateUtility.properties 

  

30 Remove the row added to the ESDT site table:<br /><br />delete from   
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# Action Expected Result Notes 
dsqamutesdtsite<br />where site = 'SD8201C170'; 

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

170       An ISO granule.     /sotestdata/DROP_802/SD_82_01/Criteria/170   

 
EXPECTED RESULTS: 
 
 
 
 

Setup Flag Criteria ID Clause ID Criteria Text Type L4 ID 

V  170  1  Verify that the QA update utility displays an appropriate 
message indicating failure.  

      

V  170  2  Verify that the XML metadata file for the granule was not 
modified by the operation.   

      

 

708 C12500-1 VERIFY APACHE 2.2.23-SSL/TOMCAT WEB SERVICES (ECS-ECSTC-3118) 

DESCRIPTION: 
 
PRECONDITIONS: 
 

 JDK 1.6.0_24 and higher 
 

 tomcat-6.0.32 is running 
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STEPS:   
# Action Expected Result Notes 
1 Verify Apache 2.2.23-SSL/tomcat Web Services have been started:<br />ps –

ef | grep httpd | grep SSL 
It should have several returns similar 
to the following:<br 
/>/usr/ecs/OPS/COTS/apache-2.2.23-
ssl/bin/httpd –D SSL 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

709 C12500-2 VERIFYING THE HTTP PORT NUMBERS FOR APACHE 2.2.23 WITH SSL CAN BE 
USED TO ACCESS THE SPECIFIC MODES (ECS-ECSTC-3119) 

DESCRIPTION: 
 
PRECONDITIONS: 
 

 Apache 2.2.23 with SSL is running 
 

 An Internet browser with network access to the machine running the above Apache 
 

  
 
Note: The HTTP port numbers can be found in /usr/ecs/OPS/COTS/tomcat-6.0.32/conf/ 
 
    mod_jk_SSL.conf - production 
 
    mod_jk_SSL_test.conf - test 
 
STEPS:   
# Action Expected Result Notes 
1 Open the following URL in a Web browser:<br 

/>http://&lt;machine&gt;.&lt;domain&gt;:&lt;http TS1 
The Data Pool home page should be 
displayed. 
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# Action Expected Result Notes 
port&gt;/WebAccess_TS1 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

710 C12500-3 TESTING THE MODE-SPECIFIC SSL PORT NUMBER CAN ONLY BE USED TO 
ACCESS ONE SPECIFIC SINGLE MODE (ECS-ECSTC-3120) 

DESCRIPTION: 
 
PRECONDITIONS: 
 

 C12500-1 has been run 
 

 Apache 2.2.23- SSL and Tomcat  are still running 
 

 An Internet browser with network access to the machine running the above Apache-SSL and Tomcat 
 

  
 
Note: The SSL port numbers can be found in /usr/ecs/OPS/COTS/tomcat-6.0.32/conf/  
 
    mod_jk_SSL.conf – production  
 
    mod_jk_SSL.test.conf - test 
 
STEPS:   
# Action Expected Result Notes 
1 Open the web browser and open the following URL with OPS-specific SSL 

port:<br />https://&lt;machine&gt;.&lt;domain&gt;:&lt;SSL OPS 
ort&gt;/WebAccess_TS1 

404 error not found  

2 Open the web browser and open the following URL with TS1 specific SSL 
port:<br />https://&lt;machine&gt;.&lt;domain&gt;:&lt;SSL TS1 
port&gt;/WebAccess_TS1 

The Data Pool home page should be 
displayed. 
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TEST DATA: 
 
EXPECTED RESULTS: 
 

711 APACHE 2.2.23-SSL: AIM REGRESSION TEST 1 (ECS-ECSTC-3121) 

DESCRIPTION: 
 
PRECONDITIONS: 
 

 C12500-1 has been run 
 

 Apache 2.2.23- SSL and Tomcat  are still running 
 

 An Internet browser with network access to the machine running the above Apache-SSL and Tomcat 
 

  
 
Note: The SSL port numbers can be found in /usr/ecs/OPS/COTS/tomcat-6.0.32/conf/  
 
    mod_jk_SSL.conf – production  
 
    mod_jk_SSL.test.conf - test 
 
STEPS:   
# Action Expected Result Notes 
1 338  #referenced test-case 
2 Prepare descriptor files for several (at least 5) ESDTs covering a variety of 

ESDT types described below, such that the descriptors conform to the ECS 
data model and the XML schema validation rules, guaranteeing successful 
ESDT installation.<br />    1. ESDT descriptor with a spatial search attribute 
of Rectangle<br />    2. ESDT descriptor with a spatial search attribute of 
GPolygon<br />    3. ESDT descriptor with a spatial search attribute of 
NotSupported<br />    4. ESDT descriptor with spatial search attribute of 
Orbit 

  

3 From the ESDT Maintenance GUI, select the ESDTs in the source directory   
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# Action Expected Result Notes 
and initiate installation. 

4 Upon completion of the ESDT installation, verify that the GUI displays a 
message indicating number of ESDTs successfully installed. 

  

5 Verify that the metadata elements provided in the descriptor files were 
validated by the XML Services library against the ESDR common schema, 
which conforms to the ECS data model. 

  

6 Verify by inspection that the element types and lengths in the descriptors 
match those stated in the ESDT common schema which in turn matches the 
ECS data model. The ESDT common schema is under: 
/usr/ecs/MODE/CUSTOM/WWW/DSS/ESDTMaint/WEB-
INF/lib/EcDsAmEsdtCommonSchemas.jar. 

  

7 Verify that an MCF file is generated for each ESDT being installed, and 
stored into the configured MCF directory location 

  

8 Verify that the generated MCF files are correct.   
9 Verify that an XML schema file is generated for each ESDT being installed, 

and stored into the configured location. 
  

10 Verify that the generated XML schema files contain validation rules based 
upon the contents of the Inventory section of the Descriptor file and the 
default element rules. 

  

11 Verify that the descriptor ODL files for the ESDT being installed are moved 
from the installation source directory into the configured descriptor directory. 

  

12 Verify that basic collection identification information, proper spatial search 
type, and the PSA associations if any have been added into the AIM 
Inventory database. 

  

13 Verify that an insert event, and event qualifiers are inserted into the Spatial 
Subscription Server database for each ESDT being installed. 

  

14 Verify that the ESDT Maintenance GUI logs the processing activities 
including time of request, action requested, ESDT ShortName, Version ID, 
descriptor file name, and the result of the operation, in a configured log file. 

  

15 <i>Verification Instructions</i>  #comment 
16 Verify that there are at least 5 descriptors that match the setup requirements 

in directory /sotestdata/DROP_721/DS_7E_01/Criteria/2030/.<br />Verify 
that the value of the OBJECT = SpatialSearchType group is “rectangle”, 
“GPolygon”, “not supported”, “point”, or “orbit” accordingly:<br /><br />| 
ESDT         | SpatialSearchType | Archiving DAAC |<br />| ACR3L2SC.001 | 
NotSupported      | ASDC           |<br />| AEPOE7W.001  | NotSupported      | 
NSIDC          |<br />| AE_Land.002  | Orbit             | NSIDC          |<br />| 
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# Action Expected Result Notes 
AE_Rain.002  | Orbit             | NSIDC          |<br />| MB2LME.198   | Orbit       
| ASDC           |<br />| MIANRCCH.198 | NotSupported      | ASDC           
|<br />| MIL2ASOS.198 | Orbit             | ASDC           |<br />| MIL3DAE.198  
| Rectangle         | ASDC           |<br />| MOD09CMG.005 | Rectangle         | 
LP DAAC        |<br />| MOD14.005    | GPolygon          | LP DAAC        |<br 
/>| MOP02.003    | Rectangle         | ASDC           |<br />| MYD09CMG.005 | 
Rectangle         | LP_DAAC        |<br />| MYD14.005    | GPolygon          | LP 
DAAC        |<br />| PM1GBAD1.001 | NotSupported      | NSIDC          |<br 
/>| TL3ATD.002   | Rectangle         | ASDC           |<br />| g3assp.004   | Point   
| ASDC           |<br />| g3atb.004    | Point             | ASDC           | 

17 Return to the ESDT List Page.<br />Select the check box next to the 
descriptor names set up in setup step 1.<br />Select the “Install new 
ESDTs/Update existing ESDTs” button.<br />Note the wall clock time of the 
start of the installation for later verification in the logs.<br />Note the number 
of descriptors selected. 

  

18 Verify that the GUI displays the number of descriptors installed is equal to 
the number of descriptors selected. 

  

19 Verify that the metadata elements provided in the descriptor files were 
validated by the XML validation utility by viewing its application log in the 
mode. Verify for each descriptor that no failures occurred.<br /><br />Select 
one descriptor from each part of setup step 1.<br /><br />Go to the directory 
where the generic descriptor schema is installed and view it.<br />Verify by 
inspection that rules for elements in the generic schema are executed 
correctly for corresponding elements in the descriptor.<br />A similar 
comparison should be performed between the elements of the generic 
descriptor schema and the ECS data model. 

  

20 Find the mcf target directory (parameter mcf.target.dir) in the 
EcAmMaintenanceGui.properties file.<br /><br />Change the directory to the 
ESDT specific subdirectory (probably 
/stornext/smallfiles/&lt;mode&gt;/mcf/).<br /><br />Perform an ls to verify 
that the mcf file is found.<br />Repeat for each MCF file generated from the 
ESDT installation. 

  

21 Compare the descriptor file to the mcf file to verify that the MCF is 
correct.<br /><br />Change the directory to this directory (probably 
/stornext/smallfiles/&lt;mode&gt;/descriptor/).<br />Perform an ls to verify 
that the schema file is found. 

  

22 Make a one to one comparison of the groups in the Inventory Section of the 
Descriptor file with the corresponding groups in the schema. Verify that the 
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# Action Expected Result Notes 
values of the descriptor are valid according to the rules in the schema. 

23 Find the descriptor source and target directory (parameters 
descriptor.source.dir and descriptor.target.dir) in the 
EcAmMaintenanceGui.properties file.<br /><br />Change to target directory 
(probably /stornext/smallfiles/&lt;mode&gt;/descriptor/).<br />Perform an ls 
to verify that the descriptor file 
DsESDT&lt;ShortName&gt;.&lt;VersionId&gt;.desc is found.<br />Repeat 
for each part descriptor installed in the setup step 1.<br />Now verify that the 
descriptor file was deleted in the source directory in the mode.<br />Change 
to directory descriptor.source.dir.<br />Verify that the descriptor was deleted 
by using the ls command and finding no files matching the descriptor’s 
name.<br />Also, repeat for each descriptor installed. 

  

24 In the AIM Inventory database, verify that the ShortName, VersionID, and 
insertTime are populated in the DsMdCollections table for each ESDT 
installed.<br /><br />    select ShortName, VersionID, insertTime<br />    
from DsMdCollections<br />    where ShortName = 
“&lt;ShortName&gt;”<br />    and VersionID= “&lt;VersionID&gt;”<br 
/><br />Also, verify that the spatial searchSearchType matches the one 
specified in the descriptor.<br /><br />    select configuredName, VersionID, 
spatialSearchType<br />    from DsMdESDTConfiguredType<br />    where 
configuredName = “&lt;shortName&gt;”<br />    and VersionID = 
“VersionID” <br /><br />Repeat for each installed ESDT. 

  

25 In another terminal log into the Spatial Subscription Server (SSS) 
database.<br />View the &lt;ShortName&gt;.&lt;VersionId&gt; descriptor in 
the mode and find the INSERT object under the EVENT group in the 
descriptor.<br />Under the EVENTPARMS object are a list of parameters 
which should be populated in the SSS database.<br />Verify that the event 
was inserted into the EcNbEventDefinition table.<br /><br />    select * from 
EcNbEventDefinition<br />    where ESDT_Id in ( &lt;a quoted list of 
ShortNames of installed ESDTs&gt;)<br /><br />Verify that each parameter 
EVENTPARM parameter is populated in the SSS database .<br /><br />    
select * from EcNbEventAttrXref<br />    where ESDT_Id = 
“ShortName”<br /><br />Repeat this step for each descriptor installed 

  

26 Change directory to the log.dir directory of the mode.<br />With the vi 
command view the ESDT_Maint.log and search for the first ESDT 
installed.<br />Verify the time of the installation request, the ShortName, 
Version ID, descriptor file name and the result of the operation (successful) is 
listed in the log file.<br />Repeat for each ESDT installed. 
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TEST DATA: 
 
EXPECTED RESULTS: 
 

712 APACHE 2.2.23-SSL: AIM REGRESSION TEST 2 (ECS-ECSTC-3122) 

DESCRIPTION: 
 
PRECONDITIONS: 
 

 C12500-1 has been run 
 

 Apache 2.2.23- SSL and Tomcat  are still running 
 

 An Internet browser with network access to the machine running the above Apache-SSL and Tomcat 
 

  
 
Note: The SSL port numbers can be found in /usr/ecs/OPS/COTS/tomcat-6.0.32/conf/  
 
    mod_jk_SSL.conf – production  
 
    mod_jk_SSL.test.conf - test 
 
STEPS:   
# Action Expected Result Notes 
1 339  #referenced test-case 
2 Modify the ESDT descriptor ODL files for several (at least 6) previously 

installed ESDTs, such that the modifications include the following variety of 
ESDT updates:<br />    1. removing one or more existing collection level 
attributes that are not restricted<br />    2. removing DLLName parameter 
from the Collection metadata group<br />    3. changing the ShortName in the 
CollectionAssociation group<br />    4. changing a mandatory inventory 
attribute to optional<br />    5 adding one or more optional inventory 
metadata attributes<br />    6. adding one or more new qualifiers on existing 
events 
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# Action Expected Result Notes 
3 Place the descriptor files in a source directory accessible by the ESDT 

Maintenance GUI. 
  

4 Upon completion of the ESDT update, verify that the GUI displays a message 
indicating number of ESDTs successfully updated. 

  

5 Verify that an MCF file is created for each ESDT being updated, and stored 
into the configured MCF directory location replacing the previous version. 

  

6 Verify that the MCF files are correct.   
7 Verify that the descriptor file for each ESDT is replaced by the updated 

descriptor file, and that the updated descriptor files are consistent with the 
ECS data model. 

  

8 Verify that an XML schema file is generated for each ESDT and stored into 
the configured location replacing the previous version 

  

9 Verify that the generated XML schema files contain validation rules based 
upon the contents of the Inventory section of the Descriptor file and the 
default element rules. 

  

10 Verify that collection based tables in the AIM Inventory database as 
identified in the Operations Concept are populated with correct information. 

  

11 Verify that the insert event, and event qualifiers are updated correctly in the 
Spatial Subscription Server database for each ESDT being updated. 

  

12 Verify that, upon completion of updates, the ESDT Maintenance GUI 
displays a message saying that the ESDT changes will take effect only after 
the Ingest service is re-started. 

  

13 <i>Verification Instructions</i>  #comment 
14 Open a terminal.   
15 For each ESDT update perform the following setup and verification:<br 

/><br />Save the original versions of files generated by the already installed 
ESDT selected for update.<br />Change directory (cd) to 
/stornext/smallfiles/&lt;mode&gt;/descriptor/.<br />Copy the descriptor ODL 
and xml files to a temporary location.<br />Similiarly, copy the mcf file to a 
temporary location.<br />Change directory to 
/sotestdata/DROP_721/DS_7E_01/Criteria/2120, and vi the descriptor file, 
which will contain the added attributes.<br />Compare the original ODL 
descriptor file in the temporary location to the staged one to verify which 
collection metadata has been added (a new container).<br />Verify that in its 
container the mandatory flag is set to FALSE.<br />Similiarly, compare the 
original and staged mcf files. 

  

16 Copy the descriptors in setup step 1 to the directory specified as   
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# Action Expected Result Notes 
descriptor.source.dir in the EcAmMaintenanceGui.properties file. 

17 Verify that the GUI displays the number of descriptors updated is equal to the 
number of descriptors selected (6). 

  

18 Find the mcf target directory (parameter mcf.target.dir) in the 
EcAmMaintenanceGui.properties file.<br />Change the directory to this 
directory (probably /stornext/smallfiles/&lt;mode&gt;/mcf/).<br />Perform 
an ls -l to verify that the mcf file<br 
/>&lt;ShortName&gt;.&lt;VersionID&gt;.MCF is found.<br />The date 
should match approximately the date that the update began.<br />Repeat for 
each ESDT updated. 

  

19 Change directory to the MCF file used for sub crieteria 1 in setup step 1.<br 
/>Compare this MCF with the original and verify that the differences were 
the attributes not found in the updated MCF.<br />Repeat this step for the 
remaining subcriteria to verify the attributes are omitted or modified 
attributes are updated. 

  

20 Perform an ls –l command on the descriptor file that was updated and verify 
that its modification time is about the time of this update.<br />Compare the 
updated descriptor and the original one stored in a temporary location and 
verify that it was added and consistent with the ECS data model.<br />Repeat 
for each updated ESDT. 

  

21 Cd back to the descriptor directory and find the ESDT specific schema 
file.<br />Perform an ls –l and verify that the time for this file is 
approximately when this update started.<br />Repeat this step for each 
updated ESDT. 

  

22 Compare the schema stored in the temporary location with the newly 
generated one and verify that the correct rules have been generated for the 
new attribute that was added.<br />Repeat this step for each updated ESDT. 

  

23 Use a db client to login to the AIM inventory database.<br />Verify that the 
lastUpdate in the DsMdCollections table has been updated for this 
&lt;ShortName&gt;.&lt;VersionID&gt; ESDT for each ESDT.<br />In the 
DsMdAdditionalAttributes table, verify that the entry for the attribute 
removed from the descriptor is not found.(Setup step 1 part 1)<br />Verify 
that an entry for this attribute is not found in the 
DsMdCollectionAddnlAttribsXref.(Setup step 1 part 1).<br />For setup step 1 
part 2. Verify as in the verify step 7 of criteria 2100.<br />For setup step 1 
part 3. Change made in the updated descriptor. See step verification step 
4.<br />For setup step 1 part 4. Verify that in the XML Validation Utility log 
that there are no error messages caused by changing a mandatory flag from 
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# Action Expected Result Notes 
TRUE to false in the descriptor.<br />For setup step 1 part 5. Verify that the 
added optional AdditionalAttribute was added to the 
DsMdAdditionalAttributes table. 

24 Verify that the event was inserted into the EcNbEventDefinition table.<br 
/><br />    select *<br />    from EcNbEventDefinition<br />    where 
ESDT_Id = “&lt;ShortName&gt;”<br />    and VersionID = 
&lt;VersionID&gt; 

  

25 Record the EventId to be used in the next test.   
26 Verify that each parameter added to the EVENTPARM parameter section is 

populated in the SSS database for each ESDT installed.<br /><br />    select 
*<br />    from EcNbEventAttrXref<br />    where ESDT_Id = 
“&lt;ShortName&gt;”<br />    and VersionID = &lt;VersionID&gt; 

  

27 Return to the ESDT Maintenance GUI.<br />Verify that it displays a message 
saying that the ESDT changes will teak effect only after the Ingest service is 
re-started. 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

713 APACHE 2.2.23-SSL: AIM REGRESSION TEST 3 (ECS-ECSTC-3123) 

DESCRIPTION: 
 
PRECONDITIONS: 
 

 C12500-1 has been run 
 

 Apache 2.2.23- SSL and Tomcat  are still running 
 

 An Internet browser with network access to the machine running the above Apache-SSL and Tomcat 
 

  
 
Note: The SSL port numbers can be found in /usr/ecs/OPS/COTS/tomcat-6.0.32/conf/  
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    mod_jk_SSL.conf – production  
 
    mod_jk_SSL.test.conf - test 
 
STEPS:   
# Action Expected Result Notes 
1 340  #referenced test-case 
2 From the ESDT Maintenance GUI select a group of ESDTs for deletion. Each 

of the ESDTs selected must satisfy the following conditions to guarantee 
successful deletion:<br />    1. the ESDT does not contain any granules in the 
AIM inventory database<br />    2. the ESDT is not defined within the Data 
Pool<br />    3. the Spatial Subscription service does not contain active or 
inactive subscriptions referencing the ESDT 

  

3 Verify that the ESDTs were deleted successfully.<br />    1. The MCF files 
were deleted<br />    2. The ESDT XML schema files were deleted<br />    3. 
The ESDT descriptor files were deleted.<br />    4. The ESDT basic 
collections and PSA associations were deleted from the Inventory 
database<br />    5 The insert events and event qualifiers for the ESDTs were 
deleted from the Subscription Server database<br />    6. The XML metadata 
file directories associated with the ESDTs were removed from the XML 
archive<br />    7. PSA definitions are removed if there are no other ESDTs 
associated with them 

  

4 Verify that the ESDT Maintenance GUI displays a message indicating 
number of ESDTs deleted. 

  

5 Verify that the ESDT Maintenance GUI logs the processing activities 
including time of request, action requested, ESDT ShortName, Version ID, 
descriptor file name, and the result of the operation, in a configured log file. 

  

6 <i>Verification Instructions</i>  #comment 
7 Open a terminal.   
8 Use a database client to log into the AIM database for this mode.   
9 1. Verify that there no rows returned for any granules in the DsMdGranules 

table (in case they were ingested previously).<br /><br />    select dbID, 
ShortName, VersionID<br />    from DsMdGranules<br />    where 
ShortName = “&lt;ShortName&gt;”<br />    and VersionID = 
“&lt;VersionID&gt;”<br /><br />Repeat for each ESDT. 

  

10 2. Perform a query on the collections table in the Data Pool to verify that it is 
not defined in the DataPool database<br /><br />    select * from 
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# Action Expected Result Notes 
DataPool_DEV04..DlCollections<br />    where ShortName = 
“&lt;ShortName&gt;”<br />    and VersionID = &lt;VersionID&gt;<br /><br 
/>Repeat for each ESDT. 

11 3. Similiarly, for the Spatial Subscription Server database, verify that that no 
rows returned indicating a subscription with this event:<br /><br />    select * 
from EcNbDb_DEV04..EcNbSubscription<br />    where ESDT_Id = 
&quot;&lt;ShortName&gt;&quot;<br />    and VersionID = 
“&lt;VersionID&gt;”<br /><br />Repeat for each ESDT. 

  

12 On the ESDT List Page of the ESDT Maintenance GUI, select the checkbox 
to delete and select the “Delete Selected ESDTs” button at the bottom of the 
page to begin the ESDT deletion. 

  

13 Select OK for the confirmation prompt of 1 ESDT to be deleted.   
14 Apply the verification in verification step 1 of Criteria 2200 here for each 

ESDT<br /><br />Refer to ESDT Maintenance GUI ITP<br 
/>http://dmserver.gsfc.nasa.gov/release721/ESDT_Maint_GUI/ITP_DS_7E_
01_ESDTGUI.doc 

  

15 Apply the verification of verification step 2 of Criteria 2200 here for each 
ESDT 

  

16 Apply the verification of verification step 3 of Criteria 2200 here for each 
ESDT 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

714 APACHE 2.2.23-SSL: DPLINGEST REGRESSION TEST 1 (ECS-ECSTC-3124) 

DESCRIPTION: 
 
PRECONDITIONS: 
 

 C12500-1 has been run 
 

 Apache 2.2.23- SSL and Tomcat  are still running 
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 An Internet browser with network access to the machine running the above Apache-SSL and Tomcat 
 

  
 
Note: The SSL port numbers can be found in /usr/ecs/OPS/COTS/tomcat-6.0.32/conf/  
 
    mod_jk_SSL.conf – production  
 
    mod_jk_SSL.test.conf - test 
 
STEPS:   
# Action Expected Result Notes 
1 397  #referenced test-case 
2 <i>[View Data Providers]</i>  #comment 
3 As the ‘ingest admin’ operator, navigate to the Data Provider page on the 

Data Pool Ingest GUI. 
  

4 Verify that all provider information in the INGST CI database appears 
correctly on the Data Provider page. 

  

5 <i>[Configure Data Providers]</i>  #comment 
6 Edit existing provider information (if any) and define new providers to fulfill 

the following requirements:<br />    At least one data provider should have an 
FTP notification method,<br />    at least one data provider should have an 
scp notification method,<br />    at least one data provider should have an 
email notification method,<br />    at least one data provider should have a 
combination FTP/email notification method,<br />    and at least one data 
provider should have a combination scp/email notification method.<br />Scp 
type/cipher combinations to include in the test are:<br />    F-
secure/None;<br />    OpenSSH/aes128;<br />    OpenSSH/3des.<br />At 
least one provider must use active mode.<br />At least one should use 
passive mode. 

  

7 Verify that the Data Pool Ingest GUI allows the ‘ingest admin’ operator to 
edit data provider information. 

  

8 Verify that the Data Pool Ingest GUI prompts the operator to confirm 
changes to existing data providers before saving this information. 

  

9 Verify that the ingest admin operator has the authorization to define new data 
providers (i.e., has access to the data provider pages on the Data Pool Ingest 
GUI, and that information entered by this operator is stored in the database.) 

  

10 Verify that the Data Pool Ingest GUI allows all information in S-DPL-16110   
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# Action Expected Result Notes 
to be entered. 

11 Verify that all of the notification methods in S-DPL-16150 can be entered or 
selected on the Data Pool Ingest GUI, as appropriate for the selected transfer 
method as per S-DPL-16110. 

  

12 For one provider with an FTP Notification method, verify that the Data Pool 
Ingest GUI allows the related FTP information to be entered (FTP host, 
destination directory, login id, password) 

  

13 Verify that the FTP password entered is not shown or stored in the clear.   
14 Verify that the FTP password entered is not shown in the Data Pool Ingest 

GUI log. 
  

15 For one provider with an email notification method, verify that the Data Pool 
Ingest GUI allows the related email address to be entered. 

  

16 Verify that the Data Pool Ingest GUI prompts the operator to confirm 
definitions of new data providers before saving this information. 

  

17 For one provider with an scp notification method, verify that the Data Pool 
Ingest GUI allows the related scp information to be entered (scp host, 
destination directory, login id, password, scp type, and cipher). 

  

18 Verify that the scp password entered is not shown or stored in the clear.   
19 Verify that the scp password entered is not shown in the Data Pool Ingest 

GUI log. 
  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

715 APACHE 2.2.23-SSL: DPLINGEST REGRESSION TEST 2 (ECS-ECSTC-3125) 

DESCRIPTION: 
 
PRECONDITIONS: 
 

 C12500-1 has been run 
 

 Apache 2.2.23- SSL and Tomcat  are still running 
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 An Internet browser with network access to the machine running the above Apache-SSL and Tomcat 
 

  
 
Note: The SSL port numbers can be found in /usr/ecs/OPS/COTS/tomcat-6.0.32/conf/  
 
    mod_jk_SSL.conf – production  
 
    mod_jk_SSL.test.conf - test 
 
STEPS:   
# Action Expected Result Notes 
1 398  #referenced test-case 
2 <i>[Configure Polling Locations]</i>  #comment 
3 As the Ingest Admin operator use the Data Pool Ingest GUI to define all 

polling locations that will be used for testing this ticket.<br />(Table of data 
provider to polling location mappings, and related S-DPL-16230 information 
for each polling location TBS as part of ITP).<br />    At least one polling 
location should have an FTP polling method,<br />    at least one polling 
location should have a local polling method,<br />    and at least one polling 
location should have an scp polling method.<br />At least one polling 
location using FTP shall be for a provider using local transfers. 

  

4 Verify that the ingest admin operator has the authorization to define the 
polling locations (i.e., has access to the polling location pages on the Data 
Pool Ingest GUI, and that information entered by this operator is stored in the 
database.) 

  

5 Verify that the Data Pool Ingest GUI allows all information in S-DPL-16230 
to be entered. 

  

6 Verify that all of the polling methods in S-DPL-16250 can be entered or 
selected on the Data Pool Ingest GUI. 

  

7 Verify that the Data Pool Ingest GUI prompts the operator to confirm 
definitions of new polling locations before saving this information. 

  

8 <i>[Edit Polling Locations]</i>  #comment 
9 For one polling location, as the ‘ingest admin’ operator, edit all of its existing 

configuration parameters.<br />(NOTE: After this criterion is complete, 
values of these configuration parameters should be reset to appropriate values 
for processing all PDRs in criterion 300). 

  

10 Verify that the Data Pool Ingest GUI allows the ‘ingest admin’ operator to   
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# Action Expected Result Notes 
edit polling location information. 

11 Verify that the Data Pool Ingest GUI prompts the operator to confirm 
changes to existing polling locations before saving this information. 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

716 APACHE 2.2.23-SSL: DPLINGEST REGRESSION TEST 3 (ECS-ECSTC-3126) 

DESCRIPTION: 
 
PRECONDITIONS: 
 

 C12500-1 has been run 
 

 Apache 2.2.23- SSL and Tomcat  are still running 
 

 An Internet browser with network access to the machine running the above Apache-SSL and Tomcat 
 

  
 
Note: The SSL port numbers can be found in /usr/ecs/OPS/COTS/tomcat-6.0.32/conf/  
 
    mod_jk_SSL.conf – production  
 
    mod_jk_SSL.test.conf - test 
 
STEPS:   
# Action Expected Result Notes 
1 399  #referenced test-case 
2 <i>[Configure FTP hosts]</i>  #comment 
3 As the ‘ingest admin’ operator, navigate to the FTP Host page on the Data 

Pool Ingest GUI. 
  

4 Edit existing ftp host information (if any, from the INGST CI), per S-DPL-   
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# Action Expected Result Notes 
16260, and define new ftp hosts such that all ftp hosts which will be used for 
testing this ticket are defined.<br />(Table of ftp hosts and related S-DPL-
16260 information TBS as part of ITP).<br />At least two ftp hosts should be 
defined that are not configured for the INGST subsystem. 

5 Verify that the Data Pool Ingest GUI allows the ‘ingest admin’ operator to 
edit ftp host information. 

  

6 Verify that the Data Pool Ingest GUI prompts the operator to confirm 
changes to existing ftp hosts and definitions of new ftp hosts before saving 
this information. 

  

7 Verify that the ingest admin operator has the authorization to define the ftp 
hosts (i.e., has access to the ftp host pages on the Data Pool Ingest GUI, and 
that information entered by this operator is stored in the database.) 

  

8 Verify that the Data Pool Ingest GUI allows all information in S-DPL-16260 
to be entered. 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

717 APACHE 2.2.23-SSL: DPLINGEST REGRESSION TEST 4 (ECS-ECSTC-3127) 

DESCRIPTION: 
 
PRECONDITIONS: 
 

 C12500-1 has been run 
 

 Apache 2.2.23- SSL and Tomcat  are still running 
 

 An Internet browser with network access to the machine running the above Apache-SSL and Tomcat 
 

  
 
Note: The SSL port numbers can be found in /usr/ecs/OPS/COTS/tomcat-6.0.32/conf/  
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    mod_jk_SSL.conf – production  
 
    mod_jk_SSL.test.conf - test 
 
STEPS:   
# Action Expected Result Notes 
1 400  #referenced test-case 
2 <i>[Configure hosts for scp access]</i>  #comment 
3 As the ‘ingest admin’ operator, navigate to the host page on the Data Pool 

Ingest GUI. 
  

4 Edit existing information for hosts accessed via scp (if any, from the INGST 
CI), per S-DPL-16290, and define new scp hosts such that all scp hosts which 
will be used for testing this ticket are defined.<br />(Table of hosts accessed 
via scp, and related S-DPL-16290 information TBS as part of ITP.)<br />Scp 
type/cipher combinations to include in the test are:<br />    F-
secure/None;<br />    OpenSSH/aes128;<br />    OpenSSH/3des,<br />i.e., 
the test needs to involve several different providers. 

  

5 Verify that the Data Pool Ingest GUI allows the ‘ingest admin’ operator to 
enter and edit the scp host information in S-DPL-16290. 

  

6 Verify that the Data Pool Ingest GUI prompts the operator to confirm 
changes to existing scp host parameters and definitions of new scp host 
parameters before saving this information. 

  

7 Verify that the ingest admin operator has the authorization to define the scp 
host parameters in S-DPL-16290 (i.e., has access to the host pages on the 
Data Pool Ingest GUI, and that information entered by this operator is stored 
in the database.) 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

718 APACHE 2.2.23-SSL: DPLINGEST REGRESSION TEST 2 (ECS-ECSTC-3128) 

DESCRIPTION: 
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PRECONDITIONS: 
 

 C12500-1 has been run 
 

 Apache 2.2.23- SSL and Tomcat  are still running 
 

 An Internet browser with network access to the machine running the above Apache-SSL and Tomcat 
 

  
 
Note: The SSL port numbers can be found in /usr/ecs/OPS/COTS/tomcat-6.0.32/conf/  
 
    mod_jk_SSL.conf – production  
 
    mod_jk_SSL.test.conf - test 
 
STEPS:   
# Action Expected Result Notes 
1 401  #referenced test-case 
2 <i>[View collection configuration]</i>  #comment 
3 As an ‘ingest admin’ operator, use the Data Pool Ingest GUI to list all data 

types for which configuration parameters were entered in criterion 120. 
  

4 Verify that ”Ignore Validation Warnings” and “Public in Data Pool” are 
displayed for each ESDT. 

  

5 Verify that the Data Pool Ingest GUI provides the operator a method to 
quickly select or scan for a subset of existing Data Pool collections without 
having to enter the full ESDT name and version. 

  

6 <i>[Edit collection configuration]</i>  #comment 
7 As an ‘ingest admin’ operator, use the Data Pool Ingest GUI to edit 

publication policy configuration parameters for a Data Pool collection. 
  

8 Verify that the edited configuration parameters are correctly updated in the 
database. 

  

9 <i>[Reconfigure data type parameters.]</i>  #comment 
10 Log into the DPL Ingest GUI as an ‘ingest admin’ operator, and configure a 

data type (ESDT and Version) to be published in the public Data Pool upon 
insert. 

  

11 Submit several PDRs for the data type configured above.<br />There needs to 
be a sufficient number of PDRs and granules such that some granules will 
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# Action Expected Result Notes 
complete ingest before the configuration change made during the test (see 
next step), and some granules will not start ingest until after the configuration 
change has been applied. 

12 After the first few granules completed ingest, re-configure the data type via 
the DPL Ingest GUI such that the data type no longer will be published in the 
Data Pool.<br />Also change the minimum retention period sufficiently long 
so that the ingested granules are not cleaned up immediately after archiving, 
to allow time for the verification steps below. 

  

13 Verify that the first few granules that were ingested before the re-
configuration are queued with the Data Pool Insert Service for insertion into 
the public Data Pool area. 

  

14 Verify that all granules that started ingest one minute or more after the re-
configuration are inserted into the non-public Data Pool area, and are NOT 
queued with the Data Pool Insert Service for insertion into the public Data 
Pool area.  NOTE: if the Science granule has an associated Browse the 
Browse will be published even if the Science granule is &quot;hidden.&quot; 

  

15 Verify that ALL browse granules ingested as part of the test are recorded as 
public in the AIM schema and that the required browse JPEG files are created 
in the correct location in the public data pool (as recorded in the aim schema). 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

719 APACHE 2.2.23-SSL: DPLINGEST REGRESSION TEST 24 (ECS-ECSTC-3129) 

DESCRIPTION: 
 
PRECONDITIONS: 
 

 C12500-1 has been run 
 

 Apache 2.2.23- SSL and Tomcat  are still running 
 

 An Internet browser with network access to the machine running the above Apache-SSL and Tomcat 
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Note: The SSL port numbers can be found in /usr/ecs/OPS/COTS/tomcat-6.0.32/conf/  
 
    mod_jk_SSL.conf – production  
 
    mod_jk_SSL.test.conf - test 
 
STEPS:   
# Action Expected Result Notes 
1 420  #referenced test-case 
2 <i>[Add &amp; Modifying Volume Groups]</i>  #comment 
3 Using the DPL Ingest GUI add a primary and backup Volume Group for a 

collection. 
  

4 Ingest a granule and verify that it goes to the primary and backup volume 
groups. 

  

5 Modify Volume group and give it a new path   
6 Ingest a granule and verify that it goes to the new path.   
7 Click on reports and verified that the addition and modification from above 

are displayed in the report. 
  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

720 APACHE 2.2.23-SSL: BMGT REGRESSION TEST 1 (ECS-ECSTC-3130) 

DESCRIPTION: 
 
PRECONDITIONS: 
 

 C12500-1 has been run 
 

 Apache 2.2.23- SSL and Tomcat  are still running 
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 An Internet browser with network access to the machine running the above Apache-SSL and Tomcat 
 

  
 
Note: The SSL port numbers can be found in /usr/ecs/OPS/COTS/tomcat-6.0.32/conf/  
 
    mod_jk_SSL.conf – production  
 
    mod_jk_SSL.test.conf - test 
 
STEPS:   
# Action Expected Result Notes 
1 366  #referenced test-case 
2 Log in to the BMGT GUI as an administrator to perform the following 

configuration tasks.<br />Verify that this is possible. 
  

3 Configure the automatic export cycle length to 1 hour.   
4 Configure the FTP destination, directory, and login parameters with which to 

transmit the export packages. 
  

5 Configure the location where BMGT is to save the received ingest summary 
report and an e-mail address for alert and error notifications. The email 
address should be a valid address which you have access to. 

  

6 Log in to the BMGT GUI as an operator, and verify that the configuration 
page looks the same, but cannot be edited. 

  

7 In the BMGT configuration file, set the logging level to the highest verbosity.   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

721 APACHE 2.2.23-SSL: BMGT REGRESSION TEST 2 (ECS-ECSTC-3131) 

DESCRIPTION: 
 
PRECONDITIONS: 
 

 C12500-1 has been run 
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 Apache 2.2.23- SSL and Tomcat  are still running 

 
 An Internet browser with network access to the machine running the above Apache-SSL and Tomcat 

 
  
 
Note: The SSL port numbers can be found in /usr/ecs/OPS/COTS/tomcat-6.0.32/conf/  
 
    mod_jk_SSL.conf – production  
 
    mod_jk_SSL.test.conf - test 
 
STEPS:   
# Action Expected Result Notes 
1 367  #referenced test-case 
2 For all remaining test steps, use the BMGT operator GUI to display audit trail 

information when possible.<br />For any information not available in the 
GUI, consult the log files.<br />Verify that all remaining tests are verifiable 
in this way. 

  

3 Verify that you can change the number of cycles that appear on each page of 
the Recent Packages page, and that if you log out and return, that 
configuration has persisted. 

  

4 Verify that clicking on a cycleId in the Recent Packages GUI page provides a 
page containing information about the cycle. 

  

5 Verify that all cycles processed through the expected statuses, ie. NEW, 
STARTED, PRODUCT_GENERATED_PACKAGE_GENERATED, 
TRANSFERRING, EXPORTED, and COMPLETE. 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

722 APACHE 2.2.23-SSL: BMGT REGRESSION TEST 3 (ECS-ECSTC-3132) 

DESCRIPTION: 
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PRECONDITIONS: 
 

 C12500-1 has been run 
 

 Apache 2.2.23- SSL and Tomcat  are still running 
 

 An Internet browser with network access to the machine running the above Apache-SSL and Tomcat 
 

  
 
Note: The SSL port numbers can be found in /usr/ecs/OPS/COTS/tomcat-6.0.32/conf/  
 
    mod_jk_SSL.conf – production  
 
    mod_jk_SSL.test.conf - test 
 
STEPS:   
# Action Expected Result Notes 
1 368  #referenced test-case 
2 Allow 2 or more automatic export cycles to pass without being generated.<br 

/>For instance, do not run the auto start utility between 8AM and 10AM.<br 
/>Ensure that at least 2 of these cycles contain a reasonable number of 
events.<br />Ensure that some of these events will result in the export of 
browse binary files.<br />The rest of the cycles can be empty.<br 
/>Designate 2 cycles which have events as A1 and A2 in order of start time. 

 To allow cycles to pass 
without being generated you 
need to bring down BMGT. 
This is done by going to the 
utilities folder and running 
EcBmBMGTAutoStop 
&lt;MODE&gt;. Example: 
EcBmBMGTAutoStop TS2 
.  This will bring down 
BMGT and all for time to 
pass. Allow however long 
the auto cycle time is set to 
pass. So if its set for 1, allow 
for 2 hours to pass. Once 
that has happened bring up 
Bmgt by going to that same 
directory and running 
EcBmBMGTAutoStart 
&lt;MODE&gt; 

3 Cause a granule event (GRINSERT or GRDELETE) for at least one public  To do this you can go to the 
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# Action Expected Result Notes 
granule that precedes the end of the most recent complete export cycle.<br 
/>It is acceptable to manually modify the time stamp of some event to 
achieve this. 

DsMdGrEventHistory table. 
Find a granule event that has 
already happened and you 
can modifiy the eventTime 
by running this query: 
&quot;Update 
DsMdGrEventHistory Set 
eventTime = '05/12/2011 
2:15:55 PM' Where 
eventKey = 
&lt;eventKey&gt;&quot; 

4 Start the BMGT auto start utility and allow it to pick up the unexported 
cycles. 

 Start by going to utilities 
folder and running 
EcBmBMGTAutoStar 
&lt;MODE&gt; 

5 Verify that only one automatic cycle is generating at a time, and that each 
cycle is given a unique, sequential package id, in the order of its start time. 

  

6 Verify that the first Automatic package generated above contains the 
metadata for the events that preceded the end of the last completed automatic 
export cycle. 

  

7 Verify that the generator log contains a message for each such event 
indicating that an event from a previous cycle was exported. 

  

8 Verify that A1 and A2 contain the expected metadata.   
9 Verify that there is no duplicate metadata and that every granule or collection 

for which there was an event is properly represented. 
  

10 Verify that the packages are successfully exported to the configured FTP 
endpoint.<br />This should include the zip file for each of the two automatic 
cycles as well as the appropriate number of browse binary files. 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
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723 APACHE 2.2.23-SSL: DATA POOL REGRESSION TEST 2 (ECS-ECSTC-3133) 

DESCRIPTION: 
 
PRECONDITIONS: 
 

 C12500-1 has been run 
 

 Apache 2.2.23- SSL and Tomcat  are still running 
 

 An Internet browser with network access to the machine running the above Apache-SSL and Tomcat 
 

  
 
Note: The SSL port numbers can be found in /usr/ecs/OPS/COTS/tomcat-6.0.32/conf/  
 
    mod_jk_SSL.conf – production  
 
    mod_jk_SSL.test.conf - test 
 
STEPS:   
# Action Expected Result Notes 
1 577  #referenced test-case 
2 View the XML for that granule by clicking on the XML metadata icon for 

that granule in the drill down results set. 
  

3 Verify that the drill down search criteria used to find the granule correspond 
to the information in the XML file. 

  

4 View the browse image for the granule by clicking on the browse icon for the 
granule in the drill down results set. 

  

5 Verify that the browse image is correctly displayed.   
6 <i></i>  #comment 
7 Insert a granule into the hidden Data Pool.   
8 Use the Web Access GUI to perform a drill down search for the hidden 

granule just inserted. 
  

9 Verify the hidden granule is not visible via Web Access.   
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TEST DATA: 
 
EXPECTED RESULTS: 
 

724 APACHE 2.2.23-SSL: DMS REGRESSION TEST 1 (ECS-ECSTC-3134) 

DESCRIPTION: 
 
PRECONDITIONS: 
 

 C12500-1 has been run 
 

 Apache 2.2.23- SSL and Tomcat  are still running 
 

 An Internet browser with network access to the machine running the above Apache-SSL and Tomcat 
 

  
 
Note: The SSL port numbers can be found in /usr/ecs/OPS/COTS/tomcat-6.0.32/conf/  
 
    mod_jk_SSL.conf – production  
 
    mod_jk_SSL.test.conf - test 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Single Granule Order</i>  #comment 
2 Submit a single granule order through EWOC with the following media 

types:<br />FtpPull,<br />FtpPush,<br />CDROM,<br />DVD,<br />and 
DLT. 

Verify that the order is successfully 
registered in the OMS. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
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725 APACHE 2.2.23-SSL: DMS REGRESSION TEST 3 (ECS-ECSTC-3135) 

DESCRIPTION: 
 
PRECONDITIONS: 
 

 C12500-1 has been run 
 

 Apache 2.2.23- SSL and Tomcat  are still running 
 

 An Internet browser with network access to the machine running the above Apache-SSL and Tomcat 
 

  
 
Note: The SSL port numbers can be found in /usr/ecs/OPS/COTS/tomcat-6.0.32/conf/  
 
    mod_jk_SSL.conf – production  
 
    mod_jk_SSL.test.conf - test 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Single Granule External Processing Order]</i>  #comment 
2 Submit an order through EWOC with a granule that requires spatial 

subsetting. 
  

3 Verify a Submit message was received by the spatial subsetting external 
processor. 

  

4 Verify the Submit message contained this order's order ID.   
5 Verify the Submit message contained the subsetting request's request ID.   
6 Verify the MSS request state has been updated to ‘pending’.   
7 Verify a secondary Submit message was received by EWOC from an 

External Processor. 
  

8 Verify an order and request were registered with MSS, corresponding to the 
order submitted. 

  

9 Verify the MSS order is not marked as an ECHO order.   
10 Verify the MSS request is not marked as an External Processing request.   
11 Verify a request was placed with OMS, corresponding to the order submitted.   
12 Verify the OMS request is not marked as an External Processing request.   
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# Action Expected Result Notes 
13 Verify a Submit response is received at the client that contains the order ID 

recorded in the MSS database for this request and a successful status. 
  

14 Verify close Provider Order was not invoked in ECHO for the secondary 
Submit sent by an External Processor. 

  

15 Verify the subsetted granule is shipped to the customer via FTP PULL.   
16 Verify that the granule is subsetted correctly.   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

726 APACHE 2.2.23-SSL: WEB ORDER STATUS REGRESSION TEST 1 (ECS-ECSTC-3136) 

DESCRIPTION: 
 
PRECONDITIONS: 
 

 C12500-1 has been run 
 

 Apache 2.2.23- SSL and Tomcat  are still running 
 

 An Internet browser with network access to the machine running the above Apache-SSL and Tomcat 
 

  
 
Note: The SSL port numbers can be found in /usr/ecs/OPS/COTS/tomcat-6.0.32/conf/  
 
    mod_jk_SSL.conf – production  
 
    mod_jk_SSL.test.conf - test 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Order Status GUI: Display Order Status, OD_S6_05. Criterion 130</i>  #comment 
2 Request the status of a single, completed order that was handled by the OMS   



 

2446 
 

# Action Expected Result Notes 
and that contains at least two requests by specifying a valid Order ID and user 
contact email address.<br /><br />Each request in the order should contain at 
least 100 granules that have NOT been processed by HEG or the external 
subsetter. 

3 Verify order ID is correctly displayed.   
4 Verify submission date/time is correctly displayed.   
5 Verify order state is correctly displayed.   
6 Verify order completion date/time is correctly displayed.   
7 Verify request information is correctly displayed:<br />    request ID,<br />    

request state,<br />    media type,<br />    number of granules,<br />    
request completion date/time 

  

8 Verify order state and request states are presented in terms that an end user 
can understand. 

  

9 Verify order and request information are properly segmented across html 
pages in accordance with the user-configurable number of items per page. 

  

10 Verify there is an indication that additional request details are available.   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

727 APACHE 2.2.23-SSL: WEB ORDER STATUS REGRESSION TEST 2 (ECS-ECSTC-3137) 

DESCRIPTION: 
 
PRECONDITIONS: 
 

 C12500-1 has been run 
 

 Apache 2.2.23- SSL and Tomcat  are still running 
 

 An Internet browser with network access to the machine running the above Apache-SSL and Tomcat 
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Note: The SSL port numbers can be found in /usr/ecs/OPS/COTS/tomcat-6.0.32/conf/  
 
    mod_jk_SSL.conf – production  
 
    mod_jk_SSL.test.conf - test 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Order Status GUI: Display Order Status based on History Range, 

0D_S6_05, Criterion 180</i> 
 #comment 

2 Request order history by specifying a starting and ending date, user contact 
email address, and one valid Order ID for the user.<br /><br />Ensure that at 
least 100 orders are displayed that represent a mix of orders for which request 
details are available for some orders and not available for others.<br /><br 
/>Ensure that the date range requires the Order Status Interface to retrieve 
information from both the Order Manager operational tables and archive 
tables.<br /><br />Ensure that at least one of the orders contains granules that 
were processed by the external subsetter and one of the orders contains 
granules that were processed by HEG. 

  

3 Verify that the correct orders are returned and sorted by submission 
date/time. 

  

4 For each order verify the following:<br /><br />a. Order Id is correctly 
displayed.<br /><br />b. Submission date/time is correctly displayed.<br 
/><br />c. Order state is correctly displayed.<br /><br />d. Order completion 
date/time is correctly displayed.<br /><br />e. Request information (Request 
Id, request state, media type, number of granules, request completion 
date/time) is correctly displayed, including the processing description for the 
granule to be processed by the external subsetter, in a manner which should 
be generally understandable by the user.<br /><br />f. Order state and request 
states are presented in terms that an end user can understand.<br /><br />g. 
Order and request information are properly segmented across html pages in 
accordance with the user-configurable number of items per page.<br /><br 
/>h. An indication is provided when request details are not available for an 
order. 

  

 
 
TEST DATA: 
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EXPECTED RESULTS: 
 

728 ECS GRANULE ADDITIONAL METADATA[S-2]: NO BACKTRACK ORBIT METADATA (ECS-
ECSTC-3138) 

DESCRIPTION: 
 
 
 
 
 
 
 
 
 
 

   S  50  1  [ECS Granule Additional Metadata]  For each of the valid backtrack types, request the export of granule metadata for 
a granule belonging to a collection which is configured for that type.  

      

   S  50  2  Request the export of granule metadata for a granule belonging to a collection which is not configured for backtrack 
metadata.    

      

   S  50  3  For each of the valid TwoDCoordinateSystem types, request the export of granule metadata for a granule belonging to a 
collection which is configured for that type.  

      

   S  50  4  Request the export of granule metadata for a granule belonging to a collection which is not configured for a 
TwoDCoordinateSystem.  

      

   S  50  5  Request the export of granule metadata for a granule whose native metadata contains Product Specific Attributes 
(PSAs).  

      

   S  50  6  Request the export of granule metadata for a granule belonging to a collection which is configured to get its cloud cover 
from core metadata.  

      

   S  50  7  Request the export of granule metadata for a granule belonging to a collection which is configured to get its cloud cover 
from a PSA.  
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   S  50  8  Request the export of granule metadata for a granule belonging to a collection which is configured to have no cloud 
cover source.  

      

   S  50  9  Request the export of granule metadata for a granule belonging to a collection which is configured to get its cloud cover 
from a location (Core Metadata or PSA) which is not valid.  

      

  
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure the S-2 granule's collection is installed. E.g., the DPL Ingest GUI 

shows the collection as a configured datatype. 
  

3 Ensure the DPL Ingest GUI shows the S-2 granule's collection is configured 
to be public on ingest. 

  

4 Ensure the S-2 granule's collection is enabled for collection and granule 
export:<br /><br />update bg_collection_configuration<br />set 
granuleexportflag = 'Y', collectionexportflag = 'Y'<br />where shortname = 
${SHORTNAME}<br />and versionid = ${VERSIONID}; 

  

5 Ensure the S-2 granule's collection's orbitgroup is NULL, so backtrack 
metadata will not be exported:<br /><br />select orbitgroup<br />from 
bg_collection_configuration<br />where shortname = 
${SHORT_NAME}<br />and versionid = ${VERSIONID}<br /><br />If the 
orbit group is not null, set it:<br /><br />update 
bg_collection_configuration<br />set orbitgroup = null<br />where 
shortname = ${SHORT_NAME}<br />and versionid = ${VERSIONID} 

  

6 Ensure ECHO has the S-2 granule's collection metadata:<br /><br />curl -k -
H Echo-Token:${TOKEN} https://testbed.echo.nasa.gov/catalog-
rest/providers/${PROVIDERID}/${URL_ENCODED_DATASETID}<br 
/><br />If ECHO is missing the collection, export it:<br /><br 
/>EcBmBMGTManualStart ${MODE} --metc --collections 
${SHORTNAME}.${VERSIONID} 

  

7 Ensure the S-2 granule is in AIM:<br /><br />select shortname, versionid, 
granuleid<br />from amgranule<br />where localgranuleid = 
${LOCALGRANULEID} 

  

8 Ensure ECHO has the S-2 granule's metadata:<br /><br />curl -k -H Echo-   
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# Action Expected Result Notes 
Token:${TOKEN} https://testbed.echo.nasa.gov/catalog-
rest/providers/${PROVIDERID}/granules/${URL_ENCODED_GEOID}<br 
/><br />If ECHO is missing the granule, export it:<br /><br 
/>EcBmBMGTManualStart ${MODE} --metg --granules ${GRANULEID} 

9 Ensure a local copy of the ECHO 10 schema files is available for schema 
validation (e.g., under /tools/common/test/BE_82_01/echo10/schema).<br 
/><br />If needed, download *.xsd files from 
https://api.echo.nasa.gov/ingest/schema/. 

  

10 Ensure a mock ECHO or TCP proxy is capturing BMGT traffic.   
11 Ensure the BMGT Dispatcher is running. On the BMGT host:<br /><br />ps 

auxww | grep $MODE | grep EcBmDispatcher<br /><br />If needed, start the 
dispatcher:<br /><br />./EcBmBMGTDispatcherStart $MODE 

  

12 <i>Setup</i>  #comment 
13 <i>S-2 Request the export of granule metadata for a granule belonging to a 

collection which is not configured for backtrack metadata.</i> 
 #comment 

14 Note the current time as t0.   
15 Request the manual export of the S-2 granule:<br /><br 

/>EcBmBMGTManualStart ${MODE} --metg -g ${GRANULEID} 
  

16 <i>Verification</i>  #comment 
17 <i>V-2 Verify that the granule metadata generated in S-2 does not contain a 

Spatial/HorizontalSpatialDomain/Orbit element.</i> 
 #comment 

18 From the TCP proxy log, save the body of the S-2 granule's PUT request after 
time t0 to an XML file. 

  

19 <i>Use the Ruby script /tools/common/test/BE_82_01/bin/xpath to search in 
XML files.</i> 

 #comment 

20 Verify the the S-2 granule's exported metadata contains no 
Spatial/HorizontalSpatialDomain/Orbit element:<br /><br />xpath 
'//Spatial/HorizontalSpatialDomain/Orbit' granule.xml 

  

21 <i>V-10 Verify that all granule metadata in the previous steps validates 
against https://api.echo.nasa.gov/ingest/schema/Granule.xsd</i> 

 #comment 

22 Verify the S-2 granule's exported metadata validates against the ECHO 10 
schema:<br /><br />xmllint --noout --schema Granule.xsd granule.xml<br 
/>or<br />/tools/common/test/BE_82_01/bin/echo10_validate_metadata g 
g1.xml 
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TEST DATA: 
See Test Case 601. 
 
EXPECTED RESULTS: 
 
 
 
 
 
 
 
 
 
 
 

   V  50  1  Verify that the granule metadata generated in S-1 contains a Spatial/HorizontalSpatialDomain/Orbit element which is 
populated according to the rules for the back track metadata type associated with the collection.  See the document 
BE_82_01_AdditionalMetadataDescription.doc for a detailed outline of the backtrack metadata.  

      

   V  50  2  Verify that the granule metadata generated in S-2 does not contain a Spatial/HorizontalSpatialDomain/Orbit element.        

   V  50  3  Verify that the granule metadata generated in S-3 contains a TwoDCoordinateSystem element which is populated according 
to the rules for the TwoDCoordinateSystem type associated with the collection.  See the document 
BE_82_01_AdditionalMetadataDescription.doc for a detailed outline of TwoDCoordinateSystem metadata.  

      

   V  50  4  Verify that the granule metadata generated in S-4 does not contain a TwoDCoordinateSystem element.        

   V  50  5  Verify that the granule metadata generated in S-5 contains an AdditionalAttributes/AdditionalAttribute element for each 
Product Specific Attribute (PSA) in the original granule metadata, and that all information in the PSA is also conveyed in the 
Additional Attribute.  

      

   V  50  6  Verify that the granule metadata generated in S-6 contains a CloudCover element populated with the value from the specified 
core metadata element of the native metadata.  

      

   V  50  7  Verify that the granule metadata generated in S-7 contains a CloudCover element populated with the value from the specified 
PSA element of the native metadata.  
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   V  50  8  Verify that the granule metadata generated in S-8 contains no CloudCover element.        

   V  50  9  Verify that the granule metadata generated in S-9 contains no CloudCover element, and that an error message is printed in the 
BMGT log indicating that there was an error obtaining cloud cover metadata for the granule.  

      

   V  50  10  Verify that all granule metadata in the previous steps validates againsthttps://api.echo.nasa.gov/ingest/schema/Granule.xsd       

 

729 ECS GRANULE ADDITIONAL METADATA[S-3]: TWODCOORDINATESYSTEM (ECS-ECSTC-
3139) 

DESCRIPTION: 
 
 
 
 
 
 
 
 
 
 

   S  50  1  [ECS Granule Additional Metadata]  For each of the valid backtrack types, request the export of granule metadata for 
a granule belonging to a collection which is configured for that type.  

      

   S  50  2  Request the export of granule metadata for a granule belonging to a collection which is not configured for backtrack 
metadata.    

      

   S  50  3  For each of the valid TwoDCoordinateSystem types, request the export of granule metadata for a granule belonging to a 
collection which is configured for that type.  

      

   S  50  4  Request the export of granule metadata for a granule belonging to a collection which is not configured for a 
TwoDCoordinateSystem.  

      

   S  50  5  Request the export of granule metadata for a granule whose native metadata contains Product Specific Attributes 
(PSAs).  

      



 

2453 
 

   S  50  6  Request the export of granule metadata for a granule belonging to a collection which is configured to get its cloud cover 
from core metadata.  

      

   S  50  7  Request the export of granule metadata for a granule belonging to a collection which is configured to get its cloud cover 
from a PSA.  

      

   S  50  8  Request the export of granule metadata for a granule belonging to a collection which is configured to have no cloud 
cover source.  

      

   S  50  9  Request the export of granule metadata for a granule belonging to a collection which is configured to get its cloud cover 
from a location (Core Metadata or PSA) which is not valid.  

      

  
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-conditions</i>  #comment 
2 Ensure the test collections exist in AIM. E.g., the DPL Ingest GUI shows 

them as configured datatypes. 
  

3 Ensure the test collections are configured for BMGT collection and granule 
metadata export (collectionexportflag = 'Y' and granuleexportflag = 'Y'):<br 
/><br />select collectionexportflag, granuleexportflag<br />from 
bg_collection_configuration<br />where shortname = ${SHORTNAME}<br 
/>and versionid = ${VERSIONID}<br /><br />update 
bg_collection_configuration<br />set collectionexportflag = 'Y',<br 
/>granuleexportflag = 'Y'<br />where shortname = ${SHORTNAME}<br 
/>and versionid = ${VERSIONID} 

  

4 Ensure collections have been configured so that the test data covers each of 
the TwoDCoordinateSystem types, 'MODIS Tile SIN', 'MODIS Tile EASE', 
and 'MISR':<br /><br />select shortname, versionid, 
TwoDCoordinateSystem<br />from bg_collection_configuration<br />where 
(shortname = 'MOD10A2' and versionid = 5<br />    and 
TwoDCoordinateSystem = 'MODIS Tile SIN')<br />or (shortname = 
'MOD29P1D' and versionid = 5<br />    and TwoDCoordinateSystem = 
'MODIS Tile EASE')<br />or (shortname = 'MB2LMT' and versionid = 2<br 
/>    and TwoDCoordinateSystem = 'MISR')<br /><br />If needed, run the 
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# Action Expected Result Notes 
populate collection script:<br /><br />EcBgPopulateCollections.ksh $MODE 

5 Ensure test granules gS, gE, gM have been ingested.   
6 Ensure a mock ECHO or TCP proxy is capturing BMGT traffic.   
7 Ensure a local copy of https://api.echo.nasa.gov/ingest/schema/Granule.xsd is 

available.<br /><br />(E.g., in 
/tools/common/test/BE_82_01/echo10/schema/) 

  

8 <i>Setup</i>  #comment 
9 <i>S-3 For each of the valid TwoDCoordinateSystem types, request the 

export of granule metadata for a granule belonging to a collection which is 
configured for that type.</i> 

 #comment 

10 Write the TwoDCoordinateSystem granule IDs to a text file:<br 
/>s3_granule_ids.txt 

  

11 Supply the granule IDs to the BMGT manual export script:<br /><br 
/>EcBmBMGTManualStart $MODE --metg --granulefile 
/path/to/s3_granule_ids.txt 

  

12 <i>V-3 Verify that the granule metadata generated in S-3 contains a 
TwoDCoordinateSystem element which is populated according to the rules 
for the TwoDCoordinateSystem type associated with the collection.<br />See 
the document BE_82_01_AdditionalMetadataDescription.doc for a detailed 
outline of TwoDCoordinateSystem metadata.</i> 

 #comment 

13 <i>Use /tools/common/test/BE_82_01/bin/xpath to find XML elements.</i>  #comment 
14 From the TCP proxy (or mock ECHO) log, save the body of each BMGT 

request to a separate XML file. 
  

15 Using an XPath utility, verify the exported metadata for each of granules gS, 
gE, gM has a TwoDCoordinateSystem element:<br /><br />xpath 
'//TwoDCoordinateSystem' granule.xml 

  

16 <i>MODIS Tile SIN</i>  #comment 
17 Find the horizontal tile number in granule gS's exported metadata:<br /><br 

/>xpath 
'/Granule/AdditionalAttributes/AdditionalAttribute[Name=&quot;HORIZON
TALTILENUMBER&quot;]/Values/Value[1]/text()' granule-
MODIS_Tile_SIN.xml 

  

18 Verify the numeric value of StartCoordinate1 in granule gS's exported 
metadata matches the numeric value of its horizontal tile number:<br /><br 
/>xpath 
'/Granule/TwoDCoordinateSystem[TwoDCoordinateSystemName=&quot;M
ODIS Tile SIN&quot;]/StartCoordinate1/text()' granule-
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# Action Expected Result Notes 
MODIS_Tile_SIN.xml 

19 Find vertical tile number in granule gS's exported metadata:<br /><br />xpath 
'/Granule/AdditionalAttributes/AdditionalAttribute[Name=&quot;VERTICA
LTILENUMBER&quot;]/Values/Value[1]/text()' granule-
MODIS_Tile_SIN.xml 

  

20 Verify the numeric value of StartCoordinate2 in granule gS's exported 
metadata matches the numeric value of its vertical tile number:<br /><br 
/>xpath 
'/Granule/TwoDCoordinateSystem[TwoDCoordinateSystemName=&quot;M
ODIS Tile SIN&quot;]/StartCoordinate2/text()' granule-
MODIS_Tile_SIN.xml 

  

21 <i>MODIS Tile EASE</i>  #comment 
22 Find the horizontal tile number in granule gS's exported metadata:<br /><br 

/>xpath 
'/Granule/AdditionalAttributes/AdditionalAttribute[Name=&quot;HORIZON
TALTILENUMBER&quot;]/Values/Value[1]/text()' granule-
MODIS_Tile_EASE.xml 

  

23 Verify the numeric value of StartCoordinate1 in granule gS's exported 
metadata matches the numeric value of its horizontal tile number:<br /><br 
/>xpath 
'/Granule/TwoDCoordinateSystem[TwoDCoordinateSystemName=&quot;M
ODIS Tile EASE&quot;]/StartCoordinate1/text()' granule-
MODIS_Tile_EASE.xml 

  

24 Find vertical tile number in granule gS's exported metadata:<br /><br />xpath 
'/Granule/AdditionalAttributes/AdditionalAttribute[Name=&quot;VERTICA
LTILENUMBER&quot;]/Values/Value[1]/text()' granule-
MODIS_Tile_EASE.xml 

  

25 Verify the numeric value of StartCoordinate2 in granule gS's exported 
metadata matches the numeric value of its vertical tile number:<br /><br 
/>xpath 
'/Granule/TwoDCoordinateSystem[TwoDCoordinateSystemName=&quot;M
ODIS Tile EASE&quot;]/StartCoordinate2/text()' granule-
MODIS_Tile_EASE.xml 

  

26 <i>MISR</i>  #comment 
27 Find path number in granule gM's exported metadata:<br /><br />xpath 

'/Granule/AdditionalAttributes/AdditionalAttribute[Name=&quot;SP_AM_P
ATH_NO&quot;]/Values/Value[1]/text()' granule-MISR.xml 

  

28 Verify the numeric value of StartCoordinate1 in granule gM's exported   
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# Action Expected Result Notes 
metadata matches the numeric value of its path number:<br /><br />xpath 
'/Granule/TwoDCoordinateSystem[TwoDCoordinateSystemName=&quot;MI
SR&quot;]/StartCoordinate1/text()' granule-MISR.xml 

29 Find MISR start block in granule gM's exported metadata:<br /><br />xpath 
'/Granule/AdditionalAttributes/AdditionalAttribute[Name=&quot;SP_AM_M
ISR_StartBlock&quot;]/Values/Value[1]/text()' granule-MISR.xml 

  

30 Verify the numeric value of StartCoordinate2 in granule gM's exported 
metadata matches the numeric value of its MISR start block:<br /><br 
/>xpath 
'/Granule/TwoDCoordinateSystem[TwoDCoordinateSystemName=&quot;MI
SR&quot;]/StartCoordinate2/text()' granule-MISR.xml 

  

31 Find MISR end block in granule gM's exported metadata:<br /><br />xpath 
'/Granule/AdditionalAttributes/AdditionalAttribute[Name=&quot;SP_AM_M
ISR_EndBlock&quot;]/Values/Value[1]/text()' granule-MISR.xml 

  

32 Verify the numeric value of EndCoordinate2 in granule gM's exported 
metadata matches the numeric value of its MISR end block:<br /><br />xpath 
'/Granule/TwoDCoordinateSystem[TwoDCoordinateSystemName=&quot;MI
SR&quot;]/EndCoordinate2/text()' granule-MISR.xml 

  

33 <i>V-10 Verify that all granule metadata in the previous steps validates 
against https://api.echo.nasa.gov/ingest/schema/Granule.xsd</i> 

 #comment 

34 Verify each granule's exported metadata validates against the Granule.xsd 
schema file:<br /><br />xmllint --noout --schema Granule.xsd 
granule.xml<br />or<br 
/>/tools/common/test/BE_82_01/bin/echo10_validate_metadata g 
granule.xml 

  

 
 
TEST DATA: 
See Test Case 601 
 
EXPECTED RESULTS: 
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   V  50  1  Verify that the granule metadata generated in S-1 contains a Spatial/HorizontalSpatialDomain/Orbit element which is 
populated according to the rules for the back track metadata type associated with the collection.  See the document 
BE_82_01_AdditionalMetadataDescription.doc for a detailed outline of the backtrack metadata.  

      

   V  50  2  Verify that the granule metadata generated in S-2 does not contain a Spatial/HorizontalSpatialDomain/Orbit element.        

   V  50  3  Verify that the granule metadata generated in S-3 contains a TwoDCoordinateSystem element which is populated according 
to the rules for the TwoDCoordinateSystem type associated with the collection.  See the document 
BE_82_01_AdditionalMetadataDescription.doc for a detailed outline of TwoDCoordinateSystem metadata.  

      

   V  50  4  Verify that the granule metadata generated in S-4 does not contain a TwoDCoordinateSystem element.        

   V  50  5  Verify that the granule metadata generated in S-5 contains an AdditionalAttributes/AdditionalAttribute element for each 
Product Specific Attribute (PSA) in the original granule metadata, and that all information in the PSA is also conveyed in the 
Additional Attribute.  

      

   V  50  6  Verify that the granule metadata generated in S-6 contains a CloudCover element populated with the value from the specified 
core metadata element of the native metadata.  

      

   V  50  7  Verify that the granule metadata generated in S-7 contains a CloudCover element populated with the value from the specified 
PSA element of the native metadata.  

      

   V  50  8  Verify that the granule metadata generated in S-8 contains no CloudCover element.        

   V  50  9  Verify that the granule metadata generated in S-9 contains no CloudCover element, and that an error message is printed in the 
BMGT log indicating that there was an error obtaining cloud cover metadata for the granule.  

      

   V  50  10  Verify that all granule metadata in the previous steps validates againsthttps://api.echo.nasa.gov/ingest/schema/Granule.xsd       
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730 ECS GRANULE ADDITIONAL METADATA[S-4]: NO TWODCOORDINATESYSTEM (ECS-
ECSTC-3140) 

DESCRIPTION: 
 
 
 
 
 
 
 
 
 
 

   S  50  1  [ECS Granule Additional Metadata]  For each of the valid backtrack types, request the export of granule metadata for 
a granule belonging to a collection which is configured for that type.  

      

   S  50  2  Request the export of granule metadata for a granule belonging to a collection which is not configured for backtrack 
metadata.    

      

   S  50  3  For each of the valid TwoDCoordinateSystem types, request the export of granule metadata for a granule belonging to a 
collection which is configured for that type.  

      

   S  50  4  Request the export of granule metadata for a granule belonging to a collection which is not configured for a 
TwoDCoordinateSystem.  

      

   S  50  5  Request the export of granule metadata for a granule whose native metadata contains Product Specific Attributes 
(PSAs).  

      

   S  50  6  Request the export of granule metadata for a granule belonging to a collection which is configured to get its cloud cover 
from core metadata.  

      

   S  50  7  Request the export of granule metadata for a granule belonging to a collection which is configured to get its cloud cover 
from a PSA.  

      

   S  50  8  Request the export of granule metadata for a granule belonging to a collection which is configured to have no cloud 
cover source.  
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   S  50  9  Request the export of granule metadata for a granule belonging to a collection which is configured to get its cloud cover 
from a location (Core Metadata or PSA) which is not valid.  

      

  
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-conditions</i>  #comment 
2 Ensure the test granule's collection exists in AIM. E.g., the DPL Ingest GUI 

shows the collection as a configured datatype. 
  

3 Ensure the test collection is configured for BMGT collection and granule 
metadata export (collectionexportflag = 'Y' and granuleexportflag = 'Y'):<br 
/><br />select collectionexportflag, granuleexportflag<br />from 
bg_collection_configuration<br />where shortname = ${SHORTNAME}<br 
/>and versionid = ${VERSIONID}<br /><br />If both export flags are not 
'Y', set them:<br /><br />update bg_collection_configuration<br />set 
collectionexportflag = 'Y',<br />granuleexportflag = 'Y'<br />where 
shortname = ${SHORTNAME}<br />and versionid = ${VERSIONID}<br 
/><br />If the collection was enabled for export in this step, wait for it to be 
exported. 

  

4 Ensure the test granule has been ingested:<br /><br />select shortname, 
versionid, granuleid<br />from amgranule<br />where localgranuleid = 
${LOCALGRANULEID} 

  

5 Ensure the test granule's collection is configured with no 
TwoDCoordinateSystem:<br /><br />select collectionid<br />from 
bg_collection_configuration<br />where shortname = ${SHORTNAME}<br 
/>and versionid = ${VERSIONID}<br />and TwoDCoordinateSystem is 
null<br /><br />If needed, remove the TwoDCoordinateSystem:<br /><br 
/>update bg_collection_configuration<br />set TwoDCoordinateSystem = 
null<br />where shortname = ${SHORTNAME}<br />and versionid = 
${VERSIONID} 

  

6 Ensure a mock ECHO or TCP proxy is capturing BMGT traffic.   
7 Ensure a local copy of https://api.echo.nasa.gov/ingest/schema/Granule.xsd is 

available, e.g, under /tools/common/test/BE_82_01/echo10/schema. 
  

8 <i>Setup</i>  #comment 
9 <i>S-4 Request the export of granule metadata for a granule belonging to a  #comment 
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# Action Expected Result Notes 
collection which is not configured for a TwoDCoordinateSystem.</i> 

10 Note the current time as t0.   
11 Request a manual export of the S-4 granule:<br /><br 

/>EcBmBMGTManualStart $MODE --metg -g $GRANULEID 
  

12 From the TCP proxy (or mock ECHO) log, save the body of each HTTP PUT 
request after time t0 to a separate XML file. 

  

13 <i>V-4 Verify that the granule metadata generated in S-4 does not contain a 
TwoDCoordinateSystem element.</i> 

 #comment 

14 <i>Use /tools/common/test/BE_82_01/bin/xpath to search for XML 
elements.</i> 

 #comment 

15 Using an XPath utility, verify the S-4 granule's exported metadata has no 
TwoDCoordinateSystem element:<br /><br />xpath 
'//TwoDCoordinateSystem' granule.xml 

  

16 <i>V-10 Verify that all granule metadata in the previous steps validates 
against https://api.echo.nasa.gov/ingest/schema/Granule.xsd</i> 

 #comment 

17 Verify the granule's exported metadata validates against the Granule.xsd 
schema file:<br /><br />xmllint --noout --schema Granule.xsd 
granule.xml<br />or<br 
/>/tools/common/test/BE_82_01/bin/echo10_validate_metadata g 
granule.xml 

  

 
 
TEST DATA: 
See Test Case 601. 
 
EXPECTED RESULTS: 
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   V  50  1  Verify that the granule metadata generated in S-1 contains a Spatial/HorizontalSpatialDomain/Orbit element which is 
populated according to the rules for the back track metadata type associated with the collection.  See the document 
BE_82_01_AdditionalMetadataDescription.doc for a detailed outline of the backtrack metadata.  

      

   V  50  2  Verify that the granule metadata generated in S-2 does not contain a Spatial/HorizontalSpatialDomain/Orbit element.        

   V  50  3  Verify that the granule metadata generated in S-3 contains a TwoDCoordinateSystem element which is populated according 
to the rules for the TwoDCoordinateSystem type associated with the collection.  See the document 
BE_82_01_AdditionalMetadataDescription.doc for a detailed outline of TwoDCoordinateSystem metadata.  

      

   V  50  4  Verify that the granule metadata generated in S-4 does not contain a TwoDCoordinateSystem element.        

   V  50  5  Verify that the granule metadata generated in S-5 contains an AdditionalAttributes/AdditionalAttribute element for each 
Product Specific Attribute (PSA) in the original granule metadata, and that all information in the PSA is also conveyed in the 
Additional Attribute.  

      

   V  50  6  Verify that the granule metadata generated in S-6 contains a CloudCover element populated with the value from the specified 
core metadata element of the native metadata.  

      

   V  50  7  Verify that the granule metadata generated in S-7 contains a CloudCover element populated with the value from the specified 
PSA element of the native metadata.  

      

   V  50  8  Verify that the granule metadata generated in S-8 contains no CloudCover element.        

   V  50  9  Verify that the granule metadata generated in S-9 contains no CloudCover element, and that an error message is printed in the 
BMGT log indicating that there was an error obtaining cloud cover metadata for the granule.  

      

   V  50  10  Verify that all granule metadata in the previous steps validates againsthttps://api.echo.nasa.gov/ingest/schema/Granule.xsd       

 

731 ECS GRANULE ADDITIONAL METADATA[S-5]: PRODUCT SPECIFIC ATTRIBUTES (PSAS) 
(ECS-ECSTC-3141) 

DESCRIPTION: 
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   S  50  1  [ECS Granule Additional Metadata]  For each of the valid backtrack types, request the export of granule metadata for 
a granule belonging to a collection which is configured for that type.  

      

   S  50  2  Request the export of granule metadata for a granule belonging to a collection which is not configured for backtrack 
metadata.    

      

   S  50  3  For each of the valid TwoDCoordinateSystem types, request the export of granule metadata for a granule belonging to a 
collection which is configured for that type.  

      

   S  50  4  Request the export of granule metadata for a granule belonging to a collection which is not configured for a 
TwoDCoordinateSystem.  

      

   S  50  5  Request the export of granule metadata for a granule whose native metadata contains Product Specific Attributes 
(PSAs).  

      

   S  50  6  Request the export of granule metadata for a granule belonging to a collection which is configured to get its cloud cover 
from core metadata.  

      

   S  50  7  Request the export of granule metadata for a granule belonging to a collection which is configured to get its cloud cover 
from a PSA.  

      

   S  50  8  Request the export of granule metadata for a granule belonging to a collection which is configured to have no cloud 
cover source.  

      

   S  50  9  Request the export of granule metadata for a granule belonging to a collection which is configured to get its cloud cover 
from a location (Core Metadata or PSA) which is not valid.  

      

  
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 <i>Pre-conditions</i>  #comment 
2 <i>Use /tools/common/test/BE_82_01/bin/xpath to search for XML 

elements.</i> 
 #comment 

3 Ensure the S-5 granule's collection exists in AIM. E.g., the DPL Ingest GUI 
shows the collection as a configured datatype. 

  

4 Ensure the S-5 granule's collection is configured for BMGT collection and 
granule metadata export (collectionexportflag = 'Y' and granuleexportflag = 
'Y'):<br /><br />select collectionexportflag, granuleexportflag<br />from 
bg_collection_configuration<br />where shortname = ${SHORTNAME}<br 
/>and versionid = ${VERSIONID}<br /><br />If both export flags are not 
'Y', set them:<br /><br />update bg_collection_configuration<br />set 
collectionexportflag = 'Y',<br />granuleexportflag = 'Y'<br />where 
shortname = ${SHORTNAME}<br />and versionid = ${VERSIONID}<br 
/><br />If the collection was enabled for export in this step, wait for it and its 
granules to be exported. 

  

5 Ensure the S-5 granule exists in AIM:<br /><br />select shortname, 
versionid, granuleid<br />from amgranule<br />where localgranuleid = 
'${LOCALGRANULEID}' 

  

6 Ensure the S-5 granule's native XML has PSAs, and save them for later 
verification.<br /><br />Locate the granule's metadata file in the small file 
archive:<br /><br />select p.path || '/' || m.archivemetfilename<br />from 
ammetadatafile m<br />join dsmdxmlpath p<br />on m.archivepathid = 
p.archivepathid<br />where m.granuleid = ${GRANULEID}<br /><br 
/>Find the PSAs in the metadata file:<br /><br />xpath '//PSAs' 
/path/to/file.xml<br /><br />For example, <br /><br />        &lt;PSAs&gt;<br 
/>            &lt;PSA&gt;<br />                
&lt;PSAName&gt;QAPERCENTGOODQUALITY&lt;/PSAName&gt;<br 
/>                &lt;PSAValue&gt;0&lt;/PSAValue&gt;<br />            
&lt;/PSA&gt;<br />            &lt;PSA&gt;<br />                
&lt;PSAName&gt;QAPERCENTOTHERQUALITY&lt;/PSAName&gt;<br 
/>                &lt;PSAValue&gt;100&lt;/PSAValue&gt;<br />            
&lt;/PSA&gt;<br />            &lt;PSA&gt;<br />                
&lt;PSAName&gt;HORIZONTALTILENUMBER&lt;/PSAName&gt;<br />    
&lt;PSAValue&gt;03&lt;/PSAValue&gt;<br />            &lt;/PSA&gt;<br />       
&lt;PSA&gt;<br />                
&lt;PSAName&gt;VERTICALTILENUMBER&lt;/PSAName&gt;<br />          
&lt;PSAValue&gt;08&lt;/PSAValue&gt;<br />            &lt;/PSA&gt;<br />       
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# Action Expected Result Notes 
&lt;PSA&gt;<br />                
&lt;PSAName&gt;TileID&lt;/PSAName&gt;<br />                
&lt;PSAValue&gt;31003008&lt;/PSAValue&gt;<br />            
&lt;/PSA&gt;<br />            &lt;PSA&gt;<br />                
&lt;PSAName&gt;SEAICEPERCENT&lt;/PSAName&gt;<br />                
&lt;PSAValue&gt;0&lt;/PSAValue&gt;<br />            &lt;/PSA&gt;<br />        
&lt;/PSAs&gt; 

7 Ensure a local copy of https://api.echo.nasa.gov/ingest/schema/Granule.xsd is 
available, e.g., under /tools/common/test/BE_82_01/echo10/schema. 

  

8 <i>Setup</i>  #comment 
9 <i>S-5 Request the export of granule metadata for a granule whose native 

metadata contains Product Specific Attributes (PSAs).</i> 
 #comment 

10 Note the current time as t0.   
11 Request the S-5 granule's manual export:<br /><br 

/>EcBmBMGTManualStart $MODE --metg -g $GRANULEID 
  

12 From the TCP proxy (or mock ECHO) log, save the body of each HTTP PUT 
request after time t0 to a separate XML file. 

  

13 <i>V-5 Verify that the granule metadata generated in S-5 contains an 
AdditionalAttributes/AdditionalAttribute element for each Product Specific 
Attribute (PSA) in the original granule metadata, and that all information in 
the PSA is also conveyed in the Additional Attribute.</i> 

 #comment 

14 Extract the AdditionalAttributes/AdditionalAttribute elements from the S-5 
granule's exported metadata:<br /><br />xpath 
'//AdditionalAttributes/AdditionalAttribute' exported_granule_metadata.xml 

  

15 Verify there is an AdditionalAttributes/AdditionalAttribute element for each 
PSA in the original granule metadata. 

  

16 For each AdditionalAttributes/AdditionalAttribute, verify it includes all the 
inormation on the corresponding PSA from the original granule metadata. 

  

17 <i>V-10 Verify that all granule metadata in the previous steps validates 
against https://api.echo.nasa.gov/ingest/schema/Granule.xsd</i> 

 #comment 

18 Verify the granule's exported metadata validates against the Granule.xsd 
schema file:<br /><br />xmllint --noout --schema Granule.xsd 
granule.xml<br />or<br 
/>/tools/common/test/BE_82_01/bin/echo10_validate_metadata g 
granule.xml 
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TEST DATA: 
See Test Case 601. 
 
EXPECTED RESULTS: 
 
 
 
 
 
 
 
 
 
 
 

   V  50  1  Verify that the granule metadata generated in S-1 contains a Spatial/HorizontalSpatialDomain/Orbit element which is 
populated according to the rules for the back track metadata type associated with the collection.  See the document 
BE_82_01_AdditionalMetadataDescription.doc for a detailed outline of the backtrack metadata.  

      

   V  50  2  Verify that the granule metadata generated in S-2 does not contain a Spatial/HorizontalSpatialDomain/Orbit element.        

   V  50  3  Verify that the granule metadata generated in S-3 contains a TwoDCoordinateSystem element which is populated according 
to the rules for the TwoDCoordinateSystem type associated with the collection.  See the document 
BE_82_01_AdditionalMetadataDescription.doc for a detailed outline of TwoDCoordinateSystem metadata.  

      

   V  50  4  Verify that the granule metadata generated in S-4 does not contain a TwoDCoordinateSystem element.        

   V  50  5  Verify that the granule metadata generated in S-5 contains an AdditionalAttributes/AdditionalAttribute element for each 
Product Specific Attribute (PSA) in the original granule metadata, and that all information in the PSA is also conveyed in the 
Additional Attribute.  

      

   V  50  6  Verify that the granule metadata generated in S-6 contains a CloudCover element populated with the value from the specified 
core metadata element of the native metadata.  

      

   V  50  7  Verify that the granule metadata generated in S-7 contains a CloudCover element populated with the value from the specified 
PSA element of the native metadata.  
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   V  50  8  Verify that the granule metadata generated in S-8 contains no CloudCover element.        

   V  50  9  Verify that the granule metadata generated in S-9 contains no CloudCover element, and that an error message is printed in the 
BMGT log indicating that there was an error obtaining cloud cover metadata for the granule.  

      

   V  50  10  Verify that all granule metadata in the previous steps validates againsthttps://api.echo.nasa.gov/ingest/schema/Granule.xsd       

 

732 ECS GRANULE ADDITIONAL METADATA[S-6]: CLOUD COVER FROM CORE METADATA 
(ECS-ECSTC-3142) 

DESCRIPTION: 
 
 
 
 
 
 
 
 
 
 

   S  50  1  [ECS Granule Additional Metadata]  For each of the valid backtrack types, request the export of granule metadata for 
a granule belonging to a collection which is configured for that type.  

      

   S  50  2  Request the export of granule metadata for a granule belonging to a collection which is not configured for backtrack 
metadata.    

      

   S  50  3  For each of the valid TwoDCoordinateSystem types, request the export of granule metadata for a granule belonging to a 
collection which is configured for that type.  

      

   S  50  4  Request the export of granule metadata for a granule belonging to a collection which is not configured for a 
TwoDCoordinateSystem.  

      

   S  50  5  Request the export of granule metadata for a granule whose native metadata contains Product Specific Attributes 
(PSAs).  
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   S  50  6  Request the export of granule metadata for a granule belonging to a collection which is configured to get its cloud cover 
from core metadata.  

      

   S  50  7  Request the export of granule metadata for a granule belonging to a collection which is configured to get its cloud cover 
from a PSA.  

      

   S  50  8  Request the export of granule metadata for a granule belonging to a collection which is configured to have no cloud 
cover source.  

      

   S  50  9  Request the export of granule metadata for a granule belonging to a collection which is configured to get its cloud cover 
from a location (Core Metadata or PSA) which is not valid.  

      

  
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-conditions</i>  #comment 
2 <i>Use /tools/common/test/BE_82_01/bin/xpath to search for XML 

elements.</i> 
 #comment 

3 Ensure the S-6 granule's collection exists in AIM. E.g., the DPL Ingest GUI 
shows the collection as a configured datatype. 

  

4 Ensure the S-6 granule's collection is configured to get its cloud cover from 
core metadata (dlcloudcoversource.sourcetype = 'C'):<br /><br />select 
s.sourcetype<br />from amcollection c<br />join dlcloudcoversource s<br 
/>on c.cloudcoversourceid = s.cloudsourceid<br />where c.shortname = 
${SHORTNAME}<br />and c.versionid = $VERSIONID} 

  

5 Ensure the S-6 granule's collection is configured for BMGT collection and 
granule metadata export (collectionexportflag = 'Y' and granuleexportflag = 
'Y'):<br /><br />select collectionexportflag, granuleexportflag<br />from 
bg_collection_configuration<br />where shortname = ${SHORTNAME}<br 
/>and versionid = ${VERSIONID}<br /><br />If both flags are not 'Y', set 
them:<br /><br />update bg_collection_configuration<br />set 
collectionexportflag = 'Y',<br />granuleexportflag = 'Y'<br />where 
shortname = ${SHORTNAME}<br />and versionid = ${VERSIONID}<br 
/><br />If the collection was enable for export in this step, wait for it and its 
granules to be exported. 
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# Action Expected Result Notes 
6 Ensure the S-7 granule exists in AIM:<br /><br />select shortname, 

versionid, granuleid<br />from amgranule<br />where localgranuleid = 
${LOCALGRANULEID} 

  

7 Ensure a mock ECHO or TCP proxy is capturing BMGT traffic.   
8 Ensure a local copy of https://api.echo.nasa.gov/ingest/schema/Granule.xsd is 

available, e.g., under /tools/common/test/BE_82_01/echo10/schema. 
  

9 <i>Setup</i>  #comment 
10 <i>S-6 Request the export of granule metadata for a granule belonging to a 

collection which is configured to get its cloud cover from core metadata.</i> 
 #comment 

11 Note the curent time as t0.   
12 Request the S-6 granule's manual export:<br /><br 

/>EcBmBMGTManualStart $MODE --metg -g $GRANULEID 
  

13 From the TCP proxy (or mock ECHO) log, save the body of each HTTP PUT 
request after time t0 to a separate XML file. 

  

14 <i>V-6 Verify that the granule metadata generated in S-6 contains a 
CloudCover element populated with the value from the specified core 
metadata element of the native metadata.</i> 

 #comment 

15 Locate the granule's metadata file in the small file archive:<br /><br />select 
p.path || '/' || m.archivemetfilename<br />from ammetadatafile m<br />join 
dsmdxmlpath p<br />on m.archivepathid = p.archivepathid<br />where 
m.granuleid = ${GRANULEID} 

  

16 Extract the cloud cover from the granule's ECS metadata:<br /><br />xpath 
'//MeasuredParameter/MeasuredParameterContainer/QAStats/QAPercentClo
udCover' /stornext/.../granule.xml 

  

17 Extract the cloud cover from the granule's exported metadata:<br /><br 
/>xpath '//Granule/CloudCover' granule.xml 

  

18 Extract the cloud cover from the granule's exported metadata:<br /><br 
/>xpath '//Granule/CloudCover' granule.xml 

  

19 Verify the CloudCover value matches the first QAPercentCloudCover value.   
20 <i>V-10 Verify that all granule metadata in the previous steps validates 

against https://api.echo.nasa.gov/ingest/schema/Granule.xsd</i> 
 #comment 

21 Verify the granule's exported metadata validates against the Granule.xsd 
schema file:<br /><br />xmllint --noout --schema Granule.xsd 
granule.xml<br />or<br 
/>/tools/common/test/BE_82_01/bin/echo10_validate_metadata g 
granule.xml 
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TEST DATA: 
See Test Case 601. 
 
EXPECTED RESULTS: 
 
 
 
 
 
 
 
 
 
 
 

   V  50  1  Verify that the granule metadata generated in S-1 contains a Spatial/HorizontalSpatialDomain/Orbit element which is 
populated according to the rules for the back track metadata type associated with the collection.  See the document 
BE_82_01_AdditionalMetadataDescription.doc for a detailed outline of the backtrack metadata.  

      

   V  50  2  Verify that the granule metadata generated in S-2 does not contain a Spatial/HorizontalSpatialDomain/Orbit element.        

   V  50  3  Verify that the granule metadata generated in S-3 contains a TwoDCoordinateSystem element which is populated according 
to the rules for the TwoDCoordinateSystem type associated with the collection.  See the document 
BE_82_01_AdditionalMetadataDescription.doc for a detailed outline of TwoDCoordinateSystem metadata.  

      

   V  50  4  Verify that the granule metadata generated in S-4 does not contain a TwoDCoordinateSystem element.        

   V  50  5  Verify that the granule metadata generated in S-5 contains an AdditionalAttributes/AdditionalAttribute element for each 
Product Specific Attribute (PSA) in the original granule metadata, and that all information in the PSA is also conveyed in the 
Additional Attribute.  

      

   V  50  6  Verify that the granule metadata generated in S-6 contains a CloudCover element populated with the value from the specified 
core metadata element of the native metadata.  

      

   V  50  7  Verify that the granule metadata generated in S-7 contains a CloudCover element populated with the value from the specified       



 

2470 
 

PSA element of the native metadata.  

   V  50  8  Verify that the granule metadata generated in S-8 contains no CloudCover element.        

   V  50  9  Verify that the granule metadata generated in S-9 contains no CloudCover element, and that an error message is printed in the 
BMGT log indicating that there was an error obtaining cloud cover metadata for the granule.  

      

   V  50  10  Verify that all granule metadata in the previous steps validates againsthttps://api.echo.nasa.gov/ingest/schema/Granule.xsd       

 

733 ECS GRANULE ADDITIONAL METADATA[S-7]: CLOUD COVER FROM PSA (ECS-ECSTC-3143) 

DESCRIPTION: 
 
 
 
 
 
 
 
 
 
 

   S  50  1  [ECS Granule Additional Metadata]  For each of the valid backtrack types, request the export of granule metadata for 
a granule belonging to a collection which is configured for that type.  

      

   S  50  2  Request the export of granule metadata for a granule belonging to a collection which is not configured for backtrack 
metadata.    

      

   S  50  3  For each of the valid TwoDCoordinateSystem types, request the export of granule metadata for a granule belonging to a 
collection which is configured for that type.  

      

   S  50  4  Request the export of granule metadata for a granule belonging to a collection which is not configured for a 
TwoDCoordinateSystem.  

      

   S  50  5  Request the export of granule metadata for a granule whose native metadata contains Product Specific Attributes       
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(PSAs).  

   S  50  6  Request the export of granule metadata for a granule belonging to a collection which is configured to get its cloud cover 
from core metadata.  

      

   S  50  7  Request the export of granule metadata for a granule belonging to a collection which is configured to get its cloud cover 
from a PSA.  

      

   S  50  8  Request the export of granule metadata for a granule belonging to a collection which is configured to have no cloud 
cover source.  

      

   S  50  9  Request the export of granule metadata for a granule belonging to a collection which is configured to get its cloud cover 
from a location (Core Metadata or PSA) which is not valid.  

      

  
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-conditions</i>  #comment 
2 <i>Use /tools/common/test/BE_82_01/bin/xpath to search for XML 

elements.</i> 
 #comment 

3 Ensure the S-7 granule's collection exists in AIM. E.g., the DPL Ingest GUI 
shows the collection as a configured datatype. 

  

4 Ensure the S-7 granule's collection is configured to get its cloud cover from 
PSAs (dlcloudcoversource.sourcetype = 'P'):<br /><br />select 
s.sourcetype<br />from AmCollection c<br />join DlCloudCoverSource s<br 
/>on c.cloudcoversourceid  = s.cloudsourceid<br />where shortname = 
${SHORTNAME}<br />and versionid = ${VERSIONID} 

  

5 Ensure the S-7 granule's collection is configured for BMGT collection and 
granule metadata export (collectionexportflag = 'Y' and granuleexportflag = 
'Y'):<br /><br />select collectionexportflag, granuleexportflag<br />from 
bg_collection_configuration<br />where shortname = ${SHORTNAME}<br 
/>and versionid = ${VERSIONID}<br /><br />If both flags are not 'Y', set 
them:<br /><br />update bg_collection_configuration<br />set 
collectionexportflag = 'Y',<br />granuleexportflag = 'Y'<br />where 
shortname = ${SHORTNAME}<br />and versionid = ${VERSIONID}<br 
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# Action Expected Result Notes 
/><br />If the collection was enabled for export in this step, wait for it and its 
granules to be exported. 

6 Ensure the S-7 granule exists in AIM:<br /><br />select shortname, 
versionid, granuleid<br />from amgranule<br />where localgranuleid = 
${LOCALGRANULEID} 

  

7 Ensure a mock ECHO or TCP proxy is capturing BMGT traffic.   
8 Ensure a local copy of https://api.echo.nasa.gov/ingest/schema/Granule.xsd is 

available, e.g., under /tools/common/test/BE_82_01/echo10/schema. 
  

9 <i>Setup</i>  #comment 
10 <i>S-7 Request the export of granule metadata for a granule belonging to a 

collection which is configured to get its cloud cover from a PSA.</i> 
 #comment 

11 Note the current time as t0.   
12 Request the S-7 granule's manual export:<br /><br 

/>EcBmBMGTManualStart $MODE --metg -g $GRANULEID 
  

13 From the TCP proxy (or mock ECHO) log, save the body of each HTTP PUT 
request after time t0 to a separate XML file. 

  

14 <i>V-7 Verify that the granule metadata generated in S-7 contains a 
CloudCover element populated with the value from the specified PSA 
element of the native metadata.</i> 

 #comment 

15 Find the cloud cover PSAs source name:<br /><br />select s.sourcename<br 
/>from amcollection c<br />join dlcloudcoversource s<br />on 
c.cloudcoversourceid = s.cloudsourceid<br />where c.shortname = 
${SHORTNAME}<br />and c.versionid = ${VERSIONID} 

  

16 Locate the granule's metadata file in the small file archive:<br /><br />select 
p.path || '/' || m.archivemetfilename<br />from ammetadatafile m<br />join 
dsmdxmlpath p<br />on m.archivepathid = p.archivepathid<br />where 
m.granuleid = ${GRANULEID} 

  

17 Extract the ECS granule's PSA cloud cover:<br /><br />xpath 
&quot;//PSAs/PSA[PSAName='${SOURCE_NAME}']/PSAValue&quot; 
/stornext/.../granule.xml 

  

18 Extract the exported metadata's cloud cover:<br /><br />xpath 
'//Granule/CloudCover' granule.xml 

  

19 Verify the CloudCover value matches the PSAValue.   
20 <i>V-10 Verify that all granule metadata in the previous steps validates 

against https://api.echo.nasa.gov/ingest/schema/Granule.xsd</i> 
 #comment 

21 Verify the granule's exported metadata validates against the Granule.xsd 
schema file:<br /><br />xmllint --noout --schema Granule.xsd 
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# Action Expected Result Notes 
granule.xml<br />or<br 
/>/tools/common/test/BE_82_01/bin/echo10_validate_metadata g 
granule.xml 

 
 
TEST DATA: 
See Test Case 601. 
 
EXPECTED RESULTS: 
 
 
 
 
 
 
 
 
 
 
 

   V  50  1  Verify that the granule metadata generated in S-1 contains a Spatial/HorizontalSpatialDomain/Orbit element which is 
populated according to the rules for the back track metadata type associated with the collection.  See the document 
BE_82_01_AdditionalMetadataDescription.doc for a detailed outline of the backtrack metadata.  

      

   V  50  2  Verify that the granule metadata generated in S-2 does not contain a Spatial/HorizontalSpatialDomain/Orbit element.        

   V  50  3  Verify that the granule metadata generated in S-3 contains a TwoDCoordinateSystem element which is populated according 
to the rules for the TwoDCoordinateSystem type associated with the collection.  See the document 
BE_82_01_AdditionalMetadataDescription.doc for a detailed outline of TwoDCoordinateSystem metadata.  

      

   V  50  4  Verify that the granule metadata generated in S-4 does not contain a TwoDCoordinateSystem element.        

   V  50  5  Verify that the granule metadata generated in S-5 contains an AdditionalAttributes/AdditionalAttribute element for each 
Product Specific Attribute (PSA) in the original granule metadata, and that all information in the PSA is also conveyed in the 
Additional Attribute.  
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   V  50  6  Verify that the granule metadata generated in S-6 contains a CloudCover element populated with the value from the specified 
core metadata element of the native metadata.  

      

   V  50  7  Verify that the granule metadata generated in S-7 contains a CloudCover element populated with the value from the specified 
PSA element of the native metadata.  

      

   V  50  8  Verify that the granule metadata generated in S-8 contains no CloudCover element.        

   V  50  9  Verify that the granule metadata generated in S-9 contains no CloudCover element, and that an error message is printed in the 
BMGT log indicating that there was an error obtaining cloud cover metadata for the granule.  

      

   V  50  10  Verify that all granule metadata in the previous steps validates againsthttps://api.echo.nasa.gov/ingest/schema/Granule.xsd       

 

734 ECS GRANULE ADDITIONAL METADATA[S-8]: NO CLOUDCOVER (ECS-ECSTC-3144) 

DESCRIPTION: 
 
 
 
 
 
 
 
 
 
 

   S  50  1  [ECS Granule Additional Metadata]  For each of the valid backtrack types, request the export of granule metadata for 
a granule belonging to a collection which is configured for that type.  

      

   S  50  2  Request the export of granule metadata for a granule belonging to a collection which is not configured for backtrack 
metadata.    

      

   S  50  3  For each of the valid TwoDCoordinateSystem types, request the export of granule metadata for a granule belonging to a 
collection which is configured for that type.  
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   S  50  4  Request the export of granule metadata for a granule belonging to a collection which is not configured for a 
TwoDCoordinateSystem.  

      

   S  50  5  Request the export of granule metadata for a granule whose native metadata contains Product Specific Attributes 
(PSAs).  

      

   S  50  6  Request the export of granule metadata for a granule belonging to a collection which is configured to get its cloud cover 
from core metadata.  

      

   S  50  7  Request the export of granule metadata for a granule belonging to a collection which is configured to get its cloud cover 
from a PSA.  

      

   S  50  8  Request the export of granule metadata for a granule belonging to a collection which is configured to have no cloud 
cover source.  

      

   S  50  9  Request the export of granule metadata for a granule belonging to a collection which is configured to get its cloud cover 
from a location (Core Metadata or PSA) which is not valid.  

      

  
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-conditions</i>  #comment 
2 <i>Use /tools/common/test/BE_82_01/bin/xpath to search for XML 

elements.</i> 
 #comment 

3 Ensure the S-8 granule's collection exists in AIM. E.g., the DPL Ingest GUI 
shows the collection as a configured datatype. 

  

4 Ensure the S-8 granule's collection is configured to have no cloud cover 
(dlcloudcoversource.sourcetype is NULL):<br /><br />select s.sourcetype<br 
/>from AmCollection c<br />left join DlCloudCoverSource s<br />on 
c.cloudcoversourceid  = s.cloudsourceid<br />where shortname = 
${SHORTNAME}<br />and versionid = ${VERSIONID} 

  

5 Ensure the S-8 granule's collection is configured for BMGT collection and 
granule metadata export (collectionexportflag = 'Y' and granuleexportflag = 
'Y'):<br /><br />select collectionexportflag, granuleexportflag<br />from 
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# Action Expected Result Notes 
bg_collection_configuration<br />where shortname = ${SHORTNAME}<br 
/>and versionid = ${VERSIONID}<br /><br />If both flags are not 'Y', set 
them:<br /><br />update bg_collection_configuration<br />set 
collectionexportflag = 'Y',<br />granuleexportflag = 'Y'<br />where 
shortname = ${SHORTNAME}<br />and versionid = ${VERSIONID}<br 
/><br />If the collection was enabled for export in this step, wait for it and its 
granules to be exported. 

6 Ensure the S-8 granule exists in AIM:<br /><br />select shortname, 
versionid, granuleid<br />from amgranule<br />where localgranuleid = 
${LOCALGRANULEID} 

  

7 Ensure a mock ECHO or TCP proxy is capturing BMGT traffic.   
8 Ensure a local copy of https://api.echo.nasa.gov/ingest/schema/Granule.xsd is 

available, e.g., under /tools/common/test/BE_82_01/echo10/schema. 
  

9 <i>Setup</i>  #comment 
10 <i>S-8 Request the export of granule metadata for a granule belonging to a 

collection which is configured to have no cloud cover source.</i> 
 #comment 

11 Note the current time as t0.   
12 Request the S-8 granule's manual export:<br /><br 

/>EcBmBMGTManualStart $MODE --metg -g $GRANULEID 
  

13 From the TCP proxy (or mock ECHO) log, save the body of each HTTP PUT 
request after time t0 to a separate XML file. 

  

14 <i>V-8 Verify that the granule metadata generated in S-8 contains no 
CloudCover element.</i> 

 #comment 

15 Verify the S-8 granule's exported metadata contains no CloudCover 
element:<br /><br />xpath '//CloudCover' granule.xml 

  

16 <i>V-10 Verify that all granule metadata in the previous steps validates 
against https://api.echo.nasa.gov/ingest/schema/Granule.xsd</i> 

 #comment 

17 Verify the granule's exported metadata validates against the Granule.xsd 
schema file:<br /><br />xmllint --noout --schema Granule.xsd 
granule.xml<br />or<br 
/>/tools/common/test/BE_82_01/bin/echo10_validate_metadata g 
granule.xml 

  

 
 
TEST DATA: 
See Test Case 601. 
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EXPECTED RESULTS: 
 
 
 
 
 
 
 
 
 
 
 

   V  50  1  Verify that the granule metadata generated in S-1 contains a Spatial/HorizontalSpatialDomain/Orbit element which is 
populated according to the rules for the back track metadata type associated with the collection.  See the document 
BE_82_01_AdditionalMetadataDescription.doc for a detailed outline of the backtrack metadata.  

      

   V  50  2  Verify that the granule metadata generated in S-2 does not contain a Spatial/HorizontalSpatialDomain/Orbit element.        

   V  50  3  Verify that the granule metadata generated in S-3 contains a TwoDCoordinateSystem element which is populated according 
to the rules for the TwoDCoordinateSystem type associated with the collection.  See the document 
BE_82_01_AdditionalMetadataDescription.doc for a detailed outline of TwoDCoordinateSystem metadata.  

      

   V  50  4  Verify that the granule metadata generated in S-4 does not contain a TwoDCoordinateSystem element.        

   V  50  5  Verify that the granule metadata generated in S-5 contains an AdditionalAttributes/AdditionalAttribute element for each 
Product Specific Attribute (PSA) in the original granule metadata, and that all information in the PSA is also conveyed in the 
Additional Attribute.  

      

   V  50  6  Verify that the granule metadata generated in S-6 contains a CloudCover element populated with the value from the specified 
core metadata element of the native metadata.  

      

   V  50  7  Verify that the granule metadata generated in S-7 contains a CloudCover element populated with the value from the specified 
PSA element of the native metadata.  

      

   V  50  8  Verify that the granule metadata generated in S-8 contains no CloudCover element.        

   V  50  9  Verify that the granule metadata generated in S-9 contains no CloudCover element, and that an error message is printed in the       



 

2478 
 

BMGT log indicating that there was an error obtaining cloud cover metadata for the granule.  

   V  50  10  Verify that all granule metadata in the previous steps validates againsthttps://api.echo.nasa.gov/ingest/schema/Granule.xsd       

 

735 ECS GRANULE ADDITIONAL METADATA[S-9]: INVALID CLOUD COVER LOCATION (ECS-
ECSTC-3145) 

DESCRIPTION: 
 
 
 
 
 
 
 
 
 
 

   S  50  1  [ECS Granule Additional Metadata]  For each of the valid backtrack types, request the export of granule metadata for 
a granule belonging to a collection which is configured for that type.  

      

   S  50  2  Request the export of granule metadata for a granule belonging to a collection which is not configured for backtrack 
metadata.    

      

   S  50  3  For each of the valid TwoDCoordinateSystem types, request the export of granule metadata for a granule belonging to a 
collection which is configured for that type.  

      

   S  50  4  Request the export of granule metadata for a granule belonging to a collection which is not configured for a 
TwoDCoordinateSystem.  

      

   S  50  5  Request the export of granule metadata for a granule whose native metadata contains Product Specific Attributes 
(PSAs).  

      

   S  50  6  Request the export of granule metadata for a granule belonging to a collection which is configured to get its cloud cover 
from core metadata.  
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   S  50  7  Request the export of granule metadata for a granule belonging to a collection which is configured to get its cloud cover 
from a PSA.  

      

   S  50  8  Request the export of granule metadata for a granule belonging to a collection which is configured to have no cloud 
cover source.  

      

   S  50  9  Request the export of granule metadata for a granule belonging to a collection which is configured to get its cloud cover 
from a location (Core Metadata or PSA) which is not valid.  

      

  
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-conditions</i>  #comment 
2 <i>Use /tools/common/test/BE_82_01/bin/xpath to search for XML 

elements.</i> 
 #comment 

3 Ensure the S-9 granule's collection exists in AIM. E.g., the DPL Ingest GUI 
shows the collection as a configured datatype. 

  

4 Ensure the S-9 granule's collection is configured to get its cloud cover from 
PSAs (dlcloudcoversource.sourcetype = 'P'):<br /><br />select 
s.sourcetype<br />from AmCollection c<br />join DlCloudCoverSource s<br 
/>on c.cloudcoversourceid  = s.cloudsourceid<br />where shortname = 
${SHORTNAME}<br />and versionid = ${VERSIONID} 

  

5 Ensure the S-9 granule's collection is configured for BMGT collection and 
granule metadata export (collectionexportflag = 'Y' and granuleexportflag = 
'Y'):<br /><br />select collectionexportflag, granuleexportflag<br />from 
bg_collection_configuration<br />where shortname = ${SHORTNAME}<br 
/>and versionid = ${VERSIONID}<br /><br />If both flags are not 'Y', set 
them:<br /><br />update bg_collection_configuration<br />set 
collectionexportflag = 'Y',<br />granuleexportflag = 'Y'<br />where 
shortname = ${SHORTNAME}<br />and versionid = ${VERSIONID}<br 
/><br />If the collection was enabled for export in this step, wait for it and its 
granules to be exported. 

  

6 Ensure the S-9 granule exists in AIM:<br /><br />select shortname, 
versionid, granuleid<br />from amgranule<br />where localgranuleid = 
${LOCALGRANULEID} 
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# Action Expected Result Notes 
7 Ensure a mock ECHO or TCP proxy is capturing BMGT traffic.   
8 Ensure a local copy of https://api.echo.nasa.gov/ingest/schema/Granule.xsd is 

available, e.g., under /tools/common/test/BE_82_01/echo10/schema. 
  

9 <i>Setup</i>  #comment 
10 <i>S-9 Request the export of granule metadata for a granule belonging to a 

collection which is configured to get its cloud cover from a location (Core 
Metadata or PSA) which is not valid.</i> 

 #comment 

11 Record the test collection's cloudcoversourceid to restore later:<br /><br 
/>select cloudcoversourceid<br />from amcollection<br />where shortname = 
${SHORTNAME}<br />and versionid = ${VERSIONID} 

  

12 Add a dummy row to dlcloudcoversource, so that the sourcename will match 
no PSAs:<br /><br />insert into dlcloudcoversource<br />values (99, 'XXX', 
'Dummy cloud cover source', 'P') 

  

13 Update the test collection's cloudcoversourceid to use the dummy cloud cover 
source:<br /><br />update amcollection<br />set cloudcoversourceid = 99 

  

14 Note the current time as t0.   
15 Request the S-9 granule's manual export:<br /><br 

/>EcBmBMGTManualStart $MODE --metg -g $GRANULEID 
  

16 From the TCP proxy (or mock ECHO) log, save the body of each HTTP PUT 
request after time t0 to a separate XML file. 

  

17 <i>V-9 Verify that the granule metadata generated in S-9 contains no 
CloudCover element, and that an error message is printed in the BMGT log 
indicating that there was an error obtaining cloud cover metadata for the 
granule.</i> 

 #comment 

18 Verify the S-9 granule's exported metadata contains no CloudCover 
element:<br /><br />xpath '//CloudCover' granule.xml 

  

19 Verify the BMGT dispatcher or generator log records an error obtaining 
cloud cover metadata:<br /><br />grep ${GRANULEID} 
EcBmBMGT{Dispatcher,Generator}.log 

The log should have a message such 
as<br />&quot;CloudCover 
configuration is incorrect, no 
CloudCover will be inserted.&quot; 

 

20 <i>V-10 Verify that all granule metadata in the previous steps validates 
against https://api.echo.nasa.gov/ingest/schema/Granule.xsd</i> 

 #comment 

21 Verify the granule's exported metadata validates against the Granule.xsd 
schema file:<br /><br />xmllint --noout --schema Granule.xsd 
granule.xml<br />or<br 
/>/tools/common/test/BE_82_01/bin/echo10_validate_metadata g 
granule.xml 
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# Action Expected Result Notes 
22 <i>Cleanup</i>  #comment 
23 Restore the saved cloudcoversourceid:<br /><br />update amcollection<br 

/>set cloudcoversourceid = ${CLOUDCOVERSOURCEID} 
  

24 Remove the dummy cloud cover source row:<br /><br />delete 
dlcloudcoversource<br />where cloudsourceid = 99 

  

 
 
TEST DATA: 
See Test Case 601. 
 
EXPECTED RESULTS: 
 
 
 
 
 
 
 
 
 
 
 

   V  50  1  Verify that the granule metadata generated in S-1 contains a Spatial/HorizontalSpatialDomain/Orbit element which is 
populated according to the rules for the back track metadata type associated with the collection.  See the document 
BE_82_01_AdditionalMetadataDescription.doc for a detailed outline of the backtrack metadata.  

      

   V  50  2  Verify that the granule metadata generated in S-2 does not contain a Spatial/HorizontalSpatialDomain/Orbit element.        

   V  50  3  Verify that the granule metadata generated in S-3 contains a TwoDCoordinateSystem element which is populated according 
to the rules for the TwoDCoordinateSystem type associated with the collection.  See the document 
BE_82_01_AdditionalMetadataDescription.doc for a detailed outline of TwoDCoordinateSystem metadata.  

      

   V  50  4  Verify that the granule metadata generated in S-4 does not contain a TwoDCoordinateSystem element.        

   V  50  5  Verify that the granule metadata generated in S-5 contains an AdditionalAttributes/AdditionalAttribute element for each       
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Product Specific Attribute (PSA) in the original granule metadata, and that all information in the PSA is also conveyed in the 
Additional Attribute.  

   V  50  6  Verify that the granule metadata generated in S-6 contains a CloudCover element populated with the value from the specified 
core metadata element of the native metadata.  

      

   V  50  7  Verify that the granule metadata generated in S-7 contains a CloudCover element populated with the value from the specified 
PSA element of the native metadata.  

      

   V  50  8  Verify that the granule metadata generated in S-8 contains no CloudCover element.        

   V  50  9  Verify that the granule metadata generated in S-9 contains no CloudCover element, and that an error message is printed in the 
BMGT log indicating that there was an error obtaining cloud cover metadata for the granule.  

      

   V  50  10  Verify that all granule metadata in the previous steps validates againsthttps://api.echo.nasa.gov/ingest/schema/Granule.xsd       

 

736 ISO NOMINAL GRANULE EXPORT: GRANULE INGEST (ECS-ECSTC-3146) 

DESCRIPTION: 
 
 
 

   S  100  1  [ISO Nominal Granule Export] Find two collections with ISO metadata and which share the same short name, 
but have different version IDs.  Ensure that both collections are enabled for collection and granule export. 
 Request the manual export of granule metadata for all granules in one of these collections. 

      

   S  100  2  For one of the collections in S-1 (or another collection which has ISO metadata, and is enabled for collection and 
granule export): 
 
a) Ingest a new granule into the ECS inventory. 
 
b) Logically delete a granule from the ECS inventory. 
 
c) Physically delete a granule from the ECS inventory. 
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d) DFA a granule. 
 
e) Hide a granule. 
 
f) Restrict a granule. 
 
g) Unrestrict a granule. 
 
h) Publish a granule in the datapool. 
 
i) Unpublish a granule in the datapool. 
 
j) Change the collection which a granule belongs to. 
 
k) Move a collection. 
 
l) Perform XML replacement on a granule.  

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure test collection C2 is installed.   
3 Ensure collection C2 is configured to be public on ingest.   
4 Ensure the BMGT automatic driver is running.   
5 Ensure a TCP proxy or mock ECHO is capturing BMGT traffic.   
6 <i>Setup</i>  #comment 
7 <i>S-2 For one of the collections in S-1 (or another collection which has ISO 

metadata, and is enabled for collection and granule export):<br />    a) Ingest 
a new granule into the ECS inventory.<br />    b) Logically delete a granule 
from the ECS inventory.<br />    c) Physically delete a granule from the ECS 
inventory.<br />    d) DFA a granule.<br />    e) Hide a granule.<br />    f) 
Restrict a granule.<br />    g) Unrestrict a granule.<br />    h) Publish a 
granule in the datapool.<br />    i) Unpublish a granule in the datapool.<br />    
j) Change the collection which a granule belongs to.<br />    k) Move a 
collection.<br />    l) Perform XML replacement on a granule.</i> 

 #comment 
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# Action Expected Result Notes 
8 <i>S-2a</i>  #comment 
9 Ingest an ISO granule.   
10 <i>Verification</i>  #comment 
11 <i>Verify that the operations in S-2, excepting subclauses b-d and k each 

result in the export of a single HTTP PUT containing the full granule 
metadata.</i> 

 #comment 

12 Verify the TCP proxy shows a single PUT for granule S-2a.   
13 Save the request body to an XML file.   
14 Verify that each granule's exported metadata is complete and correct when 

compared with its local metadata.  To do this, find the path to the native 
metadata (printed in the generator log with the prefix 'MetadataFilePath') and 
diff this file against the exported metadata.  Verify that the exported metadata 
is a superset of the native metadata. 

  

15 <i>V-4 Verify that the metadata exported in S-1 and S-2, except S-2 
subclauses b-d, validates against TBD ISO Schema.</i> 

 #comment 

16 Verify that each granule's exported metadata validates against TBD ISO 
schema:<br /><br />xmllint --noout --schema 
/ecs/formal/ESDT/Sm/schema/ISO-SMAP/schema.xsd METADATA_FILE 

  

17 <i>V-5 Verify that the metadata exported in S-1 and S-2, except S-2 
subclauses b-d has the following elements:<br />    a) InsertTime = The insert 
time of the granule recorded in the AIM database.<br />    b) LastUpdate = 
The last update time of the granule recorded in the AIM database</i> 

 #comment 

18 Query amgranule for the exported granule's InsertTime and LastUpdate:<br 
/><br />select granuleid, archivetime, lastupdate<br />from amgranule<br 
/>where granuleid in ($GRANULE_IDS) 

  

19 Use an XPath utility to extract the InsertTime and LastUpdate from each 
granule's exported metadata:<br /><br />xpath 
'gmi:MI_Metadata/gmd:identificationInfo/gmd:MD_DataIdentification/gmd:
citation/gmd:CI_Citation[gmd:title/gco:CharacterString='UpdateTime']/gmd:
date/gmd:CI_Date/gmd:date/gco:DateTime' granule.xml<br /><br />xpath 
'gmi:MI_Metadata/gmd:identificationInfo/gmd:MD_DataIdentification/gmd:
citation/gmd:CI_Citation[gmd:title/gco:CharacterString='InsertTime']/gmd:d
ate/gmd:CI_Date/gmd:date/gco:DateTime' granule.xml 

  

20 Verify the granule's exported metadata InsertTime and LastUpdate matches 
its amgranule archivetime and lastupdate. 

  

21 <i>V-8 Verify that the metadata for the granule in S-2 subclause g (and any 
other subclauses for which the affected granule did not have a restriction flag 

 #comment 
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# Action Expected Result Notes 
set) do not contain any elements marking the granules as ‘hidden’ or 
‘restricted’ in accordance to the ISO schema and SDPS to ECHO ICD.</i> 

22 Verify the granule's exported metadata contains no RestrictionFlag 
element:<br /><br />xpath 
'gmi:MI_Metadata/gmd:identificationInfo/gmd:MD_DataIdentification[gmd:
citation/gmd:CI_Citation/gmd:title/gco:CharacterString='RestrictionFlag']/g
md:resourceConstraints/gmd:MD_LegalConstraints/gmd:otherConstraints/gc
o:CharacterString' granule.xml 

  

 
 
TEST DATA: 
See Test Case 624. 
 
EXPECTED RESULTS: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

   V  100  1  Verify that the manual export in S-1 results in multiple HTTP PUT requests containing the full granule metadata for each 
granule in the requested collection (but not any granules belonging to other collections sharing a short name but with a 
different version ID).    

      

   V  100  2  Verify that the operations in S-2, excepting subclauses b-d each result in the export of a single HTTP PUT containing the 
full granule metadata.  

      

   V  100  3  Verify that the operations in S-2 subclauses b-d each result in the export of a single HTTP DELETE, with the ID of the       
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granule in the URL, but not containing any granule metadata in the request body.  

   V  100  4  Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b-d, validates against TBD ISO Schema.        

   V  100  5  Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b-d has the following elements:  
 
a)     InsertTime = The insert time of the granule recorded in the AIM database.  
 
b)     LastUpdate = The last update time of the granule recorded in the AIM database  

      

   V  100  6  Verify that the metadata for the granule in S-2 subclause e includes elements marking the granule as ‘hidden’ in 
accordance to the ISO schema and SDPS to ECHO ICD.  

      

   V  100  7  Verify that the metadata for the granule in S-2 subclause f includes elements marking the granule as ‘restricted’ in 
accordance to the ISO schema and SDPS to ECHO ICD.  

      

   V  100  8  Verify that the metadata for the granule in S-2 subclause g (and any other subclauses for which the affected granule did 
not have a restriction flag set) do not contain any elements marking the granules as ‘hidden’ or ‘restricted’ in accordance 
to the ISO schema and SDPS to ECHO ICD.  

      

   V  100  9  Verify that the metadata generated by the action in S-2 subclause h contains URLs for the science and metadata files.        

   V  100  10  Verify that the metadata generated by the action in S-2 subclause i contains no datapool URLs.        

   V  100  11  Verify that the metadata generated by the action in S-2 subclause j contains a reference to the newly assigned collection.        

   V  100  12  Verify that the action performed in S-2 subclause k results in the export of full granule metadata for every granule in the 
collection affected.  

      

   V  100  13  Verify that the metadata generated by the action in S-2 subclause l contains XML reflecting the replacement which was 
performed.  
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737 ISO NOMINAL GRANULE EXPORT: LOGICAL DELETE (ECS-ECSTC-3147) 

DESCRIPTION: 
 
 
 

   S  100  1  [ISO Nominal Granule Export] Find two collections with ISO metadata and which share the same short name, 
but have different version IDs.  Ensure that both collections are enabled for collection and granule export. 
 Request the manual export of granule metadata for all granules in one of these collections. 

      

   S  100  2  For one of the collections in S-1 (or another collection which has ISO metadata, and is enabled for collection and 
granule export): 
 
a) Ingest a new granule into the ECS inventory. 
 
b) Logically delete a granule from the ECS inventory. 
 
c) Physically delete a granule from the ECS inventory. 
 
d) DFA a granule. 
 
e) Hide a granule. 
 
f) Restrict a granule. 
 
g) Unrestrict a granule. 
 
h) Publish a granule in the datapool. 
 
i) Unpublish a granule in the datapool. 
 
j) Change the collection which a granule belongs to. 
 
k) Move a collection. 
 
l) Perform XML replacement on a granule.  

      

 



 

2488 
 

PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure test collection C2 is installed.   
3 Ensure collection C2 is configured to be public on ingest.   
4 Ensure granule S-2b has been ingested.   
5 Ensure the BMGT automatic driver is running. (EcBmBMGTAutoStart 

&lt;MODE&gt;) 
  

6 Ensure a TCP proxy or mock ECHO is capturing BMGT traffic.   
7 <i>Setup</i>  #comment 
8 <i>S-2 For one of the collections in S-1 (or another collection which has ISO 

metadata, and is enabled for collection and granule export):<br />    a) Ingest 
a new granule into the ECS inventory.<br />    b) Logically delete a granule 
from the ECS inventory.<br />    c) Physically delete a granule from the ECS 
inventory.<br />    d) DFA a granule.<br />    e) Hide a granule.<br />    f) 
Restrict a granule.<br />    g) Unrestrict a granule.<br />    h) Publish a 
granule in the datapool.<br />    i) Unpublish a granule in the datapool.<br />    
j) Change the collection which a granule belongs to.<br />    k) Move a 
collection.<br />    l) Perform XML replacement on a granule.</i> 

 #comment 

9 <i>S-2b</i>  #comment 
10 Create a geoid file for granule S-2b:<br /><br 

/>SC:&lt;SHORT_NAME&gt;.&lt;VERSION_ID&gt;:&lt;GRANULE_ID&
gt; 

  

11 Logically delete granule S-2b:<br /><br />EcDsBulkDelete.pl -mode 
&lt;MODE&gt; -physical -geoidfile /path/to/geoid_file 

  

12 <i>Verification</i>  #comment 
13 <i>V-3 Verify that the operations in S-2 subclauses b-d each result in the 

export of a single HTTP DELETE, with the ID of the granule in the URL, but 
not containing any granule metadata in the request body.</i> 

 #comment 

14 Verify the TCP proxy log shows a single DELETE for granule S-2b.   
15 Verify the TCP proxy log shows the request is sent to a URL containing the 

GranuleId. 
  

16 Verify the TCP proxy log shows the request body is empty.   
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TEST DATA: 
See Test Case 624. 
 
EXPECTED RESULTS: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

   V  100  1  Verify that the manual export in S-1 results in multiple HTTP PUT requests containing the full granule metadata for each 
granule in the requested collection (but not any granules belonging to other collections sharing a short name but with a 
different version ID).    

      

   V  100  2  Verify that the operations in S-2, excepting subclauses b-d each result in the export of a single HTTP PUT containing the 
full granule metadata.  

      

   V  100  3  Verify that the operations in S-2 subclauses b-d each result in the export of a single HTTP DELETE, with the ID of the 
granule in the URL, but not containing any granule metadata in the request body.  

      

   V  100  4  Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b-d, validates against TBD ISO Schema.        

   V  100  5  Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b-d has the following elements:  
 
a)     InsertTime = The insert time of the granule recorded in the AIM database.  
 
b)     LastUpdate = The last update time of the granule recorded in the AIM database  

      

   V  100  6  Verify that the metadata for the granule in S-2 subclause e includes elements marking the granule as ‘hidden’ in       
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accordance to the ISO schema and SDPS to ECHO ICD.  

   V  100  7  Verify that the metadata for the granule in S-2 subclause f includes elements marking the granule as ‘restricted’ in 
accordance to the ISO schema and SDPS to ECHO ICD.  

      

   V  100  8  Verify that the metadata for the granule in S-2 subclause g (and any other subclauses for which the affected granule did 
not have a restriction flag set) do not contain any elements marking the granules as ‘hidden’ or ‘restricted’ in accordance 
to the ISO schema and SDPS to ECHO ICD.  

      

   V  100  9  Verify that the metadata generated by the action in S-2 subclause h contains URLs for the science and metadata files.        

   V  100  10  Verify that the metadata generated by the action in S-2 subclause i contains no datapool URLs.        

   V  100  11  Verify that the metadata generated by the action in S-2 subclause j contains a reference to the newly assigned collection.        

   V  100  12  Verify that the action performed in S-2 subclause k results in the export of full granule metadata for every granule in the 
collection affected.  

      

   V  100  13  Verify that the metadata generated by the action in S-2 subclause l contains XML reflecting the replacement which was 
performed.  

      

  
 

738 ISO NOMINAL GRANULE EXPORT: PHYSICAL DELETE (ECS-ECSTC-3148) 

DESCRIPTION: 
 
 
 

   S  100  1  [ISO Nominal Granule Export] Find two collections with ISO metadata and which share the same short name, 
but have different version IDs.  Ensure that both collections are enabled for collection and granule export. 
 Request the manual export of granule metadata for all granules in one of these collections. 

      

   S  100  2  For one of the collections in S-1 (or another collection which has ISO metadata, and is enabled for collection and 
granule export): 
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a) Ingest a new granule into the ECS inventory. 
 
b) Logically delete a granule from the ECS inventory. 
 
c) Physically delete a granule from the ECS inventory. 
 
d) DFA a granule. 
 
e) Hide a granule. 
 
f) Restrict a granule. 
 
g) Unrestrict a granule. 
 
h) Publish a granule in the datapool. 
 
i) Unpublish a granule in the datapool. 
 
j) Change the collection which a granule belongs to. 
 
k) Move a collection. 
 
l) Perform XML replacement on a granule.  

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure test collection C2 is installed.   
3 Ensure collection C2 is configured to be public on ingest.   
4 Ensure granule S-2c has been ingested.   
5 Ensure the BMGT automatic driver is not running (EcBmBMGTAutoStop 

&lt;MODE&gt;). 
  

6 Ensure a TCP proxy or mock ECHO is capturing BMGT traffic.   
7 <i>Setup</i>  #comment 
8 <i>S-2 For one of the collections in S-1 (or another collection which has ISO  #comment 
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# Action Expected Result Notes 
metadata, and is enabled for collection and granule export):<br />    a) Ingest 
a new granule into the ECS inventory.<br />    b) Logically delete a granule 
from the ECS inventory.<br />    c) Physically delete a granule from the ECS 
inventory.<br />    d) DFA a granule.<br />    e) Hide a granule.<br />    f) 
Restrict a granule.<br />    g) Unrestrict a granule.<br />    h) Publish a 
granule in the datapool.<br />    i) Unpublish a granule in the datapool.<br />    
j) Change the collection which a granule belongs to.<br />    k) Move a 
collection.<br />    l) Perform XML replacement on a granule.</i> 

9 <i>S-2c</i>  #comment 
10 Create a geoid file for granule S-2c:<br /><br 

/>SC:&lt;SHORT_NAME&gt;.&lt;VERSION_ID&gt;:&lt;GRANULE_ID&
gt; 

  

11 Logically delete granule S-2c:<br /><br />EcDsBulkDelete.pl -mode 
&lt;MODE&gt; -physical -geoidfile /path/to/geoid_file 

  

12 Unpublish granule S-2c:<br /><br />EcDlUnpublishStart.pl -mode 
&lt;MODE&gt; -g &lt;GRANULE_ID&gt; 

  

13 Physically delete granule S-2c:<br /><br />EcDsDeletionCleanup.pl -mode 
&lt;MODE&gt;<br /><br />Follow the prompts, always choosing the most 
destructive option. 

  

14 Start the automatic driver<br /><br />EcBmBMGTAutoStart &lt;MODE&gt;   
15 <i>Verification</i>  #comment 
16 <i>V-3 Verify that the operations in S-2 subclauses b-d each result in the 

export of a single HTTP DELETE, with the ID of the granule in the URL, but 
not containing any granule metadata in the request body.</i> 

 #comment 

17 Verify the TCP proxy log shows a single DELETE for granule S-2c.   
18 Verify the TCP proxy log shows the request is sent to a URL containing the 

GranuleId. 
  

19 Verify the TCP proxy log shows the request body is empty.   

 
 
TEST DATA: 
See Test Case 624. 
 
EXPECTED RESULTS: 
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   V  100  1  Verify that the manual export in S-1 results in multiple HTTP PUT requests containing the full granule metadata for each 
granule in the requested collection (but not any granules belonging to other collections sharing a short name but with a 
different version ID).    

      

   V  100  2  Verify that the operations in S-2, excepting subclauses b-d each result in the export of a single HTTP PUT containing the 
full granule metadata.  

      

   V  100  3  Verify that the operations in S-2 subclauses b-d each result in the export of a single HTTP DELETE, with the ID of the 
granule in the URL, but not containing any granule metadata in the request body.  

      

   V  100  4  Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b-d, validates against TBD ISO Schema.        

   V  100  5  Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b-d has the following elements:  
 
a)     InsertTime = The insert time of the granule recorded in the AIM database.  
 
b)     LastUpdate = The last update time of the granule recorded in the AIM database  

      

   V  100  6  Verify that the metadata for the granule in S-2 subclause e includes elements marking the granule as ‘hidden’ in 
accordance to the ISO schema and SDPS to ECHO ICD.  

      

   V  100  7  Verify that the metadata for the granule in S-2 subclause f includes elements marking the granule as ‘restricted’ in 
accordance to the ISO schema and SDPS to ECHO ICD.  

      

   V  100  8  Verify that the metadata for the granule in S-2 subclause g (and any other subclauses for which the affected granule did 
not have a restriction flag set) do not contain any elements marking the granules as ‘hidden’ or ‘restricted’ in accordance 
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to the ISO schema and SDPS to ECHO ICD.  

   V  100  9  Verify that the metadata generated by the action in S-2 subclause h contains URLs for the science and metadata files.        

   V  100  10  Verify that the metadata generated by the action in S-2 subclause i contains no datapool URLs.        

   V  100  11  Verify that the metadata generated by the action in S-2 subclause j contains a reference to the newly assigned collection.        

   V  100  12  Verify that the action performed in S-2 subclause k results in the export of full granule metadata for every granule in the 
collection affected.  

      

   V  100  13  Verify that the metadata generated by the action in S-2 subclause l contains XML reflecting the replacement which was 
performed.  

      

  
 

739 ISO NOMINAL GRANULE EXPORT: DFA (ECS-ECSTC-3149) 

DESCRIPTION: 
 
 
 

   S  100  1  [ISO Nominal Granule Export] Find two collections with ISO metadata and which share the same short name, 
but have different version IDs.  Ensure that both collections are enabled for collection and granule export. 
 Request the manual export of granule metadata for all granules in one of these collections. 

      

   S  100  2  For one of the collections in S-1 (or another collection which has ISO metadata, and is enabled for collection and 
granule export): 
 
a) Ingest a new granule into the ECS inventory. 
 
b) Logically delete a granule from the ECS inventory. 
 
c) Physically delete a granule from the ECS inventory. 
 
d) DFA a granule. 
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e) Hide a granule. 
 
f) Restrict a granule. 
 
g) Unrestrict a granule. 
 
h) Publish a granule in the datapool. 
 
i) Unpublish a granule in the datapool. 
 
j) Change the collection which a granule belongs to. 
 
k) Move a collection. 
 
l) Perform XML replacement on a granule.  

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure test collection C2 is installed.   
3 Ensure collection C2 is configured to be public on ingest.   
4 Ensure granule S-2d has been ingested.   
5 Ensure the BMGT automatic driver is running (EcBmBMGTAutoStart 

&lt;MODE&gt;). 
  

6 Ensure a TCP proxy or mock ECHO is capturing BMGT traffic.   
7 <i>Setup</i>  #comment 
8 <i>S-2 For one of the collections in S-1 (or another collection which has ISO 

metadata, and is enabled for collection and granule export):<br />    a) Ingest 
a new granule into the ECS inventory.<br />    b) Logically delete a granule 
from the ECS inventory.<br />    c) Physically delete a granule from the ECS 
inventory.<br />    d) DFA a granule.<br />    e) Hide a granule.<br />    f) 
Restrict a granule.<br />    g) Unrestrict a granule.<br />    h) Publish a 
granule in the datapool.<br />    i) Unpublish a granule in the datapool.<br />    
j) Change the collection which a granule belongs to.<br />    k) Move a 

 #comment 
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# Action Expected Result Notes 
collection.<br />    l) Perform XML replacement on a granule.</i> 

9 <i>S-2d</i>  #comment 
10 Create a geoid file for granule S-2d:<br /><br 

/>SC:&lt;SHORT_NAME&gt;.&lt;VERSION_ID&gt;:&lt;GRANULE_ID&
gt; 

  

11 DFA granule S-2d:<br /><br />EcDsBulkDelete.pl -mode &lt;MODE&gt; -
dfa -geoidfile /path/to/geoid_file 

  

12 <i>Verification</i>  #comment 
13 <i>V-3 Verify that the operations in S-2 subclauses b-d each result in the 

export of a single HTTP DELETE, with the ID of the granule in the URL, but 
not containing any granule metadata in the request body.</i> 

 #comment 

14 Verify the TCP proxy log shows a single DELETE for granule S-2d.   
15 Verify the TCP proxy log shows the request is sent to a URL containing the 

GranuleId. 
  

16 Verify the TCP proxy log shows the request body is empty.   

 
 
TEST DATA: 
See Test Case 624. 
 
EXPECTED RESULTS: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

   V  100  1  Verify that the manual export in S-1 results in multiple HTTP PUT requests containing the full granule metadata for each       
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granule in the requested collection (but not any granules belonging to other collections sharing a short name but with a 
different version ID).    

   V  100  2  Verify that the operations in S-2, excepting subclauses b-d each result in the export of a single HTTP PUT containing the 
full granule metadata.  

      

   V  100  3  Verify that the operations in S-2 subclauses b-d each result in the export of a single HTTP DELETE, with the ID of the 
granule in the URL, but not containing any granule metadata in the request body.  

      

   V  100  4  Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b-d, validates against TBD ISO Schema.        

   V  100  5  Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b-d has the following elements:  
 
a)     InsertTime = The insert time of the granule recorded in the AIM database.  
 
b)     LastUpdate = The last update time of the granule recorded in the AIM database  

      

   V  100  6  Verify that the metadata for the granule in S-2 subclause e includes elements marking the granule as ‘hidden’ in 
accordance to the ISO schema and SDPS to ECHO ICD.  

      

   V  100  7  Verify that the metadata for the granule in S-2 subclause f includes elements marking the granule as ‘restricted’ in 
accordance to the ISO schema and SDPS to ECHO ICD.  

      

   V  100  8  Verify that the metadata for the granule in S-2 subclause g (and any other subclauses for which the affected granule did 
not have a restriction flag set) do not contain any elements marking the granules as ‘hidden’ or ‘restricted’ in accordance 
to the ISO schema and SDPS to ECHO ICD.  

      

   V  100  9  Verify that the metadata generated by the action in S-2 subclause h contains URLs for the science and metadata files.        

   V  100  10  Verify that the metadata generated by the action in S-2 subclause i contains no datapool URLs.        

   V  100  11  Verify that the metadata generated by the action in S-2 subclause j contains a reference to the newly assigned collection.        

   V  100  12  Verify that the action performed in S-2 subclause k results in the export of full granule metadata for every granule in the 
collection affected.  
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   V  100  13  Verify that the metadata generated by the action in S-2 subclause l contains XML reflecting the replacement which was 
performed.  

      

  
 

740 ISO NOMINAL GRANULE EXPORT: HIDE (ECS-ECSTC-3150) 

DESCRIPTION: 
 
 
 

   S  100  1  [ISO Nominal Granule Export] Find two collections with ISO metadata and which share the same short name, 
but have different version IDs.  Ensure that both collections are enabled for collection and granule export. 
 Request the manual export of granule metadata for all granules in one of these collections. 

      

   S  100  2  For one of the collections in S-1 (or another collection which has ISO metadata, and is enabled for collection and 
granule export): 
 
a) Ingest a new granule into the ECS inventory. 
 
b) Logically delete a granule from the ECS inventory. 
 
c) Physically delete a granule from the ECS inventory. 
 
d) DFA a granule. 
 
e) Hide a granule. 
 
f) Restrict a granule. 
 
g) Unrestrict a granule. 
 
h) Publish a granule in the datapool. 
 
i) Unpublish a granule in the datapool. 
 
j) Change the collection which a granule belongs to. 
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k) Move a collection. 
 
l) Perform XML replacement on a granule.  

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure test collection C2 is installed.   
3 Ensure collection C2 is configured to be public on ingest.   
4 Ensure granule S-2e has been ingested.   
5 Ensure the BMGT automatic driver is running (EcBmBMGTAutoStart 

&lt;MODE&gt;). 
  

6 Ensure a TCP proxy or mock ECHO is capturing BMGT traffic.   
7 <i>Setup</i>  #comment 
8 <i>S-2 For one of the collections in S-1 (or another collection which has ISO 

metadata, and is enabled for collection and granule export):<br />    a) Ingest 
a new granule into the ECS inventory.<br />    b) Logically delete a granule 
from the ECS inventory.<br />    c) Physically delete a granule from the ECS 
inventory.<br />    d) DFA a granule.<br />    e) Hide a granule.<br />    f) 
Restrict a granule.<br />    g) Unrestrict a granule.<br />    h) Publish a 
granule in the datapool.<br />    i) Unpublish a granule in the datapool.<br />    
j) Change the collection which a granule belongs to.<br />    k) Move a 
collection.<br />    l) Perform XML replacement on a granule.</i> 

 #comment 

9 <i>S-2e</i>  #comment 
10 Set granule S-2e's DeleteFromArchive column to 'H':<br /><br />update 

amgranule<br />set deletefromarchive = 'H'<br />where granuleid = 
&lt;GRANULE_ID&gt; 

  

11 <i>Verification</i>  #comment 
12 <i>Verify that the operations in S-2, excepting subclauses b-d and k each 

result in the export of a single HTTP PUT containing the full granule 
metadata.</i> 

 #comment 

13 Verify the TCP proxy shows a single PUT for granule S-2e.   
14 Save the request body to an XML file.   
15 Verify that each granule's exported metadata is complete and correct when   
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# Action Expected Result Notes 
compared with its local metadata.  To do this, find the path to the native 
metadata (printed in the generator log with the prefix 'MetadataFilePath') and 
diff this file against the exported metadata.  Verify that the exported metadata 
is a superset of the native metadata. 

16 <i>V-4 Verify that the metadata exported in S-1 and S-2, except S-2 
subclauses b-d, validates against TBD ISO Schema.</i> 

 #comment 

17 Verify that each granule's exported metadata validates against ISO 
schema:<br /><br />xmllint --noout --schema 
/ecs/formal/ESDT/Sm/schema/ISO-SMAP/schema.xsd METADATA_FILE 

 This currently gives an 
error, but i think it is a 
problem with the schema 
itself.<br />4/26/2013 -- 
Goff, Timothy 

18 <i>V-5 Verify that the metadata exported in S-1 and S-2, except S-2 
subclauses b-d has the following elements:<br />    a) InsertTime = The insert 
time of the granule recorded in the AIM database.<br />    b) LastUpdate = 
The last update time of the granule recorded in the AIM database</i> 

 #comment 

19 Query amgranule for the exported granule's InsertTime and LastUpdate:<br 
/><br />select granuleid, archivetime, lastupdate<br />from amgranule<br 
/>where granuleid in ($GRANULE_IDS) 

  

20 Use an XPath utility to extract the InsertTime and LastUpdate from each 
granule's exported metadata:<br /><br />xpath 
'gmi:MI_Metadata/gmd:identificationInfo/gmd:MD_DataIdentification/gmd:
citation/gmd:CI_Citation[gmd:title/gco:CharacterString='UpdateTime']/gmd:
date/gmd:CI_Date/gmd:date/gco:DateTime' granule.xml<br /><br />xpath 
'gmi:MI_Metadata/gmd:identificationInfo/gmd:MD_DataIdentification/gmd:
citation/gmd:CI_Citation[gmd:title/gco:CharacterString='InsertTime']/gmd:d
ate/gmd:CI_Date/gmd:date/gco:DateTime' granule.xml 

  

21 Verify the granule's exported metadata InsertTime and LastUpdate matches 
its amgranule archivetime and lastupdate. 

  

22 <i>V-6 Verify that the metadata for the granule in S-2 subclause e includes 
elements marking the granule as ‘hidden’ in accordance to the ISO schema 
and SDPS to ECHO ICD.</i> 

 #comment 

23 Verify the granule's exported metadata contains a RestrictionFlag element 
with a value of 255:<br /><br />xpath 
'gmi:MI_Metadata/gmd:identificationInfo/gmd:MD_DataIdentification[gmd:
citation/gmd:CI_Citation/gmd:title/gco:CharacterString='RestrictionFlag']/g
md:resourceConstraints/gmd:MD_LegalConstraints/gmd:otherConstraints/gc
o:CharacterString' granule.xml 
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TEST DATA: 
See Test Case 624. 
 
EXPECTED RESULTS: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

   V  100  1  Verify that the manual export in S-1 results in multiple HTTP PUT requests containing the full granule metadata for each 
granule in the requested collection (but not any granules belonging to other collections sharing a short name but with a 
different version ID).    

      

   V  100  2  Verify that the operations in S-2, excepting subclauses b-d each result in the export of a single HTTP PUT containing the 
full granule metadata.  

      

   V  100  3  Verify that the operations in S-2 subclauses b-d each result in the export of a single HTTP DELETE, with the ID of the 
granule in the URL, but not containing any granule metadata in the request body.  

      

   V  100  4  Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b-d, validates against TBD ISO Schema.        

   V  100  5  Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b-d has the following elements:  
 
a)     InsertTime = The insert time of the granule recorded in the AIM database.  
 
b)     LastUpdate = The last update time of the granule recorded in the AIM database  
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   V  100  6  Verify that the metadata for the granule in S-2 subclause e includes elements marking the granule as ‘hidden’ in 
accordance to the ISO schema and SDPS to ECHO ICD.  

      

   V  100  7  Verify that the metadata for the granule in S-2 subclause f includes elements marking the granule as ‘restricted’ in 
accordance to the ISO schema and SDPS to ECHO ICD.  

      

   V  100  8  Verify that the metadata for the granule in S-2 subclause g (and any other subclauses for which the affected granule did 
not have a restriction flag set) do not contain any elements marking the granules as ‘hidden’ or ‘restricted’ in accordance 
to the ISO schema and SDPS to ECHO ICD.  

      

   V  100  9  Verify that the metadata generated by the action in S-2 subclause h contains URLs for the science and metadata files.        

   V  100  10  Verify that the metadata generated by the action in S-2 subclause i contains no datapool URLs.        

   V  100  11  Verify that the metadata generated by the action in S-2 subclause j contains a reference to the newly assigned collection.        

   V  100  12  Verify that the action performed in S-2 subclause k results in the export of full granule metadata for every granule in the 
collection affected.  

      

   V  100  13  Verify that the metadata generated by the action in S-2 subclause l contains XML reflecting the replacement which was 
performed.  

      

  
 

741 ISO NOMINAL GRANULE EXPORT: RESTRICT (ECS-ECSTC-3151) 

DESCRIPTION: 
 
 
 

   S  100  1  [ISO Nominal Granule Export] Find two collections with ISO metadata and which share the same short name, 
but have different version IDs.  Ensure that both collections are enabled for collection and granule export. 
 Request the manual export of granule metadata for all granules in one of these collections. 

      

   S  100  2  For one of the collections in S-1 (or another collection which has ISO metadata, and is enabled for collection and 
granule export): 
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a) Ingest a new granule into the ECS inventory. 
 
b) Logically delete a granule from the ECS inventory. 
 
c) Physically delete a granule from the ECS inventory. 
 
d) DFA a granule. 
 
e) Hide a granule. 
 
f) Restrict a granule. 
 
g) Unrestrict a granule. 
 
h) Publish a granule in the datapool. 
 
i) Unpublish a granule in the datapool. 
 
j) Change the collection which a granule belongs to. 
 
k) Move a collection. 
 
l) Perform XML replacement on a granule.  

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure test collection C2 is installed.   
3 Ensure collection C2 is configured to be public on ingest.   
4 Ensure granule S-2f has been ingested.   
5 Ensure the BMGT automatic driver is running (EcBmBMGTAutoStart 

&lt;MODE&gt;). 
  

6 Ensure a TCP proxy or mock ECHO is capturing BMGT traffic.   
7 <i>Setup</i>  #comment 
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# Action Expected Result Notes 
8 <i>S-2 For one of the collections in S-1 (or another collection which has ISO 

metadata, and is enabled for collection and granule export):<br />    a) Ingest 
a new granule into the ECS inventory.<br />    b) Logically delete a granule 
from the ECS inventory.<br />    c) Physically delete a granule from the ECS 
inventory.<br />    d) DFA a granule.<br />    e) Hide a granule.<br />    f) 
Restrict a granule.<br />    g) Unrestrict a granule.<br />    h) Publish a 
granule in the datapool.<br />    i) Unpublish a granule in the datapool.<br />    
j) Change the collection which a granule belongs to.<br />    k) Move a 
collection.<br />    l) Perform XML replacement on a granule.</i> 

 #comment 

9 <i>S-2f</i>  #comment 
10 Choose or create a restriction flag:<br /><br />select * from 

dsmdrestrictionflag<br /><br />insert into dsmdrestrictionflag<br 
/>values(128, 'BE_82_01 Crit 100 S-2f') 

  

11 Add the restriction flag to granule S-2f:<br /><br />insert into 
dsmdgranulerestriction<br />values(&lt;GRANULE_ID&gt;, 128) 

  

12 <i>Verification</i>  #comment 
13 <i>Verify that the operations in S-2, excepting subclauses b-d and k each 

result in the export of a single HTTP PUT containing the full granule 
metadata.</i> 

 #comment 

14 Verify the TCP proxy shows a single PUT for granule S-2f.   
15 Save the request body to an XML file.   
16 Verify that each granule's exported metadata is complete and correct when 

compared with its local metadata.  To do this, find the path to the native 
metadata (printed in the generator log with the prefix 'MetadataFilePath') and 
diff this file against the exported metadata.  Verify that the exported metadata 
is a superset of the native metadata. 

  

17 <i>V-4 Verify that the metadata exported in S-1 and S-2, except S-2 
subclauses b-d, validates against TBD ISO Schema.</i> 

 #comment 

18 Verify that each granule's exported metadata validates against ISO 
schema:<br /><br />xmllint --noout --schema 
/ecs/formal/ESDT/Sm/schema/ISO-SMAP/schema.xsd METADATA_FILE 

 This currently gives an 
error, but i think it is a 
problem with the schema 
itself.<br />4/26/2013 -- 
Goff, Timothy 

19 <i>V-5 Verify that the metadata exported in S-1 and S-2, except S-2 
subclauses b-d has the following elements:<br />    a) InsertTime = The insert 
time of the granule recorded in the AIM database.<br />    b) LastUpdate = 
The last update time of the granule recorded in the AIM database</i> 

 #comment 
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# Action Expected Result Notes 
20 Query amgranule for the exported granule's InsertTime and LastUpdate:<br 

/><br />select granuleid, archivetime, lastupdate<br />from amgranule<br 
/>where granuleid in ($GRANULE_IDS) 

  

21 Use an XPath utility to extract the InsertTime and LastUpdate from each 
granule's exported metadata:<br /><br />xpath 
'gmi:MI_Metadata/gmd:identificationInfo/gmd:MD_DataIdentification/gmd:
citation/gmd:CI_Citation[gmd:title/gco:CharacterString='UpdateTime']/gmd:
date/gmd:CI_Date/gmd:date/gco:DateTime' granule.xml<br /><br />xpath 
'gmi:MI_Metadata/gmd:identificationInfo/gmd:MD_DataIdentification/gmd:
citation/gmd:CI_Citation[gmd:title/gco:CharacterString='InsertTime']/gmd:d
ate/gmd:CI_Date/gmd:date/gco:DateTime' granule.xml 

  

22 Verify the granule's InsertTime and LastUpdate matches its archivetime and 
lastupdate from amgranule. 

  

23 <i>V-7 Verify that the metadata for the granule in S-2 subclause f includes 
elements marking the granule as ‘restricted’ in accordance to the ISO schema 
and SDPS to ECHO ICD.</i> 

 #comment 

24 Verify the granule's exported metadata contains a RestrictionFlag 
element:<br /><br />xpath 
'gmi:MI_Metadata/gmd:identificationInfo/gmd:MD_DataIdentification[gmd:
citation/gmd:CI_Citation/gmd:title/gco:CharacterString='RestrictionFlag']/g
md:resourceConstraints/gmd:MD_LegalConstraints/gmd:otherConstraints/gc
o:CharacterString' granule.xml 

  

25 Verify the exported RestrictionFlag value matches the restrictionflag value in 
AIM:<br /><br />select restrictionflag<br />from dsmdgranulerestriction<br 
/>where granuleid = &lt;GRANULE_ID&gt; 

  

 
 
TEST DATA: 
See Test Case 624. 
 
EXPECTED RESULTS: 
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   V  100  1  Verify that the manual export in S-1 results in multiple HTTP PUT requests containing the full granule metadata for each 
granule in the requested collection (but not any granules belonging to other collections sharing a short name but with a 
different version ID).    

      

   V  100  2  Verify that the operations in S-2, excepting subclauses b-d each result in the export of a single HTTP PUT containing the 
full granule metadata.  

      

   V  100  3  Verify that the operations in S-2 subclauses b-d each result in the export of a single HTTP DELETE, with the ID of the 
granule in the URL, but not containing any granule metadata in the request body.  

      

   V  100  4  Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b-d, validates against TBD ISO Schema.        

   V  100  5  Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b-d has the following elements:  
 
a)     InsertTime = The insert time of the granule recorded in the AIM database.  
 
b)     LastUpdate = The last update time of the granule recorded in the AIM database  

      

   V  100  6  Verify that the metadata for the granule in S-2 subclause e includes elements marking the granule as ‘hidden’ in 
accordance to the ISO schema and SDPS to ECHO ICD.  

      

   V  100  7  Verify that the metadata for the granule in S-2 subclause f includes elements marking the granule as ‘restricted’ in 
accordance to the ISO schema and SDPS to ECHO ICD.  

      

   V  100  8  Verify that the metadata for the granule in S-2 subclause g (and any other subclauses for which the affected granule did 
not have a restriction flag set) do not contain any elements marking the granules as ‘hidden’ or ‘restricted’ in accordance 
to the ISO schema and SDPS to ECHO ICD.  

      

   V  100  9  Verify that the metadata generated by the action in S-2 subclause h contains URLs for the science and metadata files.        
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   V  100  10  Verify that the metadata generated by the action in S-2 subclause i contains no datapool URLs.        

   V  100  11  Verify that the metadata generated by the action in S-2 subclause j contains a reference to the newly assigned collection.        

   V  100  12  Verify that the action performed in S-2 subclause k results in the export of full granule metadata for every granule in the 
collection affected.  

      

   V  100  13  Verify that the metadata generated by the action in S-2 subclause l contains XML reflecting the replacement which was 
performed.  

      

  
 

742 ISO NOMINAL GRANULE EXPORT: UNRESTRICT (ECS-ECSTC-3152) 

DESCRIPTION: 
 
 
 

   S  100  1  [ISO Nominal Granule Export] Find two collections with ISO metadata and which share the same short name, 
but have different version IDs.  Ensure that both collections are enabled for collection and granule export. 
 Request the manual export of granule metadata for all granules in one of these collections. 

      

   S  100  2  For one of the collections in S-1 (or another collection which has ISO metadata, and is enabled for collection and 
granule export): 
 
a) Ingest a new granule into the ECS inventory. 
 
b) Logically delete a granule from the ECS inventory. 
 
c) Physically delete a granule from the ECS inventory. 
 
d) DFA a granule. 
 
e) Hide a granule. 
 
f) Restrict a granule. 
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g) Unrestrict a granule. 
 
h) Publish a granule in the datapool. 
 
i) Unpublish a granule in the datapool. 
 
j) Change the collection which a granule belongs to. 
 
k) Move a collection. 
 
l) Perform XML replacement on a granule.  

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure test collection C2 is installed.   
3 Ensure collection C2 is configured to be public on ingest.   
4 Ensure granule S-2g has been ingested.   
5 Ensure granule S-2g has a restriction flag set.   
6 Ensure the BMGT automatic driver is running (EcBmBMGTAutoStart 

&lt;MODE&gt;). 
  

7 Ensure a TCP proxy or mock ECHO is capturing BMGT traffic.   
8 <i>Setup</i>  #comment 
9 <i>S-2 For one of the collections in S-1 (or another collection which has ISO 

metadata, and is enabled for collection and granule export):<br />    a) Ingest 
a new granule into the ECS inventory.<br />    b) Logically delete a granule 
from the ECS inventory.<br />    c) Physically delete a granule from the ECS 
inventory.<br />    d) DFA a granule.<br />    e) Hide a granule.<br />    f) 
Restrict a granule.<br />    g) Unrestrict a granule.<br />    h) Publish a 
granule in the datapool.<br />    i) Unpublish a granule in the datapool.<br />    
j) Change the collection which a granule belongs to.<br />    k) Move a 
collection.<br />    l) Perform XML replacement on a granule.</i> 

 #comment 

10 <i>S-2g</i>  #comment 
11 Remove the restriction flag from granule S-2g:<br /><br />delete 

dsmdgranulerestriction<br />where granuleid = &lt;GRANULE_ID&gt; 
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# Action Expected Result Notes 
12 <i>Verification</i>  #comment 
13 <i>Verify that the operations in S-2, excepting subclauses b-d and k each 

result in the export of a single HTTP PUT containing the full granule 
metadata.</i> 

 #comment 

14 Verify the TCP proxy shows a single PUT for granule S-2g.   
15 Save the request body to an XML file.   
16 Verify that each granule's exported metadata is complete and correct when 

compared with its local metadata.  To do this, find the path to the native 
metadata (printed in the generator log with the prefix 'MetadataFilePath') and 
diff this file against the exported metadata.  Verify that the exported metadata 
is a superset of the native metadata. 

  

17 <i>V-4 Verify that the metadata exported in S-1 and S-2, except S-2 
subclauses b-d, validates against TBD ISO Schema.</i> 

 #comment 

18 Verify that each granule's exported metadata validates against ISO 
schema:<br /><br />xmllint --noout --schema 
/ecs/formal/ESDT/Sm/schema/ISO-SMAP/schema.xsd METADATA_FILE 

 This currently gives an 
error, but i think it is a 
problem with the schema 
itself.<br />4/26/2013 -- 
Goff, Timothy 

19 <i>V-5 Verify that the metadata exported in S-1 and S-2, except S-2 
subclauses b-d has the following elements:<br />    a) InsertTime = The insert 
time of the granule recorded in the AIM database.<br />    b) LastUpdate = 
The last update time of the granule recorded in the AIM database</i> 

 #comment 

20 Query amgranule for the exported granule's InsertTime and LastUpdate:<br 
/><br />select granuleid, archivetime, lastupdate<br />from amgranule<br 
/>where granuleid in ($GRANULE_ID) 

  

21 Use an XPath utility to extract the InsertTime and LastUpdate from each 
granule's exported metadata:<br /><br />xpath 
'gmi:MI_Metadata/gmd:identificationInfo/gmd:MD_DataIdentification/gmd:
citation/gmd:CI_Citation[gmd:title/gco:CharacterString='UpdateTime']/gmd:
date/gmd:CI_Date/gmd:date/gco:DateTime' granule.xml<br /><br />xpath 
'gmi:MI_Metadata/gmd:identificationInfo/gmd:MD_DataIdentification/gmd:
citation/gmd:CI_Citation[gmd:title/gco:CharacterString='InsertTime']/gmd:d
ate/gmd:CI_Date/gmd:date/gco:DateTime' granule.xml 

  

22 Verify the granule's exported metadata InsertTime and LastUpdate matches 
its amgranule archivetime and lastupdate. 

  

23 <i>V-8 Verify that the metadata for the granule in S-2 subclause g (and any 
other subclauses for which the affected granule did not have a restriction flag 

 #comment 
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# Action Expected Result Notes 
set) do not contain any elements marking the granules as ‘hidden’ or 
‘restricted’ in accordance to the ISO schema and SDPS to ECHO ICD.</i> 

24 Verify the granule's exported metadata contains no RestrictionFlag 
element:<br /><br />xpath 
'gmi:MI_Metadata/gmd:identificationInfo/gmd:MD_DataIdentification[gmd:
citation/gmd:CI_Citation/gmd:title/gco:CharacterString='RestrictionFlag']/g
md:resourceConstraints/gmd:MD_LegalConstraints/gmd:otherConstraints/gc
o:CharacterString' granule.xml 

  

 
 
TEST DATA: 
See Test Case 624. 
 
EXPECTED RESULTS: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

   V  100  1  Verify that the manual export in S-1 results in multiple HTTP PUT requests containing the full granule metadata for each 
granule in the requested collection (but not any granules belonging to other collections sharing a short name but with a 
different version ID).    

      

   V  100  2  Verify that the operations in S-2, excepting subclauses b-d each result in the export of a single HTTP PUT containing the 
full granule metadata.  

      

   V  100  3  Verify that the operations in S-2 subclauses b-d each result in the export of a single HTTP DELETE, with the ID of the       
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granule in the URL, but not containing any granule metadata in the request body.  

   V  100  4  Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b-d, validates against TBD ISO Schema.        

   V  100  5  Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b-d has the following elements:  
 
a)     InsertTime = The insert time of the granule recorded in the AIM database.  
 
b)     LastUpdate = The last update time of the granule recorded in the AIM database  

      

   V  100  6  Verify that the metadata for the granule in S-2 subclause e includes elements marking the granule as ‘hidden’ in 
accordance to the ISO schema and SDPS to ECHO ICD.  

      

   V  100  7  Verify that the metadata for the granule in S-2 subclause f includes elements marking the granule as ‘restricted’ in 
accordance to the ISO schema and SDPS to ECHO ICD.  

      

   V  100  8  Verify that the metadata for the granule in S-2 subclause g (and any other subclauses for which the affected granule did 
not have a restriction flag set) do not contain any elements marking the granules as ‘hidden’ or ‘restricted’ in accordance 
to the ISO schema and SDPS to ECHO ICD.  

      

   V  100  9  Verify that the metadata generated by the action in S-2 subclause h contains URLs for the science and metadata files.        

   V  100  10  Verify that the metadata generated by the action in S-2 subclause i contains no datapool URLs.        

   V  100  11  Verify that the metadata generated by the action in S-2 subclause j contains a reference to the newly assigned collection.        

   V  100  12  Verify that the action performed in S-2 subclause k results in the export of full granule metadata for every granule in the 
collection affected.  

      

   V  100  13  Verify that the metadata generated by the action in S-2 subclause l contains XML reflecting the replacement which was 
performed.  
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743 ISO NOMINAL GRANULE EXPORT: PUBLISH (ECS-ECSTC-3153) 

DESCRIPTION: 
 
 
 

   S  100  1  [ISO Nominal Granule Export] Find two collections with ISO metadata and which share the same short name, 
but have different version IDs.  Ensure that both collections are enabled for collection and granule export. 
 Request the manual export of granule metadata for all granules in one of these collections. 

      

   S  100  2  For one of the collections in S-1 (or another collection which has ISO metadata, and is enabled for collection and 
granule export): 
 
a) Ingest a new granule into the ECS inventory. 
 
b) Logically delete a granule from the ECS inventory. 
 
c) Physically delete a granule from the ECS inventory. 
 
d) DFA a granule. 
 
e) Hide a granule. 
 
f) Restrict a granule. 
 
g) Unrestrict a granule. 
 
h) Publish a granule in the datapool. 
 
i) Unpublish a granule in the datapool. 
 
j) Change the collection which a granule belongs to. 
 
k) Move a collection. 
 
l) Perform XML replacement on a granule.  
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PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure test collection C2 is installed.   
3 Ensure collection C2 is configured to be public on ingest.   
4 Ensure granule S-2h has been ingested.   
5 Ensure granule S-2h is in the hidden data pool.   
6 Ensure the BMGT automatic driver is running (EcBmBMGTAutoStart 

&lt;MODE&gt;). 
  

7 Ensure a TCP proxy or mock ECHO is capturing BMGT traffic.   
8 <i>Setup</i>  #comment 
9 <i>S-2 For one of the collections in S-1 (or another collection which has ISO 

metadata, and is enabled for collection and granule export):<br />    a) Ingest 
a new granule into the ECS inventory.<br />    b) Logically delete a granule 
from the ECS inventory.<br />    c) Physically delete a granule from the ECS 
inventory.<br />    d) DFA a granule.<br />    e) Hide a granule.<br />    f) 
Restrict a granule.<br />    g) Unrestrict a granule.<br />    h) Publish a 
granule in the datapool.<br />    i) Unpublish a granule in the datapool.<br />    
j) Change the collection which a granule belongs to.<br />    k) Move a 
collection.<br />    l) Perform XML replacement on a granule.</i> 

 #comment 

10 <i>S-2h</i>  #comment 
11 Publish granule S-2g:<br /><br />EcDlPublishUtilityStart &lt;MODE&gt; -

ecs -g &lt;GRANULE_ID&gt; 
  

12 <i>Verification</i>  #comment 
13 <i>Verify that the operations in S-2, excepting subclauses b-d and k each 

result in the export of a single HTTP PUT containing the full granule 
metadata.</i> 

 #comment 

14 Verify the TCP proxy shows a single PUT for granule S-2h.   
15 Save the request body to an XML file.   
16 Verify that each granule's exported metadata is complete and correct when 

compared with its local metadata.  To do this, find the path to the native 
metadata (printed in the generator log with the prefix 'MetadataFilePath') and 
diff this file against the exported metadata.  Verify that the exported metadata 
is a superset of the native metadata. 

  

17 <i>V-4 Verify that the metadata exported in S-1 and S-2, except S-2  #comment 
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# Action Expected Result Notes 
subclauses b-d, validates against TBD ISO Schema.</i> 

18 Verify that each granule's exported metadata validates against ISO 
schema:<br /><br />xmllint --noout --schema 
/ecs/formal/ESDT/Sm/schema/ISO-SMAP/schema.xsd METADATA_FILE 

 This currently gives an 
error, but i think it is a 
problem with the schema 
itself.<br />4/26/2013 -- 
Goff, Timothy 

19 <i>V-5 Verify that the metadata exported in S-1 and S-2, except S-2 
subclauses b-d has the following elements:<br />    a) InsertTime = The insert 
time of the granule recorded in the AIM database.<br />    b) LastUpdate = 
The last update time of the granule recorded in the AIM database</i> 

 #comment 

20 Query amgranule for the exported granule's InsertTime and LastUpdate:<br 
/><br />select granuleid, archivetime, lastupdate<br />from amgranule<br 
/>where granuleid in ($GRANULE_ID) 

  

21 Use an XPath utility to extract the InsertTime and LastUpdate from each 
granule's exported metadata:<br /><br />xpath 
'gmi:MI_Metadata/gmd:identificationInfo/gmd:MD_DataIdentification/gmd:
citation/gmd:CI_Citation[gmd:title/gco:CharacterString='UpdateTime']/gmd:
date/gmd:CI_Date/gmd:date/gco:DateTime' granule.xml<br /><br />xpath 
'gmi:MI_Metadata/gmd:identificationInfo/gmd:MD_DataIdentification/gmd:
citation/gmd:CI_Citation[gmd:title/gco:CharacterString='InsertTime']/gmd:d
ate/gmd:CI_Date/gmd:date/gco:DateTime' granule.xml 

  

22 Verify the granule's exported metadata InsertTime and LastUpdate matches 
its amgranule archivetime and lastupdate. 

  

23 <i>V-8 Verify that the metadata for the granule in S-2 subclause g (and any 
other subclauses for which the affected granule did not have a restriction flag 
set) do not contain any elements marking the granules as ‘hidden’ or 
‘restricted’ in accordance to the ISO schema and SDPS to ECHO ICD.</i> 

 #comment 

24 Verify the granule's exported metadata contains no RestrictionFlag 
element:<br /><br />xpath 
'gmi:MI_Metadata/gmd:identificationInfo/gmd:MD_DataIdentification[gmd:
citation/gmd:CI_Citation/gmd:title/gco:CharacterString='RestrictionFlag']/g
md:resourceConstraints/gmd:MD_LegalConstraints/gmd:otherConstraints/gc
o:CharacterString' granule.xml 

  

25 <i>V-9 Verify that the metadata generated by the action in S-2 subclause h 
contains URLs for the science and metadata files.</i> 

 #comment 

26 Verify granule S-2h's exported metadata contains an OnlineAccess URL for 
the science file and an OnlineResource URL for the metadata file:<br /><br 
/>xpath 
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# Action Expected Result Notes 
'gmi:MI_Metadata/gmd:distributionInfo/gmd:MD_Distribution/gmd:distribut
or/gmd:MD_Distributor/gmd:distributorTransferOptions/gmd:MD_DigitalTr
ansferOptions/gmd:onLine/gmd:CI_OnlineResource' granule.xml<br /><br 
/>Metadata file will have name/CharacterString == 'METADATA'.  Science 
file will have no gmd:name/gco:CharacterString 

27 Verify, using either ftp, http, or the data pool filesystem, that the URLs point 
to the correct file locations. 

  

28 Verify that for each URL, gmd:applicationProfile/gco:CharacterString 
contains the correct mime type. 

  

 
 
TEST DATA: 
See Test Case 624. 
 
EXPECTED RESULTS: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

   V  100  1  Verify that the manual export in S-1 results in multiple HTTP PUT requests containing the full granule metadata for each 
granule in the requested collection (but not any granules belonging to other collections sharing a short name but with a 
different version ID).    

      

   V  100  2  Verify that the operations in S-2, excepting subclauses b-d each result in the export of a single HTTP PUT containing the 
full granule metadata.  
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   V  100  3  Verify that the operations in S-2 subclauses b-d each result in the export of a single HTTP DELETE, with the ID of the 
granule in the URL, but not containing any granule metadata in the request body.  

      

   V  100  4  Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b-d, validates against TBD ISO Schema.        

   V  100  5  Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b-d has the following elements:  
 
a)     InsertTime = The insert time of the granule recorded in the AIM database.  
 
b)     LastUpdate = The last update time of the granule recorded in the AIM database  

      

   V  100  6  Verify that the metadata for the granule in S-2 subclause e includes elements marking the granule as ‘hidden’ in 
accordance to the ISO schema and SDPS to ECHO ICD.  

      

   V  100  7  Verify that the metadata for the granule in S-2 subclause f includes elements marking the granule as ‘restricted’ in 
accordance to the ISO schema and SDPS to ECHO ICD.  

      

   V  100  8  Verify that the metadata for the granule in S-2 subclause g (and any other subclauses for which the affected granule did 
not have a restriction flag set) do not contain any elements marking the granules as ‘hidden’ or ‘restricted’ in accordance 
to the ISO schema and SDPS to ECHO ICD.  

      

   V  100  9  Verify that the metadata generated by the action in S-2 subclause h contains URLs for the science and metadata files.        

   V  100  10  Verify that the metadata generated by the action in S-2 subclause i contains no datapool URLs.        

   V  100  11  Verify that the metadata generated by the action in S-2 subclause j contains a reference to the newly assigned collection.        

   V  100  12  Verify that the action performed in S-2 subclause k results in the export of full granule metadata for every granule in the 
collection affected.  

      

   V  100  13  Verify that the metadata generated by the action in S-2 subclause l contains XML reflecting the replacement which was 
performed.  
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744 ISO NOMINAL GRANULE EXPORT: UNPUBLISH (ECS-ECSTC-3154) 

DESCRIPTION: 
 
 
 

   S  100  1  [ISO Nominal Granule Export] Find two collections with ISO metadata and which share the same short name, 
but have different version IDs.  Ensure that both collections are enabled for collection and granule export. 
 Request the manual export of granule metadata for all granules in one of these collections. 

      

   S  100  2  For one of the collections in S-1 (or another collection which has ISO metadata, and is enabled for collection and 
granule export): 
 
a) Ingest a new granule into the ECS inventory. 
 
b) Logically delete a granule from the ECS inventory. 
 
c) Physically delete a granule from the ECS inventory. 
 
d) DFA a granule. 
 
e) Hide a granule. 
 
f) Restrict a granule. 
 
g) Unrestrict a granule. 
 
h) Publish a granule in the datapool. 
 
i) Unpublish a granule in the datapool. 
 
j) Change the collection which a granule belongs to. 
 
k) Move a collection. 
 
l) Perform XML replacement on a granule.  
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PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure test collection C2 is installed.   
3 Ensure collection C2 is configured to be public on ingest.   
4 Ensure granule S-2i has been ingested.   
5 Ensure granule S-2i is in the public data pool (EcBmBMGTAutoStart 

&lt;MODE&gt;). 
  

6 Ensure the BMGT automatic driver is running.   
7 Ensure a TCP proxy or mock ECHO is capturing BMGT traffic.   
8 <i>Setup</i>  #comment 
9 <i>S-2 For one of the collections in S-1 (or another collection which has ISO 

metadata, and is enabled for collection and granule export):<br />    a) Ingest 
a new granule into the ECS inventory.<br />    b) Logically delete a granule 
from the ECS inventory.<br />    c) Physically delete a granule from the ECS 
inventory.<br />    d) DFA a granule.<br />    e) Hide a granule.<br />    f) 
Restrict a granule.<br />    g) Unrestrict a granule.<br />    h) Publish a 
granule in the datapool.<br />    i) Unpublish a granule in the datapool.<br />    
j) Change the collection which a granule belongs to.<br />    k) Move a 
collection.<br />    l) Perform XML replacement on a granule.</i> 

 #comment 

10 <i>S-2i</i>  #comment 
11 Unpublish granule S-2i:<br /><br />EcDlUnpublishStart.pl -mode 

&lt;MODE&gt; -g &lt;GRANULE_ID&gt; 
  

12 <i>Verification</i>  #comment 
13 <i>Verify that the operations in S-2, excepting subclauses b-d and k each 

result in the export of a single HTTP PUT containing the full granule 
metadata.</i> 

 #comment 

14 Verify the TCP proxy shows a single PUT for granule S-2i.   
15 Save the request body to an XML file.   
16 Verify that each granule's exported metadata is complete and correct when 

compared with its local metadata.  To do this, find the path to the native 
metadata (printed in the generator log with the prefix 'MetadataFilePath') and 
diff this file against the exported metadata.  Verify that the exported metadata 
is a superset of the native metadata. 

  

17 <i>V-4 Verify that the metadata exported in S-1 and S-2, except S-2  #comment 
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# Action Expected Result Notes 
subclauses b-d, validates against TBD ISO Schema.</i> 

18 Verify that each granule's exported metadata validates against ISO 
schema:<br /><br />xmllint --noout --schema 
/ecs/formal/ESDT/Sm/schema/ISO-SMAP/schema.xsd METADATA_FILE 

 This currently gives an 
error, but i think it is a 
problem with the schema 
itself.<br />4/26/2013 -- 
Goff, Timothy 

19 <i>V-5 Verify that the metadata exported in S-1 and S-2, except S-2 
subclauses b-d has the following elements:<br />    a) InsertTime = The insert 
time of the granule recorded in the AIM database.<br />    b) LastUpdate = 
The last update time of the granule recorded in the AIM database</i> 

 #comment 

20 Query amgranule for the exported granule's InsertTime and LastUpdate:<br 
/><br />select granuleid, archivetime, lastupdate<br />from amgranule<br 
/>where granuleid in ($GRANULE_ID) 

  

21 Use an XPath utility to extract the InsertTime and LastUpdate from each 
granule's exported metadata:<br /><br />xpath 
'gmi:MI_Metadata/gmd:identificationInfo/gmd:MD_DataIdentification/gmd:
citation/gmd:CI_Citation[gmd:title/gco:CharacterString='UpdateTime']/gmd:
date/gmd:CI_Date/gmd:date/gco:DateTime' granule.xml<br /><br />xpath 
'gmi:MI_Metadata/gmd:identificationInfo/gmd:MD_DataIdentification/gmd:
citation/gmd:CI_Citation[gmd:title/gco:CharacterString='InsertTime']/gmd:d
ate/gmd:CI_Date/gmd:date/gco:DateTime' granule.xml 

  

22 Verify the granule's exported metadata InsertTime and LastUpdate matches 
its amgranule archivetime and lastupdate. 

  

23 <i>V-8 Verify that the metadata for the granule in S-2 subclause g (and any 
other subclauses for which the affected granule did not have a restriction flag 
set) do not contain any elements marking the granules as ‘hidden’ or 
‘restricted’ in accordance to the ISO schema and SDPS to ECHO ICD.</i> 

 #comment 

24 Verify the granule's exported metadata contains no RestrictionFlag 
element:<br /><br />xpath 
'gmi:MI_Metadata/gmd:identificationInfo/gmd:MD_DataIdentification[gmd:
citation/gmd:CI_Citation/gmd:title/gco:CharacterString='RestrictionFlag']/g
md:resourceConstraints/gmd:MD_LegalConstraints/gmd:otherConstraints/gc
o:CharacterString' granule.xml 

  

25 <i>V-10 Verify that the metadata generated by the action in S-2 subclause i 
contains no datapool URLs.</i> 

 #comment 

26 Verify the granule's exported metadata contains no OnlineAccessURL or 
OnlineResource elements:<br /><br />xpath 
'gmi:MI_Metadata/gmd:distributionInfo/gmd:MD_Distribution/gmd:distribut
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# Action Expected Result Notes 
or/gmd:MD_Distributor/gmd:distributorTransferOptions/gmd:MD_DigitalTr
ansferOptions/gmd:onLine/gmd:CI_OnlineResource' granule.xml 

 
 
TEST DATA: 
See Test Case 624. 
 
EXPECTED RESULTS: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

   V  100  1  Verify that the manual export in S-1 results in multiple HTTP PUT requests containing the full granule metadata for each 
granule in the requested collection (but not any granules belonging to other collections sharing a short name but with a 
different version ID).    

      

   V  100  2  Verify that the operations in S-2, excepting subclauses b-d each result in the export of a single HTTP PUT containing the 
full granule metadata.  

      

   V  100  3  Verify that the operations in S-2 subclauses b-d each result in the export of a single HTTP DELETE, with the ID of the 
granule in the URL, but not containing any granule metadata in the request body.  

      

   V  100  4  Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b-d, validates against TBD ISO Schema.        

   V  100  5  Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b-d has the following elements:  
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a)     InsertTime = The insert time of the granule recorded in the AIM database.  
 
b)     LastUpdate = The last update time of the granule recorded in the AIM database  

   V  100  6  Verify that the metadata for the granule in S-2 subclause e includes elements marking the granule as ‘hidden’ in 
accordance to the ISO schema and SDPS to ECHO ICD.  

      

   V  100  7  Verify that the metadata for the granule in S-2 subclause f includes elements marking the granule as ‘restricted’ in 
accordance to the ISO schema and SDPS to ECHO ICD.  

      

   V  100  8  Verify that the metadata for the granule in S-2 subclause g (and any other subclauses for which the affected granule did 
not have a restriction flag set) do not contain any elements marking the granules as ‘hidden’ or ‘restricted’ in accordance 
to the ISO schema and SDPS to ECHO ICD.  

      

   V  100  9  Verify that the metadata generated by the action in S-2 subclause h contains URLs for the science and metadata files.        

   V  100  10  Verify that the metadata generated by the action in S-2 subclause i contains no datapool URLs.        

   V  100  11  Verify that the metadata generated by the action in S-2 subclause j contains a reference to the newly assigned collection.        

   V  100  12  Verify that the action performed in S-2 subclause k results in the export of full granule metadata for every granule in the 
collection affected.  

      

   V  100  13  Verify that the metadata generated by the action in S-2 subclause l contains XML reflecting the replacement which was 
performed.  

      

  
 

745 ISO NOMINAL GRANULE EXPORT: CHANGE GRANULE'S COLLECTION: OBE? (ECS-ECSTC-
3155) 

DESCRIPTION: 
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   S  100  1  [ISO Nominal Granule Export] Find two collections with ISO metadata and which share the same short name, 
but have different version IDs.  Ensure that both collections are enabled for collection and granule export. 
 Request the manual export of granule metadata for all granules in one of these collections. 

      

   S  100  2  For one of the collections in S-1 (or another collection which has ISO metadata, and is enabled for collection and 
granule export): 
 
a) Ingest a new granule into the ECS inventory. 
 
b) Logically delete a granule from the ECS inventory. 
 
c) Physically delete a granule from the ECS inventory. 
 
d) DFA a granule. 
 
e) Hide a granule. 
 
f) Restrict a granule. 
 
g) Unrestrict a granule. 
 
h) Publish a granule in the datapool. 
 
i) Unpublish a granule in the datapool. 
 
j) Change the collection which a granule belongs to. 
 
k) Move a collection. 
 
l) Perform XML replacement on a granule.  

      

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>NOTE: Moving a granule from one collection to another collection 

requires manually hacking the database and filesystem; there is no officially 
sanctioned process.  In ancient ECS history, when this was actually 

 #comment 
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# Action Expected Result Notes 
attempted, it was difficult.  Its complexity has only increased.  Parties are 
lobbying for the requirement's abatement.  The AO has yet to weigh in.</i> 

2 <i>Pre-Conditions</i>  #comment 
3 Ensure test collection C2 is installed.   
4 Ensure collection C2 is configured to be public on ingest.   
5 Ensure granule S-2j has been ingested.   
6 Ensure the BMGT automatic driver is running.   
7 Ensure a TCP proxy or mock ECHO is capturing BMGT traffic.   
8 <i>Setup</i>  #comment 
9 <i>S-2 For one of the collections in S-1 (or another collection which has ISO 

metadata, and is enabled for collection and granule export):<br />    a) Ingest 
a new granule into the ECS inventory.<br />    b) Logically delete a granule 
from the ECS inventory.<br />    c) Physically delete a granule from the ECS 
inventory.<br />    d) DFA a granule.<br />    e) Hide a granule.<br />    f) 
Restrict a granule.<br />    g) Unrestrict a granule.<br />    h) Publish a 
granule in the datapool.<br />    i) Unpublish a granule in the datapool.<br />    
j) Change the collection which a granule belongs to.<br />    k) Move a 
collection.<br />    l) Perform XML replacement on a granule.</i> 

 #comment 

10 <i>S-2j</i>  #comment 
11 [FIXME] Change granule S-2j's collection.<br /><br /><br /><br />   
12 <i>Verification</i>  #comment 
13 <i>Verify that the operations in S-2, excepting subclauses b-d and k each 

result in the export of a single HTTP PUT containing the full granule 
metadata.</i> 

 #comment 

14 Verify the TCP proxy shows a single PUT for granule S-2j.   
15 Save the request body to an XML file.   
16 [FIXME] Verify the granule's exported metadata is complete and correct 

when compared with its local metadata. 
  

17 <i>V-4 Verify that the metadata exported in S-1 and S-2, except S-2 
subclauses b-d, validates against TBD ISO Schema.</i> 

 #comment 

18 [FIXME] Verify the granule's exported metadata validates against TBD ISO 
schema:<br /><br />xmllint --noout --schema TBD_ISO_Granule.xsd 
granule.xml 

  

19 <i>V-5 Verify that the metadata exported in S-1 and S-2, except S-2 
subclauses b-d has the following elements:<br />    a) InsertTime = The insert 
time of the granule recorded in the AIM database.<br />    b) LastUpdate = 

 #comment 
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# Action Expected Result Notes 
The last update time of the granule recorded in the AIM database</i> 

20 Query amgranule for the exported granule's InsertTime and LastUpdate:<br 
/><br />select granuleid, archivetime, lastupdate<br />from amgranule<br 
/>where granuleid in ($GRANULE_ID) 

  

21 Use an XPath utility to extract the InsertTime and LastUpdate from the 
granule's exported metadata:<br /><br />xpath '//InsertTime|//LastUpdate' 
granule.xml 

  

22 Verify the granule's exported metadata InsertTime and LastUpdate matches 
its amgranule archivetime and lastupdate. 

  

23 <i>V-8 Verify that the metadata for the granule in S-2 subclause g (and any 
other subclauses for which the affected granule did not have a restriction flag 
set) do not contain any elements marking the granules as ‘hidden’ or 
‘restricted’ in accordance to the ISO schema and SDPS to ECHO ICD.</i> 

 #comment 

24 [FIXME] Verify the granule's exported metadata contains no RestrictionFlag 
element:<br /><br />xpath '//RestrictionFlag' granule.xml 

  

25 <i>V-11 Verify that the metadata generated by the action in S-2 subclause j 
contains a reference to the newly assigned collection.</i> 

 #comment 

26 [FIXME] Verify the granule's exported metadata references the new 
collection:<br /><br />xpath '//Collection' granule.xml 

  

 
 
TEST DATA: 
See Test Case 624. 
 
EXPECTED RESULTS: 
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   V  100  1  Verify that the manual export in S-1 results in multiple HTTP PUT requests containing the full granule metadata for each 
granule in the requested collection (but not any granules belonging to other collections sharing a short name but with a 
different version ID).    

      

   V  100  2  Verify that the operations in S-2, excepting subclauses b-d each result in the export of a single HTTP PUT containing the 
full granule metadata.  

      

   V  100  3  Verify that the operations in S-2 subclauses b-d each result in the export of a single HTTP DELETE, with the ID of the 
granule in the URL, but not containing any granule metadata in the request body.  

      

   V  100  4  Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b-d, validates against TBD ISO Schema.        

   V  100  5  Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b-d has the following elements:  
 
a)     InsertTime = The insert time of the granule recorded in the AIM database.  
 
b)     LastUpdate = The last update time of the granule recorded in the AIM database  

      

   V  100  6  Verify that the metadata for the granule in S-2 subclause e includes elements marking the granule as ‘hidden’ in 
accordance to the ISO schema and SDPS to ECHO ICD.  

      

   V  100  7  Verify that the metadata for the granule in S-2 subclause f includes elements marking the granule as ‘restricted’ in 
accordance to the ISO schema and SDPS to ECHO ICD.  

      

   V  100  8  Verify that the metadata for the granule in S-2 subclause g (and any other subclauses for which the affected granule did 
not have a restriction flag set) do not contain any elements marking the granules as ‘hidden’ or ‘restricted’ in accordance 
to the ISO schema and SDPS to ECHO ICD.  

      

   V  100  9  Verify that the metadata generated by the action in S-2 subclause h contains URLs for the science and metadata files.        

   V  100  10  Verify that the metadata generated by the action in S-2 subclause i contains no datapool URLs.        

   V  100  11  Verify that the metadata generated by the action in S-2 subclause j contains a reference to the newly assigned collection.        
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   V  100  12  Verify that the action performed in S-2 subclause k results in the export of full granule metadata for every granule in the 
collection affected.  

      

   V  100  13  Verify that the metadata generated by the action in S-2 subclause l contains XML reflecting the replacement which was 
performed.  

      

  
 

746 ISO NOMINAL GRANULE EXPORT: MOVE COLLECTION (ECS-ECSTC-3156) 

DESCRIPTION: 
 
 
 

   S  100  1  [ISO Nominal Granule Export] Find two collections with ISO metadata and which share the same short name, 
but have different version IDs.  Ensure that both collections are enabled for collection and granule export. 
 Request the manual export of granule metadata for all granules in one of these collections. 

      

   S  100  2  For one of the collections in S-1 (or another collection which has ISO metadata, and is enabled for collection and 
granule export): 
 
a) Ingest a new granule into the ECS inventory. 
 
b) Logically delete a granule from the ECS inventory. 
 
c) Physically delete a granule from the ECS inventory. 
 
d) DFA a granule. 
 
e) Hide a granule. 
 
f) Restrict a granule. 
 
g) Unrestrict a granule. 
 
h) Publish a granule in the datapool. 
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i) Unpublish a granule in the datapool. 
 
j) Change the collection which a granule belongs to. 
 
k) Move a collection. 
 
l) Perform XML replacement on a granule.  

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure test collection C2 is installed.   
3 Ensure collection C2 is configured to be public on ingest.   
4 Ensure the BMGT automatic driver is running (EcBmBMGTAutoStart 

&lt;MODE&gt;). 
  

5 Ensure a TCP proxy or mock ECHO is capturing BMGT traffic.   
6 <i>Setup</i>  #comment 
7 <i>S-2 For one of the collections in S-1 (or another collection which has ISO 

metadata, and is enabled for collection and granule export):<br />    a) Ingest 
a new granule into the ECS inventory.<br />    b) Logically delete a granule 
from the ECS inventory.<br />    c) Physically delete a granule from the ECS 
inventory.<br />    d) DFA a granule.<br />    e) Hide a granule.<br />    f) 
Restrict a granule.<br />    g) Unrestrict a granule.<br />    h) Publish a 
granule in the datapool.<br />    i) Unpublish a granule in the datapool.<br />    
j) Change the collection which a granule belongs to.<br />    k) Move a 
collection.<br />    l) Perform XML replacement on a granule.</i> 

 #comment 

8 <i>S-2k</i>  #comment 
9 Save granule IDs of all non-deleted granules in collection C2 for later 

verification:<br /><br />select granuleid<br />from amgranule<br />where 
shortname = &lt;SHORT_NAME&gt;<br />and versionid = 
&lt;VERSION_ID&gt;<br />and deleteeffectivedate is NULL 

  

10 Find collection C2's current filesystem, either via the Data Pool Maintenance 
GUI or by querying the database:<br /><br />select filesystemlabel<br 
/>from amcollection<br />where shortname = &lt;SHORT_NAME&gt;<br 
/>and versionid = &lt;VERSION_ID&gt; 
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# Action Expected Result Notes 
11 Move collection C2 to a different filesystem (e.g,. from FS1 to FS2):<br 

/><br />EcDlMoveCollection.pl &lt;MODE&gt; -shortname 
&lt;SHORT_NAME&gt; -versionid &lt;VERSION_ID&gt; -sourcefs FS1 -
targetfs FS2 -verbose 

  

12 <i>Verification</i>  #comment 
13 <i>V-4 Verify that the metadata exported in S-1 and S-2, except S-2 

subclauses b-d, validates against TBD ISO Schema.</i> 
 #comment 

14 perform a spot check of at least two of the exported granules to verify that 
each granule's exported metadata is complete and correct when compared 
with its local metadata.  To do this, find the path to the native metadata 
(printed in the generator log with the prefix 'MetadataFilePath') and diff this 
file against the exported metadata.  Verify that the exported metadata is a 
superset of the native metadata. 

  

15 <i>V-5 Verify that the metadata exported in S-1 and S-2, except S-2 
subclauses b-d has the following elements:<br />    a) InsertTime = The insert 
time of the granule recorded in the AIM database.<br />    b) LastUpdate = 
The last update time of the granule recorded in the AIM database</i> 

 #comment 

16 Query amgranule for each exported granule's InsertTime and LastUpdate:<br 
/><br />select granuleid, archivetime, lastupdate<br />from amgranule<br 
/>where shortname = &lt;SHORT_NAME&gt;<br />and versionid = 
&lt;VERSION_ID&gt; 

  

17 Use an XPath utility to extract the InsertTime and LastUpdate from each 
granule's exported metadata:<br /><br />xpath 
'gmi:MI_Metadata/gmd:identificationInfo/gmd:MD_DataIdentification/gmd:
citation/gmd:CI_Citation[gmd:title/gco:CharacterString='UpdateTime']/gmd:
date/gmd:CI_Date/gmd:date/gco:DateTime' granule.xml<br /><br />xpath 
'gmi:MI_Metadata/gmd:identificationInfo/gmd:MD_DataIdentification/gmd:
citation/gmd:CI_Citation[gmd:title/gco:CharacterString='InsertTime']/gmd:d
ate/gmd:CI_Date/gmd:date/gco:DateTime' granule.xml 

  

18 Verify each granule's exported metadata InsertTime and LastUpdate matches 
its amgranule archivetime and lastupdate. 

  

19 <i>V-8 Verify that the metadata for the granule in S-2 subclause g (and any 
other subclauses for which the affected granule did not have a restriction flag 
set) do not contain any elements marking the granules as ‘hidden’ or 
‘restricted’ in accordance to the ISO schema and SDPS to ECHO ICD.</i> 

 #comment 

20 Determine which non-deleted granules in collection C2 have restriction 
flags:<br /><br />select r.granuleid<br />from dsmdgranulerestriction r<br 
/>join amgranule g<br />on r.granuleid = g.granuleid<br />where 
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# Action Expected Result Notes 
g.shortname = &lt;SHORT_NAME&gt;<br />and g.versionid = 
&lt;VERSION_ID&gt;<br />and deleteeffectivedate is NULL 

21 Verify the exported metadata for each granule with an AIM restriction flag 
contains a RestrictionFlag element:<br /><br />xpath 
'gmi:MI_Metadata/gmd:identificationInfo/gmd:MD_DataIdentification[gmd:
citation/gmd:CI_Citation/gmd:title/gco:CharacterString='RestrictionFlag']/g
md:resourceConstraints/gmd:MD_LegalConstraints/gmd:otherConstraints/gc
o:CharacterString' granule.xml 

  

22 Determine which non-deleted granules in collection C2 have restriction 
flags:<br /><br />select r.granuleid<br />from dsmdgranulerestriction r<br 
/>join amgranule g<br />on r.granuleid = g.granuleid<br />where 
g.shortname = &lt;SHORT_NAME&gt;<br />and g.versionid = 
&lt;VERSION_ID&gt;<br />and deletefromarchive = 'H'<br /><br /><br 
/>Verify each granule's exported metadata contains a RestrictionFlag element 
with a value of 255:<br /><br />xpath 
'gmi:MI_Metadata/gmd:identificationInfo/gmd:MD_DataIdentification[gmd:
citation/gmd:CI_Citation/gmd:title/gco:CharacterString='RestrictionFlag']/g
md:resourceConstraints/gmd:MD_LegalConstraints/gmd:otherConstraints/gc
o:CharacterString' granule.xml 

  

23 Verify exported metadata for any granule without an AIM restriction flag 
contains no RestrictionFlag element:<br /><br />xpath 
'gmi:MI_Metadata/gmd:identificationInfo/gmd:MD_DataIdentification[gmd:
citation/gmd:CI_Citation/gmd:title/gco:CharacterString='RestrictionFlag']/g
md:resourceConstraints/gmd:MD_LegalConstraints/gmd:otherConstraints/gc
o:CharacterString' granule.xml 

  

24 <i>Verify that the action performed in S-2 subclause k results in the export of 
full granule metadata for every granule in the collection affected (excepting 
those which are logically deleted).</i> 

 #comment 

25 Verify the TCP proxy shows a single PUT for each non-deleted granule in 
collection C2. 

  

26 Save each request body to a separate XML file.   
27 Verify each public granule's granuleid appears in the URL of a PUT request.   
28 Verify there is exactly one XML body for each public ganule's granuleid.   

 
 
TEST DATA: 
See Test Case 624. 
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EXPECTED RESULTS: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

   V  100  1  Verify that the manual export in S-1 results in multiple HTTP PUT requests containing the full granule metadata for each 
granule in the requested collection (but not any granules belonging to other collections sharing a short name but with a 
different version ID).    

      

   V  100  2  Verify that the operations in S-2, excepting subclauses b-d each result in the export of a single HTTP PUT containing the 
full granule metadata.  

      

   V  100  3  Verify that the operations in S-2 subclauses b-d each result in the export of a single HTTP DELETE, with the ID of the 
granule in the URL, but not containing any granule metadata in the request body.  

      

   V  100  4  Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b-d, validates against TBD ISO Schema.        

   V  100  5  Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b-d has the following elements:  
 
a)     InsertTime = The insert time of the granule recorded in the AIM database.  
 
b)     LastUpdate = The last update time of the granule recorded in the AIM database  

      

   V  100  6  Verify that the metadata for the granule in S-2 subclause e includes elements marking the granule as ‘hidden’ in 
accordance to the ISO schema and SDPS to ECHO ICD.  
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   V  100  7  Verify that the metadata for the granule in S-2 subclause f includes elements marking the granule as ‘restricted’ in 
accordance to the ISO schema and SDPS to ECHO ICD.  

      

   V  100  8  Verify that the metadata for the granule in S-2 subclause g (and any other subclauses for which the affected granule did 
not have a restriction flag set) do not contain any elements marking the granules as ‘hidden’ or ‘restricted’ in accordance 
to the ISO schema and SDPS to ECHO ICD.  

      

   V  100  9  Verify that the metadata generated by the action in S-2 subclause h contains URLs for the science and metadata files.        

   V  100  10  Verify that the metadata generated by the action in S-2 subclause i contains no datapool URLs.        

   V  100  11  Verify that the metadata generated by the action in S-2 subclause j contains a reference to the newly assigned collection.        

   V  100  12  Verify that the action performed in S-2 subclause k results in the export of full granule metadata for every granule in the 
collection affected.  

      

   V  100  13  Verify that the metadata generated by the action in S-2 subclause l contains XML reflecting the replacement which was 
performed.  

      

  
 

747 ISO NOMINAL GRANULE EXPORT: XML REPLACEMENT (ECS-ECSTC-3157) 

DESCRIPTION: 
 
 
 

   S  100  1  [ISO Nominal Granule Export] Find two collections with ISO metadata and which share the same short name, 
but have different version IDs.  Ensure that both collections are enabled for collection and granule export. 
 Request the manual export of granule metadata for all granules in one of these collections. 

      

   S  100  2  For one of the collections in S-1 (or another collection which has ISO metadata, and is enabled for collection and 
granule export): 
 
a) Ingest a new granule into the ECS inventory. 
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b) Logically delete a granule from the ECS inventory. 
 
c) Physically delete a granule from the ECS inventory. 
 
d) DFA a granule. 
 
e) Hide a granule. 
 
f) Restrict a granule. 
 
g) Unrestrict a granule. 
 
h) Publish a granule in the datapool. 
 
i) Unpublish a granule in the datapool. 
 
j) Change the collection which a granule belongs to. 
 
k) Move a collection. 
 
l) Perform XML replacement on a granule.  

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure test collection C2 is installed.   
3 Ensure collection C2 is configured to be public on ingest.   
4 Ensure granule S-2l has been ingested.   
5 Ensure granule S-2l is in the public data pool (EcBmBMGTAutoStart 

&lt;MODE&gt;). 
  

6 Ensure the BMGT automatic driver is running.   
7 Ensure a TCP proxy or mock ECHO is capturing BMGT traffic.   
8 <i>Setup</i>  #comment 
9 <i>S-2 For one of the collections in S-1 (or another collection which has ISO 

metadata, and is enabled for collection and granule export):<br />    a) Ingest 
 #comment 
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# Action Expected Result Notes 
a new granule into the ECS inventory.<br />    b) Logically delete a granule 
from the ECS inventory.<br />    c) Physically delete a granule from the ECS 
inventory.<br />    d) DFA a granule.<br />    e) Hide a granule.<br />    f) 
Restrict a granule.<br />    g) Unrestrict a granule.<br />    h) Publish a 
granule in the datapool.<br />    i) Unpublish a granule in the datapool.<br />    
j) Change the collection which a granule belongs to.<br />    k) Move a 
collection.<br />    l) Perform XML replacement on a granule.</i> 

10 <i>S-2l</i>  #comment 
11 Find granule S-2l's XML file in the small file archive:<br /><br />select 

p.path || '/' || m.archivemetfilename<br />from ammetadatafile m<br />join 
dsmdxmlpath p<br />on m.archivepathid = p.archivepathid<br />where 
m.granuleid = &lt;GRANULE_ID&gt; 

  

12 Copy granule S-2l's XML file to a temporary working directory.   
13 Change the XML such that it remains valid.  all elements in the xml are 

passed through to ECHO... So you can change anythng that does not appear 
to be an identifier.  description fields, URLs, addresses, etc are good 
candidates. 

  

14 Run the XML Replacement Utility on the modified metadata file:<br /><br 
/>EcDsAmXruStart &lt;MODE&gt; -xmlfile &lt;FILENAME&gt; 

  

15 <i>Verification</i>  #comment 
16 <i>Verify that the operations in S-2, excepting subclauses b-d and k each 

result in the export of a single HTTP PUT containing the full granule 
metadata.</i> 

 #comment 

17 Verify the TCP proxy shows a single PUT for granule S-2l.   
18 Save the request body to an XML file.   
19 Verify that each granule's exported metadata is complete and correct when 

compared with its local metadata.  To do this, find the path to the native 
metadata (printed in the generator log with the prefix 'MetadataFilePath') and 
diff this file against the exported metadata.  Verify that the exported metadata 
is a superset of the native metadata. 

  

20 <i>V-4 Verify that the metadata exported in S-1 and S-2, except S-2 
subclauses b-d, validates against TBD ISO Schema.</i> 

 #comment 

21 Verify that each granule's exported metadata validates against ISO 
schema:<br /><br />xmllint --noout --schema 
/ecs/formal/ESDT/Sm/schema/ISO-SMAP/schema.xsd METADATA_FILE 

 This currently gives an 
error, but i think it is a 
problem with the schema 
itself.<br />4/26/2013 -- 
Goff, Timothy 
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# Action Expected Result Notes 
22 <i>V-5 Verify that the metadata exported in S-1 and S-2, except S-2 

subclauses b-d has the following elements:<br />    a) InsertTime = The insert 
time of the granule recorded in the AIM database.<br />    b) LastUpdate = 
The last update time of the granule recorded in the AIM database</i> 

 #comment 

23 Query amgranule for the exported granule's InsertTime and LastUpdate:<br 
/><br />select granuleid, archivetime, lastupdate<br />from amgranule<br 
/>where granuleid in ($GRANULE_ID) 

  

24 Use an XPath utility to extract the InsertTime and LastUpdate from each 
granule's exported metadata:<br /><br />xpath 
'gmi:MI_Metadata/gmd:identificationInfo/gmd:MD_DataIdentification/gmd:
citation/gmd:CI_Citation[gmd:title/gco:CharacterString='UpdateTime']/gmd:
date/gmd:CI_Date/gmd:date/gco:DateTime' granule.xml<br /><br />xpath 
'gmi:MI_Metadata/gmd:identificationInfo/gmd:MD_DataIdentification/gmd:
citation/gmd:CI_Citation[gmd:title/gco:CharacterString='InsertTime']/gmd:d
ate/gmd:CI_Date/gmd:date/gco:DateTime' granule.xml 

  

25 Verify the granule's exported metadata InsertTime and LastUpdate matches 
its amgranule archivetime and lastupdate. 

  

26 <i>V-8 Verify that the metadata for the granule in S-2 subclause g (and any 
other subclauses for which the affected granule did not have a restriction flag 
set) do not contain any elements marking the granules as ‘hidden’ or 
‘restricted’ in accordance to the ISO schema and SDPS to ECHO ICD.</i> 

 #comment 

27 Verify the granule's exported metadata contains no RestrictionFlag 
element:<br /><br />xpath 
'gmi:MI_Metadata/gmd:identificationInfo/gmd:MD_DataIdentification[gmd:
citation/gmd:CI_Citation/gmd:title/gco:CharacterString='RestrictionFlag']/g
md:resourceConstraints/gmd:MD_LegalConstraints/gmd:otherConstraints/gc
o:CharacterString' granule.xml 

  

28 <i>V-13 Verify that the metadata generated by the action in S-2 subclause l 
contains XML reflecting the replacement which was performed.</i> 

 #comment 

29 Verify the granule's exported metadata contains the change made in S-2.   

 
 
TEST DATA: 
See Test Case 624. 
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EXPECTED RESULTS: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

   V  100  1  Verify that the manual export in S-1 results in multiple HTTP PUT requests containing the full granule metadata for each 
granule in the requested collection (but not any granules belonging to other collections sharing a short name but with a 
different version ID).    

      

   V  100  2  Verify that the operations in S-2, excepting subclauses b-d each result in the export of a single HTTP PUT containing the 
full granule metadata.  

      

   V  100  3  Verify that the operations in S-2 subclauses b-d each result in the export of a single HTTP DELETE, with the ID of the 
granule in the URL, but not containing any granule metadata in the request body.  

      

   V  100  4  Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b-d, validates against TBD ISO Schema.        

   V  100  5  Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b-d has the following elements:  
 
a)     InsertTime = The insert time of the granule recorded in the AIM database.  
 
b)     LastUpdate = The last update time of the granule recorded in the AIM database  

      

   V  100  6  Verify that the metadata for the granule in S-2 subclause e includes elements marking the granule as ‘hidden’ in 
accordance to the ISO schema and SDPS to ECHO ICD.  

      

   V  100  7  Verify that the metadata for the granule in S-2 subclause f includes elements marking the granule as ‘restricted’ in       
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accordance to the ISO schema and SDPS to ECHO ICD.  

   V  100  8  Verify that the metadata for the granule in S-2 subclause g (and any other subclauses for which the affected granule did 
not have a restriction flag set) do not contain any elements marking the granules as ‘hidden’ or ‘restricted’ in accordance 
to the ISO schema and SDPS to ECHO ICD.  

      

   V  100  9  Verify that the metadata generated by the action in S-2 subclause h contains URLs for the science and metadata files.        

   V  100  10  Verify that the metadata generated by the action in S-2 subclause i contains no datapool URLs.        

   V  100  11  Verify that the metadata generated by the action in S-2 subclause j contains a reference to the newly assigned collection.        

   V  100  12  Verify that the action performed in S-2 subclause k results in the export of full granule metadata for every granule in the 
collection affected.  

      

   V  100  13  Verify that the metadata generated by the action in S-2 subclause l contains XML reflecting the replacement which was 
performed.  

      

  
 

748 MANUAL EXPORT – INVOCATION VIA COMMAND LINE[B]: GRANULES W/ GRANULE FILE 
(ECS-ECSTC-3158) 

DESCRIPTION: 
See Test Case 644. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure a TCP proxy or mock ECHO is capturing BMGT HTTP traffic.   
3 Ensure the test granules' collection is installed. (ESDT Verification script)   
4 Ensure the test granules' collection is configured for collection and granule 

export. 
  

5 Ensure the test granules G7 ... G12 are ingested.   
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# Action Expected Result Notes 
6 <i>Setup</i>  #comment 
7 <i>S-1 From the command line invoke manual export of metadata for<br />    

b) Granule metadata for multiple granules, specified in an input file.</i> 
 #comment 

8 Prepare an input file, granules.txt, with granule IDs for granules G7, G9, and 
a geoid for G8, one per line:<br /><br />&lt;G7_GRANULE_ID&gt;<br 
/>SC:&lt;SHORT_NAME&gt;.&lt;VERSION_ID&gt;:&lt;G8_GRANULE_
ID&gt;<br />&lt;G9_GRANULE_ID&gt; 

  

9 Run BMGT manual export, passing the input file to the --granulefile 
option:<br /><br />EcBmBMGTManualStart &lt;MODE&gt; --metg --
granulefile /path/to/granules.txt 

  

10 <i>Verification</i>  #comment 
11 <i>V-1 Verify that the operation in S-1 results in<br />    b) Single HTTP 

PUT for each granule.</i> 
 #comment 

12 Verify a single HTTP request is sent for each granule G7, G8, G9 from the 
tcp.log.  (/tools/common/test/BE_82_01/proxy/&lt;MODE&gt;/tcp.log) 

  

13 Repeat the test, replacing option --granulefile with the short form: --gf   

 
 
TEST DATA: 
See Test Case 644. 
 
EXPECTED RESULTS: 
See Test Case 644. 
 

749 MANUAL EXPORT – INVOCATION VIA COMMAND LINE[C]: GRANULES W/ COLLECTION 
ARG (ECS-ECSTC-3159) 

DESCRIPTION: 
See Test Case 644. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
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# Action Expected Result Notes 
2 Ensure a TCP proxy or mock ECHO is capturing BMGT HTTP traffic.   
3 Ensure the test collection C1 is installed.(ESDT Verification script)   
4 Ensure the test collection C1 enabled for collection and granule export.   
5 Ensure the test granules G7, G8, G9 are ingested.   
6 <i>Setup</i>  #comment 
7 <i>S-1 From the command line invoke manual export of metadata for<br />    

c) Granule metadata for all granules in a collection, specified on the 
command line.</i> 

 #comment 

8 Run BMGT manual export on granules in collection C1:<br /><br 
/>EcBmBMGTManualStart &lt;MODE&gt; --metg --collections 
&lt;C1_SHORT_NAME&gt;.&lt;C1_VERSION_ID&gt; 

  

9 <i>Verification</i>  #comment 
10 <i>V-1 Verify that the operation in S-1 results in<br />    c) HTTP PUT for 

each granule in the collection.</i> 
 #comment 

11 Verify a single HTTP request is sent for each granule G7, G8, G9 in 
collection C1 from the tcp.log 
(/tools/common/test/BE_82_01/proxy/&lt;MODE&gt;/tcp.log) 

  

12 Repeat the test, replacing option --collections with the short form: -c   

 
 
TEST DATA: 
See Test Case 644. 
 
EXPECTED RESULTS: 
See Test Case 644. 
 

750 MANUAL EXPORT – INVOCATION VIA COMMAND LINE[D]: GRANULES W/ COLLECTION 
FILE (ECS-ECSTC-3160) 

DESCRIPTION: 
See Test Case 644. 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure a TCP proxy or mock ECHO is capturing BMGT HTTP traffic.   
3 Ensure the test collection C2 is installed.(ESDT Verification script)   
4 Ensure the test collection C2 is enabled for collection and granule export.   
5 Ensure the test granules G10, G11, G12 are ingested.   
6 <i>Setup</i>  #comment 
7 <i>S-1 From the command line invoke manual export of metadata for<br />    

d) Granule metadata for all granules in a collection, specified in an input 
file.</i> 

 #comment 

8 Prepare an input file, collections.txt, listing test collection C2:<br /><br 
/>&lt;SHORTNAME&gt;.&lt;VERSION_ID&gt; 

  

9 Run BMGT manual export on granules in collections specified in the input 
file:<br /><br />EcBmBMGTManualStart &lt;MODE&gt; --metg --
collectionfile /path/to/collections.txt 

  

10 <i>Verification</i>  #comment 
11 <i>V-1 Verify that the operation in S-1 results in<br />    d) HTTP PUT for 

each granule in the collection.</i> 
 #comment 

12 Verify a single HTTP request is sent for each granule G10, G11, G12 from 
the tcp.log (/tools/common/test/BE_82_01/proxy/&lt;MODE&gt;/tcp.log) 

  

13 Repeat the test, replacing option --collectionfile with the short form: --cf   

 
 
TEST DATA: 
See Test Case 644. 
 
EXPECTED RESULTS: 
See Test Case 644. 
 

751 MANUAL EXPORT – INVOCATION VIA COMMAND LINE[E]: COLLECTIONS W/ 
COLLECTION ARGS (ECS-ECSTC-3161) 

DESCRIPTION: 
See Test Case 644. 
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PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure a TCP proxy or mock ECHO is capturing BMGT HTTP traffic.   
3 Ensure test collections C3, C4, C5 are installed.(ESDT Verification script)   
4 Ensure test collections C3, C4, C5 are enabled for collection export.   
5 <i>Setup</i>  #comment 
6 <i>S-1 From the command line invoke manual export of metadata for<br />    

e) Collection metadata for multiple collections, specified on the command 
line.</i> 

 #comment 

7 Run BMGT manual export on collections C3, C4, C5 (ensure no spaces 
between commas or collection names):<br /><br />EcBmBMGTManualStart 
&lt;MODE&gt; --metc --collections &lt;C3&gt;,&lt;C4&gt;,&lt;C5&gt; 

  

8 <i>Verification</i>  #comment 
9 <i>V-1 Verify that the operation in S-1 results in<br />    e) HTTP PUT for 

each specified collection.</i> 
 #comment 

10 Verify a single HTTP PUT is sent for each collection C3, C4, C5 from the 
tcp.log (/tools/common/test/BE_82_01/proxy/&lt;MODE&gt;/tcp.log) 

  

11 Repeat the test, replacing option --collections with the short form: -c   

 
 
TEST DATA: 
See Test Case 644. 
 
EXPECTED RESULTS: 
See Test Case 644. 
 

752 MANUAL EXPORT – INVOCATION VIA COMMAND LINE[F]: COLLECTIONS W/ 
COLLECTION FILE (ECS-ECSTC-3162) 

DESCRIPTION: 
See Test Case 644. 
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PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure a TCP proxy or mock ECHO is capturing BMGT HTTP traffic.   
3 Ensure test collections C6, C7, C8 are installed.(ESDT Verification script)   
4 Ensure test collections C6, C7, C8 are enabled for collection export.   
5 <i>Setup</i>  #comment 
6 <i>S-1 From the command line invoke manual export of metadata for<br />    

f) Collection metadata for multiple collections, specified in an input file.</i> 
 #comment 

7 Prepare an input file, collections.txt, with collections C6, C7, C8, one per 
line:<br /><br />&lt;C6_SHORT_NAME&gt;.&lt;C6_VERSION_ID&gt;<br 
/>&lt;C7_SHORT_NAME&gt;.&lt;C7_VERSION_ID&gt;<br 
/>&lt;C8_SHORT_NAME&gt;.&lt;C8_VERSION_ID&gt; 

  

8 Run BMGT manual export for collections specified in the input file:<br /><br 
/>EcBmBMGTManualStart &lt;MODE&gt; --metc --collectionfile 
/path/to/collections.txt 

  

9 <i>Verification</i>  #comment 
10 <i>V-1 Verify that the operation in S-1 results in<br />    f) HTTP PUT for 

each specified collection.</i> 
 #comment 

11 Verify a single HTTP PUT is sent for each collection C6, C7, C8 from the 
tcp.log (/tools/common/test/BE_82_01/proxy/&lt;MODE&gt;/tcp.log) 

  

12 Repeat the test, replacing option --collectionfile with the short form: --cf   

 
 
TEST DATA: 
See Test Case 644. 
 
EXPECTED RESULTS: 
See Test Case 644. 
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753 MANUAL EXPORT – INVOCATION VIA COMMAND LINE[G]: METADATA W/ GROUP ARG 
(ECS-ECSTC-3163) 

DESCRIPTION: 
See Test Case 644. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure a TCP proxy or mock ECHO is capturing BMGT HTTP traffic.   
3 Ensure test collections C9, C10 are installed.(ESDT Verification script)   
4 Ensure test granules G13 ... G18 are ingested.   
5 Ensure test collections are enabled for collection and granule export.   
6 Ensure test collections C9, C10 belong to a Data Pool group.   
7 Ensure all other collections belonging to the same Data Pool group are 

disabled for collection or granule export. For each collection other than C9 or 
C10,<br /><br />update bg_collection_configuration<br />set 
collectionexportflag = 'N', granuleexportflag = 'N'<br />where shortname = 
'${SHORTNAME}' and versionid = '${VERSIONID}' 

  

8 <i>Setup</i>  #comment 
9 <i>S-1 From the command line invoke manual export of metadata for<br />    

g) Granule and collection metadata for all collections in a Datapool Group, 
specified on the command line.</i> 

 #comment 

10 Run BMGT manual export on the data pool group:<br /><br 
/>EcBmBMGTManualStart $MODE --metc --metg --groups 
${DPL_GROUP} 

  

11 <i>Verification</i>  #comment 
12 <i>V-1 Verify that the operation in S-1 results in<br />    g) Granule and 

collection metadata for all collections in a Datapool Group, specified on the 
command line.</i> 

 #comment 

13 Verify a single HTTP PUT is sent for each collection C9, C10 from the 
tcp.log (/tools/common/test/BE_82_01/proxy/&lt;MODE&gt;/tcp.log) 

  

14 Verify each collection's request includes the collection's metadata from 
tcp.log 

  

15 Verify a single HTTP PUT is sent for each granule G13 ... G18 from the   
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# Action Expected Result Notes 
tcp.log (/tools/common/test/BE_82_01/proxy/&lt;MODE&gt;/tcp.log) 

16 Verify each granule's request includes the granule's metadata from the tcp.log   
17 Repeat the steps, replacing the option --group with the short form: -p   

 
 
TEST DATA: 
See Test Case 644. 
 
EXPECTED RESULTS: 
See Test Case 644. 
 

754 MANUAL EXPORT – INVOCATION VIA COMMAND LINE[H]: METADATA W/ GROUP FILE 
(ECS-ECSTC-3164) 

DESCRIPTION: 
See Test Case 644. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure a TCP proxy or mock ECHO is capturing BMGT HTTP traffic.   
3 Ensure test collection C11 is installed.(ESDT Verification script)   
4 Ensure test granules G19, G20, G21 are ingested.   
5 Ensure test collection C11 is enabled for collection and granule export.   
6 Ensure test collection C11 belongs to a Data Pool group.   
7 Ensure all other collections belonging to the same Data Pool group are 

disabled for collection or granule export. For each collection other than 
C11,<br /><br />update bg_collection_configuration<br />set 
collectionexportflag = 'N', granuleexportflag = 'N'<br />where shortname = 
'${SHORTNAME}' and versionid = '${VERSIONID}' 

  

8 <i>Setup</i>  #comment 
9 <i>S-1 From the command line invoke manual export of metadata for<br />    

h) Granule and collection metadata for all collections in a Datapool Group, 
 #comment 
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# Action Expected Result Notes 
specified in an input file.</i> 

10 Prepare an input file, groups.txt, listing the test Data Pool group.   
11 Run BMGT manual export on the group in the input file:<br /><br 

/>EcBmBMGTManualStart &lt;MODE&gt; --metc --metg --groupfile 
/path/to/groups.txt 

  

12 <i>Verification</i>  #comment 
13 <i>V-1 Verify that the operation in S-1 results in<br />    h) HTTP PUT for 

each granule and collection in the specified group.</i> 
 #comment 

14 Verify an HTTP PUT is sent for collection C11 from the tcp.log 
(/tools/common/test/BE_82_01/proxy/&lt;MODE&gt;/tcp.log).<br /><br 
/>(More than one PUT may be sent, e.g., if there are network issues.) 

  

15 Verify an HTTP PUT is sent for each granule G19 ... G21 from the tcp.log 
(/tools/common/test/BE_82_01/proxy/&lt;MODE&gt;/tcp.log).<br /><br 
/>(More than one PUT may be sent, e.g., if there are network issues.) 

  

16 Repeat the test, replacing option --groupfile with the short form: -pf   

 
 
TEST DATA: 
See Test Case 644. 
 
EXPECTED RESULTS: 
See Test Case 644. 
 

755 MANUAL EXPORT – INVOCATION VIA COMMAND LINE[I]: GRANULE DELETIONS W/ 
COLLECTION ARG (ECS-ECSTC-3165) 

DESCRIPTION: 
See Test Case 644. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure a TCP proxy or mock ECHO is capturing BMGT HTTP traffic.   
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# Action Expected Result Notes 
3 Ensure the test collection C12 is installed.(ESDT Verification script)   
4 Ensure the test collection C12 is enabled for collection and granule export.   
5 Ensure the test granules G22 ... G27 are ingested.   
6 Ensure the test granules G22, G23 are logically deleted.   
7 Ensure the test granules G24, G25 are DFAed.   
8 Ensure the test granules G26, G27 are neither logically deleted nor DFAed.   
9 <i>Setup</i>  #comment 
10 <i>S-1 From the command line invoke manual export of metadata for<br />    

i) Granule deletions for all logically deleted granules in a collection, specified 
on the command line.</i> 

 #comment 

11 Run BMGT manual export on deleted granules in collection C12:<br /><br 
/>EcBmBMGTManualStart &lt;MODE&gt; --metg --deleteOnly --
collections &lt;SHORT_NAME&gt;.&lt;VERSION_ID&gt; 

  

12 <i>Verification</i>  #comment 
13 <i>V-1 Verify that the operation in S-1 results in<br />    i) HTTP DELETE 

for each logically deleted granule in the specified collection.</i> 
 #comment 

14 Verify an HTTP DELETE is sent for each granule G22, G23, G24, G25 from 
the tcp.log (/tools/common/test/BE_82_01/proxy/&lt;MODE&gt;/tcp.log)<br 
/><br />(More than one DELETE may be sent, e.g., if there are network 
issues.) 

  

15 Verify no HTTP requests are sent for granules G26, G27 from the tcp.log   

 
 
TEST DATA: 
See Test Case 644. 
 
EXPECTED RESULTS: 
See Test Case 644. 
 

756 MANUAL EXPORT – INVOCATION VIA COMMAND LINE[J]: GRANULE DELETIONS W/ 
COLLECTION FILE (ECS-ECSTC-3166) 

DESCRIPTION: 
See Test Case 644. 
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PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure a TCP proxy or mock ECHO is capturing BMGT HTTP traffic.   
3 Ensure the test collection C13 is installed.(ESDT Verification script)   
4 Ensure the test collection C13 is configured for collection and granule export.   
5 Ensure the test granules G28 ... G33 are ingested.   
6 Ensure the test granules are G28, G29 are logically deleted.   
7 Ensure the test granules are G30, G31 are DFAed.   
8 Ensure the test granules are G32, G33 are neither logically deleted nor 

DFAed. 
  

9 <i>Setup</i>  #comment 
10 <i>S-1 From the command line invoke manual export of metadata for<br />    

j) Granule deletions for all logically deleted granules in a collection, specified 
in an input file.</i> 

 #comment 

11 Prepare an input file, collections.txt, listing the test collection:<br /><br 
/>&lt;SHORT_NAME&gt;.&lt;VERSION_ID&gt; 

  

12 Run BMGT manual export on deleted granule in collections specified in the 
input file:<br /><br />EcBmBMGTManualStart &lt;MODE&gt; --metg --
deleteOnly  --collectionfile /path/to/collections.txt 

  

13 <i>Verification</i>  #comment 
14 <i>V-1 Verify that the operation in S-1 results in<br />    j) HTTP DELETE 

for each logically deleted granule in the specified collection.</i> 
 #comment 

15 Verify an HTTP DELETE is sent for each granule G28, G29, G30, G31 from 
the tcp.log (/tools/common/test/BE_82_01/proxy/&lt;MODE&gt;/tcp.log)<br 
/><br /><br />(More than one DELETE may be sent, e.g., if there are 
network issues.) 

  

16 Verify no HTTP request is sent for granules G32, G33 from the tcp.log   

 
 
TEST DATA: 
See Test Case 644. 
 
EXPECTED RESULTS: 
See Test Case 644. 
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757 MANUAL EXPORT – INVOCATION VIA COMMAND LINE[K]: NON-DELETED GRANULES W/ 
COLLECTION ARG (ECS-ECSTC-3167) 

DESCRIPTION: 
See Test Case 644. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure a TCP proxy or mock ECHO is capturing BMGT HTTP traffic.   
3 Ensure the test collection C14 is installed.(ESDT Verification script)   
4 Ensure the test collection C14 is configured for collection and granule export.   
5 Ensure the test granules G34 ... G29 are ingested.   
6 Ensure granules G34, G35 are logically deleted.   
7 Ensure granules G36, G37 are DFAed.   
8 Ensure granules G38, G39 are neither logically deleted nor DFAed.   
9 <i>Setup</i>  #comment 
10 <i>S-1 From the command line invoke manual export of metadata for<br />    

k) Granule metadata for all non-deleted granules in a collection, specified on 
the command line.</i> 

 #comment 

11 Run BMGT manual export on non-deleted granules, specified by 
collection:<br /><br />EcBmBMGTManualStart &lt;MODE&gt; --insertonly 
--metg --collections &lt;SHORT_NAME&gt;.&lt;VERSION_ID&gt; 

  

12 <i>Verification</i>  #comment 
13 <i>V-1 Verify that the operation in S-1 results in<br />    k) HTTP PUT for 

each non-deleted granule in the specified collection.</i> 
 #comment 

14 Verify an HTTP PUT is sent for granules G38, G39 from the tcp.log 
(/tools/common/test/BE_82_01/proxy/&lt;MODE&gt;/tcp.log)<br /><br 
/>(More than one PUT may be sent, e.g., if there are network issues.) 

  

15 Verify no HTTP DELETEs are sent from the tcp.log   
16 Verify no HTTP requests are sent for granules G34, G35, G36, G37 from the 

tcp.log 
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TEST DATA: 
See Test Case 644. 
 
EXPECTED RESULTS: 
See Test Case 644. 
 

758 MANUAL EXPORT – INVOCATION VIA COMMAND LINE[L]: NON-DELETED GRANULES W/ 
COLLECTION FILE (ECS-ECSTC-3168) 

DESCRIPTION: 
See Test Case 644. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure a TCP proxy or mock ECHO is capturing BMGT HTTP traffic.   
3 Ensure the test collection C15 is installed.(ESDT Verification script)   
4 Ensure the test collection C15 is configured for collection and granule export.   
5 Ensure the test granules G40 ... G45 are ingested.   
6 Ensure granules G40, G41 are logically deleted.   
7 Ensure granules G42, G43 are DFAed.   
8 Ensure granules G44, G45 are neither logically deleted nor DFAed.   
9 <i>Setup</i>  #comment 
10 <i>S-1 From the command line invoke manual export of metadata for<br />    

l) Granule metadata for all non-deleted granules in a collection, specified in 
an input file.</i> 

 #comment 

11 Prepare an input file, collections.txt, that lists test collection C23:<br /><br 
/>&lt;SHORT_NAME&gt;.&lt;VERSION_ID&gt; 

  

12 Run BMGT manual export on non-deleted granules specified by the intput 
file:<br /><br />EcBmBMGTManualStart &lt;MODE&gt; --insertonly --
metg --collectionfile /path/to/collections.txt 

  

13 <i>Verification</i>  #comment 
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# Action Expected Result Notes 
14 <i>V-1 Verify that the operation in S-1 results in<br />    l) HTTP PUT for 

each non-deleted granule in the specified collection.</i> 
 #comment 

15 Verify an HTTP PUT is sent for granules G44, G45 from the tcp.log 
(/tools/common/test/BE_82_01/proxy/&lt;MODE&gt;/tcp.log)<br /><br 
/>(More than one PUT may be sent, e.g., if there are network issues.) 

  

16 Verify no HTTP DELETEs are sent from the tcp.log   
17 Verify no HTTP requests are sent for granules G40 ... G43 from the tcp.log   

 
 
TEST DATA: 
See Test Case 644. 
 
EXPECTED RESULTS: 
See Test Case 644. 
 

759 SINGLE GRANULE EXTERNAL PROCESSING ORDER (ECS-ECSTC-3169) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Submit an order through EWOC with a granule that requires spatial 

subsetting. 
  

2 <i>Verify the following occurred:</i>  #comment 
3 a) A Submit message was received by the spatial subsetting external 

processor. 
  

4 b) The Submit message contained the order ID for this order and the request 
ID belonging to subsetting request. 

  

5 c) The request state has been updated to ‘pending’   
6 d) A secondary Submit message was received by EWOC from an External 

Processor. 
  

7 e) An order and request were registered, corresponding to the order 
submitted. 
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# Action Expected Result Notes 
8 f) The order is not marked as an ECHO order.   
9 g) The request is not marked as an External Processing request.   
10 h) A Submit response is received at the client that contains the order ID 

recorded in the database for this request and a successful status. 
  

11 i) Close Provider Order was not invoked in ECHO for the secondary Submit 
sent by an External Processor. 

  

12 j) The subsetted granule is shipped to the customer via FTP PULL and that 
the granule is subsetted correctly. 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

760 LONG FORM VERIFICATION – INVOCATION VIA COMMAND LINE - B) GRANULES IN 
GRANULE FILE (ECS-ECSTC-3170) 

DESCRIPTION: 
 
 

   S  492  1  [Long Form Verification – Invocation via Command 
Line] From the command line invoke verification 
export of metadata for the following:  
 

a. Multiple granules, specified on the command 
line.  
 

b. Multiple granules, specified in an input file.  
 

c. All granules in a collection, specified on the 
command line.  
 

d. All granules in a collection, specified in an 
input file.  
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e. Multiple collections, specified on the 
command line.  
 

f. Multiple collections, specified in an input file.  
 

g. All collections and granules in a Datapool 
Group, specified on the command line.  
 

h. All collections and granules in a Datapool 
Group, specified in an input file.  
 

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 <i>Use /tools/common/test/BE_82_01/bin/xpath to search for XML 

elements.</i> 
 #comment 

3 Ensure BMGT configuration is complete and correct (config files, properties 
files, database settings, etc.). 

  

4 Ensure a PostgreSQL prompt is available and connected to the ecs 
database:<br /><br />/tools/postgres/current32/bin/psql -U ${USERNAME} -
h f4dbl03 -d ecs<br />select public.set_search_path('AIM', '${MODE}');<br 
/>show search_path; 

Should list the schemas installed in the 
mode.<br />Should include 
'aim_${MODE}'. 

 

5 Ensure test collections C1, C2, C3 are installed. E.g., the DPL Ingest GUI 
shows the collections as configured datatypes. 

  

6 Ensure test collections C1, C2, C3 are enabled for collection and granule 
export:<br /><br />select  granuleexportflag , collectionexportflag<br />from 
bg_collection_configuration<br />where shortname = ${SHORTNAME}<br 
/>and versionid = ${VERSIONID}<br /><br />If either export flag is not 'Y', 
set them:<br />update bg_collection_configuration<br />set 
collectionexportflag = 'Y', granuleexportflag = 'Y'<br />where shortname = 
${SHORTNAME}<br />and versionid = ${VERSIONID}<br /><br />If the 
collections were newly enabled for export in this step, wait for them and their 
granules to be exported. 

  

7 Ensure ECHO has the test collections' metadata. For each of C1, C2, C3,<br   
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# Action Expected Result Notes 
/><br />curl -k -H Echo-Token:${TOKEN} 
https://testbed.echo.nasa.gov/catalog-
rest/providers/${PROVIDERID}/${URL_ENCODED_DATASETID}<br 
/><br />If ECHO is missing the collection, export it:<br /><br 
/>EcBmBMGTManualStart ${MODE} --metc --collections 
${SHORTNAME}.${VERSIONID} 

8 Ensure the test granules g1_C1, g2_C1, g1_C2, g2_C2, g1_C3, g2_C3 are in 
AIM (2 granules per collection):<br /><br />select shortname, versionid, 
granuleid<br />from amgranule<br />where localgranuleid in 
('${LOCALGRANULEID}', ...)<br /><br />If needed, ingest the granules 
into the public data pool. 

Should return 6 rows.  

9 Ensure a mock ECHO or TCP proxy is capturing BMGT traffic.   
10 <i>Setup</i>  #comment 
11 <i>S-1 From the command line invoke verification export of metadata for the 

following:<br />    b) Multiple granules, specified in an input file.</i> 
 #comment 

12 Write the test granule IDs to a text file, granules.txt.   
13 Note the current time as t0.   
14 EcBmBMGTManualStart &lt;MODE&gt; --long --metg -gf 

/path/to/granules.txt 
  

15 <i>V-1 Verify that the operation in S-1 results in the following exports:<br />   
b) Single HTTP PUT.</i> 

 #comment 

16 Verify that the TCP proxy log 
(/tools/common/test/BE_82_01/proxy/&lt;MODE&gt;/tcp.log) shows, after 
time t0, a single HTTP PUT request for each granule g1_C1, g1_C2, g1_C2, 
g2_C2,g1_C3, g2_C3 listed in granules.txt. 

  

17 Verify that the TCP proxy log shows each granule's URL ends in 
'?xml_diff=true'. For example,<br /><br />PUT /catalog-
rest/providers/DEV08/granules/SC%3AD5TES1.001%3A87900?xml_diff=tr
ue HTTP/1.1 

  

 
 
TEST DATA: 
refer to test case 669 
 
EXPECTED RESULTS: 
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   V  492  1  Verify that the operation in S-1 results in the following 
exports:  
 

37. Single HTTP PUT.  
 

38. Single HTTP PUT.  
 

39. HTTP PUT for each granule in the collection.  
 

40. HTTP PUT for each granule in the collection.  
 

41. HTTP PUT for each specified collection.  
 

42. HTTP PUT for each specified collection.  
 

43. HTTP PUT for each granule and collection in 
the specified group.  
 

44. HTTP PUT for each granule and collection in 
the specified group.  
 

      

 

761 LONG FORM VERIFICATION – INVOCATION VIA COMMAND LINE - C) GRANULES IN 
COLLECTION (ECS-ECSTC-3171) 

DESCRIPTION: 
 
 

   S  492  1  [Long Form Verification – Invocation via Command 
Line] From the command line invoke verification 
export of metadata for the following:  
 

a. Multiple granules, specified on the command 
line.  
 

b. Multiple granules, specified in an input file.  
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c. All granules in a collection, specified on the 

command line.  
 

d. All granules in a collection, specified in an 
input file.  
 

e. Multiple collections, specified on the 
command line.  
 

f. Multiple collections, specified in an input file.  
 

g. All collections and granules in a Datapool 
Group, specified on the command line.  
 

h. All collections and granules in a Datapool 
Group, specified in an input file.  
 

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure BMGT configuration is complete and correct (config files, properties 

files, database settings, etc.). 
  

3 Ensure a PostgreSQL prompt is available and connected to the ecs 
database:<br /><br />/tools/postgres/current32/bin/psql -U ${USERNAME} -
h f4dbl03 -d ecs<br />select public.set_search_path('AIM', '${MODE}');<br 
/>show search_path; 

Should list the schemas installed in the 
mode.<br />Should include 
'aim_${MODE}'. 

 

4 Ensure a test collection C1 is installed. E.g., the DPL Ingest GUI shows the 
collection as a configured datatype. 

  

5 Ensure collection C1 is enabled for collection and granule export:<br /><br 
/>select  granuleexportflag , collectionexportflag<br />from 
bg_collection_configuration<br />where shortname = ${SHORTNAME}<br 
/>and versionid = ${VERSIONID}<br /><br />If either export flag is not 'Y', 
set them:<br />update bg_collection_configuration<br />set 
collectionexportflag = 'Y', granuleexportflag = 'Y'<br />where shortname = 
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# Action Expected Result Notes 
${SHORTNAME}<br />and versionid = ${VERSIONID}<br /><br />If the 
collection was newly enabled for export in this step, wait for it and its 
granules to be exported. 

6 Ensure ECHO has collection C1's metadata:<br /><br />curl -k -H Echo-
Token:${TOKEN} https://testbed.echo.nasa.gov/catalog-
rest/providers/${PROVIDERID}/${URL_ENCODED_DATASETID}<br 
/><br />If ECHO is missing the collection, export it:<br /><br 
/>EcBmBMGTManualStart ${MODE} --metc --collections 
${SHORTNAME}.${VERSIONID} 

  

7 Ensure a mock ECHO or TCP proxy is capturing BMGT traffic.   
8 <i>Setup</i>  #comment 
9 <i>S-1 From the command line invoke verification export of metadata for the 

following:<br />c) HTTP PUT for each granule in the collection.</i> 
 #comment 

10 Find the number of granules belonging to C1 that are eligible for export (i.e., 
neither logically deleted nor DFAed):<br /><br />select count(1)<br />from 
amgranule<br />where shortname = '${SHORTNAME}'<br />and versionid 
= ${VERSIONID}<br />and deleteeffectivedate is null<br />and 
deletefromarchive != 'Y' 

  

11 Note the current time as t0.   
12 EcBmBMGTManualStart &lt;MODE&gt; --long --metg --c 

&lt;C1_SHORTNAME&gt;.&lt;C1_VERSIONID&gt; 
  

13 <i>Verification</i>  #comment 
14 <i>V-1 Verify that the operation in S-1 results in the following exports:<br 

/>c) HTTP PUT for each granule in the collection.</i> 
 #comment 

15 Verify that the TCP proxy log 
(/tools/common/test/BE_82_01/proxy/&lt;MODE&gt;/tcp.log) shows, after 
time t0, a single HTTP PUT request for each granule in collection C1. 

  

16 Verify that the TCP proxy log shows each granule's URL ends in 
'?xml_diff=true'. For example,<br /><br />PUT /catalog-
rest/providers/DEV08/granules/SC%3AD5TES1.001%3A87900?xml_diff=tr
ue HTTP/1.1 

  

 
 
TEST DATA: 
refer to test case 669 
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EXPECTED RESULTS: 
 
 

   V  492  1  Verify that the operation in S-1 results in the following 
exports:  
 

45. Single HTTP PUT.  
 

46. Single HTTP PUT.  
 

47. HTTP PUT for each granule in the collection.  
 

48. HTTP PUT for each granule in the collection.  
 

49. HTTP PUT for each specified collection.  
 

50. HTTP PUT for each specified collection.  
 

51. HTTP PUT for each granule and collection in 
the specified group.  
 

52. HTTP PUT for each granule and collection in 
the specified group.  
 

      

 

762 LONG FORM VERIFICATION – INVOCATION VIA COMMAND LINE - D) GRANULES IN 
COLLECTION FILE (ECS-ECSTC-3172) 

DESCRIPTION: 
 
 

   S  492  1  [Long Form Verification – Invocation via Command 
Line] From the command line invoke verification 
export of metadata for the following:  
 

a. Multiple granules, specified on the command 
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line.  
 

b. Multiple granules, specified in an input file.  
 

c. All granules in a collection, specified on the 
command line.  
 

d. All granules in a collection, specified in an 
input file.  
 

e. Multiple collections, specified on the 
command line.  
 

f. Multiple collections, specified in an input file.  
 

g. All collections and granules in a Datapool 
Group, specified on the command line.  
 

h. All collections and granules in a Datapool 
Group, specified in an input file.  
 

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure BMGT configuration is complete and correct (config files, properties 

files, database settings, etc.). 
  

3 Ensure a PostgreSQL prompt is available and connected to the ecs 
database:<br /><br />/tools/postgres/current32/bin/psql -U ${USERNAME} -
h f4dbl03 -d ecs<br />select public.set_search_path('AIM', '${MODE}');<br 
/>show search_path; 

Should list the schemas installed in the 
mode.<br />Should include 
'aim_${MODE}'. 

 

4 Ensure a test collection C1 is installed. E.g., the DPL Ingest GUI shows the 
collection as a configured datatype. 

  

5 Ensure collection C1 is enabled for collection and granule export:<br /><br 
/>select  granuleexportflag , collectionexportflag<br />from 
bg_collection_configuration<br />where shortname = ${SHORTNAME}<br 
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# Action Expected Result Notes 
/>and versionid = ${VERSIONID}<br /><br />If either export flag is not 'Y', 
set them:<br />update bg_collection_configuration<br />set 
collectionexportflag = 'Y', granuleexportflag = 'Y'<br />where shortname = 
${SHORTNAME}<br />and versionid = ${VERSIONID}<br /><br />If the 
collection was newly enabled for export in this step, wait for it and its 
granules to be exported. 

6 Ensure ECHO has collection C1's metadata:<br /><br />curl -k -H Echo-
Token:${TOKEN} https://testbed.echo.nasa.gov/catalog-
rest/providers/${PROVIDERID}/${URL_ENCODED_DATASETID}<br 
/><br />If ECHO is missing the collection, export it:<br /><br 
/>EcBmBMGTManualStart ${MODE} --metc --collections 
${SHORTNAME}.${VERSIONID} 

  

7 Ensure a mock ECHO or TCP proxy is capturing BMGT traffic.   
8 <i>Setup</i>  #comment 
9 <i>S-1 From the command line invoke verification export of metadata for the 

following:<br />    d) All granules in a collection, specified in an input 
file.</i> 

 #comment 

10 Find the number of granules belonging to C1 that are eligible for export (i.e., 
neither logically deleted nor DFAed):<br /><br />select count(1)<br />from 
amgranule<br />where shortname = '${SHORTNAME}'<br />and versionid 
= ${VERSIONID}<br />and deleteeffectivedate is null<br />and 
deletefromarchive != 'Y' 

  

11 Write the collection shortname and version 
&lt;C1_SHORTNAME&gt;.&lt;C1_VERSIONID&gt; into a file 
collectionfile.txt 

  

12 Note the current time as t0.   
13 EcBmBMGTManualStart &lt;MODE&gt; --long --metg --cf 

/path/to/collectionfile.txt 
  

14 <i>Verification</i>  #comment 
15 <i>V-1 Verify that the operation in S-1 results in the following exports:<br />   

d) HTTP PUT for each granule in the collection.</i> 
 #comment 

16 Verify that the TCP proxy log 
(/tools/common/test/BE_82_01/proxy/&lt;MODE&gt;/tcp.log) shows, after 
time t0, a single HTTP PUT request for each granule in collection C1 (listed 
in the input file). 

  

17 Verify that the TCP proxy log shows each granule's URL ends in 
'?xml_diff=true'. For example,<br /><br />PUT /catalog-
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# Action Expected Result Notes 
rest/providers/DEV08/granules/SC%3AD5TES1.001%3A87900?xml_diff=tr
ue HTTP/1.1 

 
 
TEST DATA: 
refer to test case 669 
 
EXPECTED RESULTS: 
 
 

   V  492  1  Verify that the operation in S-1 results in the following 
exports:  
 

53. Single HTTP PUT.  
 

54. Single HTTP PUT.  
 

55. HTTP PUT for each granule in the collection.  
 

56. HTTP PUT for each granule in the collection.  
 

57. HTTP PUT for each specified collection.  
 

58. HTTP PUT for each specified collection.  
 

59. HTTP PUT for each granule and collection in 
the specified group.  
 

60. HTTP PUT for each granule and collection in 
the specified group.  
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763 LONG FORM VERIFICATION – INVOCATION VIA COMMAND LINE - E) MULTIPLE 
COLLECTIONS (ECS-ECSTC-3173) 

DESCRIPTION: 
 
 

   S  492  1  [Long Form Verification – Invocation via Command 
Line] From the command line invoke verification 
export of metadata for the following:  
 

a. Multiple granules, specified on the command 
line.  
 

b. Multiple granules, specified in an input file.  
 

c. All granules in a collection, specified on the 
command line.  
 

d. All granules in a collection, specified in an 
input file.  
 

e. Multiple collections, specified on the 
command line.  
 

f. Multiple collections, specified in an input file.  
 

g. All collections and granules in a Datapool 
Group, specified on the command line.  
 

h. All collections and granules in a Datapool 
Group, specified in an input file.  
 

      

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
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# Action Expected Result Notes 
2 <i>Use /tools/common/test/BE_82_01/bin/xpath to search for XML 

elements.</i> 
 #comment 

3 Ensure BMGT configuration is complete and correct (config files, properties 
files, database settings, etc.). 

  

4 Ensure a PostgreSQL prompt is available and connected to the ecs 
database:<br /><br />/tools/postgres/current32/bin/psql -U ${USERNAME} -
h f4dbl03 -d ecs<br />select public.set_search_path('AIM', '${MODE}');<br 
/>show search_path; 

Should list the schemas installed in the 
mode.<br />Should include 
'aim_${MODE}'. 

 

5 Ensure test collections C1, C2, C3 are installed. E.g., the DPL Ingest GUI 
shows the collections as configured datatypes. 

  

6 Ensure the test collections are enabled for collection and granule export. For 
each of C1, C2, C3,<br /><br />select  granuleexportflag , 
collectionexportflag<br />from bg_collection_configuration<br />where 
shortname = ${SHORTNAME}<br />and versionid = ${VERSIONID}<br 
/><br />If either export flag is not 'Y', set them:<br />update 
bg_collection_configuration<br />set collectionexportflag = 'Y', 
granuleexportflag = 'Y'<br />where shortname = ${SHORTNAME}<br 
/>and versionid = ${VERSIONID}<br /><br />If a collection was newly 
enabled for export in this step, wait for it and its granules to be exported. 

  

7 Ensure ECHO has the test collections' metadata. For each of C1, C2, C3,<br 
/><br />curl -k -H Echo-Token:${TOKEN} 
https://testbed.echo.nasa.gov/catalog-
rest/providers/${PROVIDERID}/${URL_ENCODED_DATASETID}<br 
/><br />If ECHO is missing a collection, export it:<br /><br 
/>EcBmBMGTManualStart ${MODE} --metc --collections 
${SHORTNAME}.${VERSIONID}<br /> 

  

8 Ensure a mock ECHO or TCP proxy is capturing BMGT traffic.   
9 <i>Setup</i>  #comment 
10 <i>S-1 From the command line invoke verification export of metadata for the 

following:<br />    e) Multiple collections, specified on the command 
line.</i> 

 #comment 

11 (Note: There must be no spaces between commas and collections.)<br /><br 
/>EcBmBMGTManualStart &lt;MODE&gt; --long --metc --c 
&lt;C1_shortname&gt;.&lt;C1_versionid&gt;,&lt;C2_shortname&gt;.&lt;C2
_versionid&gt;,&lt;C3_shortname&gt;.&lt;C3_versionid&gt; 

  

12 <i>V-1 Verify that the operation in S-1 results in the following exports:<br />   
e) HTTP PUT for each specified collection.</i> 

 #comment 
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# Action Expected Result Notes 
13 Verify that the TCP proxy log 

(/tools/common/test/BE_82_01/proxy/&lt;MODE&gt;/tcp.log) shows an 
HTTP PUT request for each collection C1, C2, C3 listed in the command 
line.<br /><br />(There may be more than one put, e.g., if there are network 
issues.) 

  

14 Verify that the TCP log proxy shows each request URL ends in 
'?xml_diff=true'. 

  

 
 
TEST DATA: 
refer to test case 669 
 
EXPECTED RESULTS: 
 
 

   V  492  1  Verify that the operation in S-1 results in the following 
exports:  
 

61. Single HTTP PUT.  
 

62. Single HTTP PUT.  
 

63. HTTP PUT for each granule in the collection.  
 

64. HTTP PUT for each granule in the collection.  
 

65. HTTP PUT for each specified collection.  
 

66. HTTP PUT for each specified collection.  
 

67. HTTP PUT for each granule and collection in 
the specified group.  
 

68. HTTP PUT for each granule and collection in 
the specified group.  
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764 LONG FORM VERIFICATION – INVOCATION VIA COMMAND LINE - F) COLLECTIONS IN 
COLLECTION FILE (ECS-ECSTC-3174) 

DESCRIPTION: 
 
 

   S  492  1  [Long Form Verification – Invocation via Command 
Line] From the command line invoke verification 
export of metadata for the following:  
 

a. Multiple granules, specified on the command 
line.  
 

b. Multiple granules, specified in an input file.  
 

c. All granules in a collection, specified on the 
command line.  
 

d. All granules in a collection, specified in an 
input file.  
 

e. Multiple collections, specified on the 
command line.  
 

f. Multiple collections, specified in an input file.  
 

g. All collections and granules in a Datapool 
Group, specified on the command line.  
 

h. All collections and granules in a Datapool 
Group, specified in an input file.  
 

      

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
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# Action Expected Result Notes 
2 <i>Use /tools/common/test/BE_82_01/bin/xpath to search for XML 

elements.</i> 
 #comment 

3 Ensure BMGT configuration is complete and correct (config files, properties 
files, database settings, etc.). 

  

4 Ensure a PostgreSQL prompt is available and connected to the ecs 
database:<br /><br />/tools/postgres/current32/bin/psql -U ${USERNAME} -
h f4dbl03 -d ecs<br />select public.set_search_path('AIM', '${MODE}');<br 
/>show search_path; 

Should list the schemas installed in the 
mode.<br />Should include 
'aim_${MODE}'. 

 

5 Ensure test collections C1, C2, C3 are installed. E.g., the DPL Ingest GUI 
shows the collections as configured datatypes. 

  

6 Ensure the test collections are enabled for collection and granule export. For 
each of C1, C2, C3,<br /><br />select  granuleexportflag , 
collectionexportflag<br />from bg_collection_configuration<br />where 
shortname = ${SHORTNAME}<br />and versionid = ${VERSIONID}<br 
/><br />If either export flag is not 'Y', set them:<br />update 
bg_collection_configuration<br />set collectionexportflag = 'Y', 
granuleexportflag = 'Y'<br />where shortname = ${SHORTNAME}<br 
/>and versionid = ${VERSIONID}<br /><br />If a collection was newly 
enabled for export in this step, wait for it and its granules to be exported. 

  

7 Ensure ECHO has the test collections' metadata. For each of C1, C2, C3,<br 
/><br />curl -k -H Echo-Token:${TOKEN} 
https://testbed.echo.nasa.gov/catalog-
rest/providers/${PROVIDERID}/${URL_ENCODED_DATASETID}<br 
/><br />If ECHO is missing a collection, export it:<br /><br 
/>EcBmBMGTManualStart ${MODE} --metc --collections 
${SHORTNAME}.${VERSIONID}<br /> 

  

8 Ensure a mock ECHO or TCP proxy is capturing BMGT traffic.   
9 <i>Setup</i>  #comment 
10 <i>S-1 From the command line invoke verification export of metadata for the 

following:<br />    f) Multiple collections, specified in an input file.</i> 
 #comment 

11 Write the shortname and versionids for C1, C2, C3 into a file 
collectionfile.txt:<br /><br 
/>&lt;C1_SHORTNAME&gt;.&lt;C1_VERSIONID&gt;<br 
/>&lt;C2_SHORTNAME&gt;.&lt;C2_VERSIONID&gt;<br 
/>&lt;C3_SHORTNAME&gt;.&lt;C3_VERSIONID&gt; 

  

12 EcBmBMGTManualStart &lt;MODE&gt; --long --metc --cf 
/path/to/collectionfile.txt 
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# Action Expected Result Notes 
13 <i>Verification</i>  #comment 
14 <i>V-1 Verify that the operation in S-1 results in the following exports:<br />   

f) HTTP PUT for each specified collection.</i> 
 #comment 

15 Verify that the TCP proxy log 
(/tools/common/test/BE_82_01/proxy/&lt;MODE&gt;/tcp.log) shows an 
HTTP PUT request for each collection C1, C2, C3 listed in the input file.<br 
/><br />(There may be more than one HTTP request, e.g., if there are 
network issues.) 

  

16 Verify that the TCP log proxy shows each request URL ends in 
'?xml_diff=true'. 

  

 
 
TEST DATA: 
refer to test case 669 
 
EXPECTED RESULTS: 
 
 

   V  492  1  Verify that the operation in S-1 results in the following 
exports:  
 

69. Single HTTP PUT.  
 

70. Single HTTP PUT.  
 

71. HTTP PUT for each granule in the collection.  
 

72. HTTP PUT for each granule in the collection.  
 

73. HTTP PUT for each specified collection.  
 

74. HTTP PUT for each specified collection.  
 

75. HTTP PUT for each granule and collection in 
the specified group.  
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76. HTTP PUT for each granule and collection in 
the specified group.  
 

 

765 LONG FORM VERIFICATION – INVOCATION VIA COMMAND LINE - G) DATAPOOL GROUP 
(ECS-ECSTC-3175) 

DESCRIPTION: 
 
 

   S  492  1  [Long Form Verification – Invocation via Command 
Line] From the command line invoke verification 
export of metadata for the following:  
 

a. Multiple granules, specified on the command 
line.  
 

b. Multiple granules, specified in an input file.  
 

c. All granules in a collection, specified on the 
command line.  
 

d. All granules in a collection, specified in an 
input file.  
 

e. Multiple collections, specified on the 
command line.  
 

f. Multiple collections, specified in an input file.  
 

g. All collections and granules in a Datapool 
Group, specified on the command line.  
 

h. All collections and granules in a Datapool 
Group, specified in an input file.  
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PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 <i>Use /tools/common/test/BE_82_01/bin/xpath to search for XML 

elements.</i> 
 #comment 

3 Ensure BMGT configuration is complete and correct (config files, properties 
files, database settings, etc.). 

  

4 Ensure a PostgreSQL prompt is available and connected to the ecs 
database:<br /><br />/tools/postgres/current32/bin/psql -U ${USERNAME} -
h f4dbl03 -d ecs<br />select public.set_search_path('AIM', '${MODE}');<br 
/>show search_path; 

Should list the schemas installed in the 
mode.<br />Should include 
'aim_${MODE}'. 

 

5 Ensure test collections C1, C2, C3, C4 are installed. E.g., the DPL Ingest GUI 
shows the collections as configured datatypes. 

  

6 Ensure collections C1, C2 belong to one data pool group (CG1) and C3, C4 
belong to a different data pool group (CG2). 

  

7 Ensure the test collections are enabled for collection and granule export. For 
each of C1, C2, C3, C4,<br /><br />select  granuleexportflag , 
collectionexportflag<br />from bg_collection_configuration<br />where 
shortname = ${SHORTNAME}<br />and versionid = ${VERSIONID}<br 
/><br />If either export flag is not 'Y', set them:<br />update 
bg_collection_configuration<br />set collectionexportflag = 'Y', 
granuleexportflag = 'Y'<br />where shortname = ${SHORTNAME}<br 
/>and versionid = ${VERSIONID}<br /><br />If a collection was newly 
enabled for export in this step, wait for it and its granules to be exported. 

  

8 Ensure ECHO has the test collections' metadata. For each of C1, C2, C3, 
C4,<br /><br />curl -k -H Echo-Token:${TOKEN} 
https://testbed.echo.nasa.gov/catalog-
rest/providers/${PROVIDERID}/${URL_ENCODED_DATASETID}<br 
/><br />If ECHO is missing a collection, export it:<br /><br 
/>EcBmBMGTManualStart ${MODE} --metc --collections 
${SHORTNAME}.${VERSIONID}<br /> 

  

9 Ensure a mock ECHO or TCP proxy is capturing BMGT traffic.   
10 <i>Setup</i>  #comment 
11 <i>S-1 From the command line invoke verification export of metadata for the 

following:<br />   g) All collections and granules in a Datapool Group, 
 #comment 
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# Action Expected Result Notes 
specified on the command line.</i> 

12 (Note; There must be no spaces between commas and groups.)<br /><br 
/>EcBmBMGTManualStart --mode &lt;MODE&gt; --long --metg --metc --
group &lt;CG1&gt;,&lt;CG2&gt; 

  

13 <i>V-1 Verify that the operation in S-1 results in the following exports:<br />  
g) HTTP PUT for each granule and collection in the specified group.</i> 

 #comment 

14 Verify that the TCP proxy log 
(/tools/common/test/BE_82_01/proxy/&lt;MODE&gt;/tcp.log)  shows an 
HTTP PUT request for each collection C1, C2, C3 and C4 in the datapool 
groups CG1, CG2.<br /><br />(There may be more than one HTTP request, 
e.g., if there are network issues.) 

  

15 Verify that the TCP proxy log shows an HTTP PUT request for each granule 
that is  neither logically deleted nor DFAed, in each collection C1, C2, C3, 
C4 in the datapool groups CG1 and CG2.<br /><br />(There may be more 
than one HTTP request, e.g., if there are network issues.) 

  

16 *Verify that the TCP log proxy shows each granule's URL ends in 
'?xml_diff=true'. 

  

 
 
TEST DATA: 
refer to test case 669 
 
EXPECTED RESULTS: 
 
 

   V  492  1  Verify that the operation in S-1 results in the following 
exports:  
 

77. Single HTTP PUT.  
 

78. Single HTTP PUT.  
 

79. HTTP PUT for each granule in the collection.  
 

80. HTTP PUT for each granule in the collection.  
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81. HTTP PUT for each specified collection.  
 

82. HTTP PUT for each specified collection.  
 

83. HTTP PUT for each granule and collection in 
the specified group.  
 

84. HTTP PUT for each granule and collection in 
the specified group.  
 

 

766 LONG FORM VERIFICATION – INVOCATION VIA COMMAND LINE - H) GROUP  FILE (ECS-
ECSTC-3176) 

DESCRIPTION: 
 
 

   S  492  1  [Long Form Verification – Invocation via Command 
Line] From the command line invoke verification 
export of metadata for the following:  
 

a. Multiple granules, specified on the command 
line.  
 

b. Multiple granules, specified in an input file.  
 

c. All granules in a collection, specified on the 
command line.  
 

d. All granules in a collection, specified in an 
input file.  
 

e. Multiple collections, specified on the 
command line.  
 

f. Multiple collections, specified in an input file.  
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g. All collections and granules in a Datapool 

Group, specified on the command line.  
 

h. All collections and granules in a Datapool 
Group, specified in an input file.  
 

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 <i>Use /tools/common/test/BE_82_01/bin/xpath to search for XML 

elements.</i> 
 #comment 

3 Ensure BMGT configuration is complete and correct (config files, properties 
files, database settings, etc.). 

  

4 Ensure a PostgreSQL prompt is available and connected to the ecs 
database:<br /><br />/tools/postgres/current32/bin/psql -U ${USERNAME} -
h f4dbl03 -d ecs<br />select public.set_search_path('AIM', '${MODE}');<br 
/>show search_path; 

Should list the schemas installed in the 
mode.<br />Should include 
'aim_${MODE}'. 

 

5 Ensure test collections C1, C2, C3, C4 are installed. E.g., the DPL Ingest GUI 
shows the collections as configured datatypes. 

  

6 Ensure collections C1, C2 belong to one data pool group (CG1) and C3, C4 
belong to a different data pool group (CG2). 

  

7 Ensure the test collections are enabled for collection and granule export. For 
each of C1, C2, C3, C4,<br /><br />select  granuleexportflag , 
collectionexportflag<br />from bg_collection_configuration<br />where 
shortname = ${SHORTNAME}<br />and versionid = ${VERSIONID}<br 
/><br />If either export flag is not 'Y', set them:<br />update 
bg_collection_configuration<br />set collectionexportflag = 'Y', 
granuleexportflag = 'Y'<br />where shortname = ${SHORTNAME}<br 
/>and versionid = ${VERSIONID}<br /><br />If a collection was newly 
enabled for export in this step, wait for it and its granules to be exported. 

  

8 Ensure ECHO has the test collections' metadata. For each of C1, C2, C3, 
C4,<br /><br />curl -k -H Echo-Token:${TOKEN} 
https://testbed.echo.nasa.gov/catalog-
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# Action Expected Result Notes 
rest/providers/${PROVIDERID}/${URL_ENCODED_DATASETID}<br 
/><br />If ECHO is missing a collection, export it:<br /><br 
/>EcBmBMGTManualStart ${MODE} --metc --collections 
${SHORTNAME}.${VERSIONID}<br /> 

9 Ensure a mock ECHO or TCP proxy is capturing BMGT traffic.   
10 <i>Setup</i>  #comment 
11 <i>S-1 From the command line invoke verification export of metadata for the 

following:<br />Copy the name of the collection <br />   h) All collections 
and granules in a Datapool Group, specified in an input file.</i> 

 #comment 

12 Write the group name for datapool groups CG1 and CG2, one per line, into a 
text file, groupfile.txt. 

  

13 EcBmBMGTManualStart &lt;MODE&gt; --long --metg --metc --groupfile 
/path/to/groupfile.txt 

  

14 <i>Verification</i>  #comment 
15 <i>V-1 Verify that the operation in S-1 results in the following exports:<br />  

h) HTTP PUT for each granule and collection in the specified group.</i> 
 #comment 

16 Verify that the TCP proxy log 
(/tools/common/test/BE_82_01/proxy/&lt;MODE&gt;/tcp.log) shows an 
HTTP PUT request for each Collection C1, C2, C3 and C4 in the datapool 
groups CG1, CG2.<br /><br />(There may be more than one HTTP request, 
e.g., if there are network issues.) 

  

17 Verify that the TCP proxy log shows an HTTP PUT request for each granule 
that is neither logically deleted nor DFAed, in each Collection C1, C2, C3, 
C4 in the datapool groups CG1 and CG2 in the input file.<br /><br />(There 
may be more than one HTTP request, e.g., if there are network issues.) 

  

18 Verify that the TCP log proxy shows each granule's URL ends in 
'?xml_diff=true'. 

  

 
 
TEST DATA: 
refer to test case 669 
 
EXPECTED RESULTS: 
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   V  492  1  Verify that the operation in S-1 results in the following 
exports:  
 

85. Single HTTP PUT.  
 

86. Single HTTP PUT.  
 

87. HTTP PUT for each granule in the collection.  
 

88. HTTP PUT for each granule in the collection.  
 

89. HTTP PUT for each specified collection.  
 

90. HTTP PUT for each specified collection.  
 

91. HTTP PUT for each granule and collection in 
the specified group.  
 

92. HTTP PUT for each granule and collection in 
the specified group.  
 

      

 

767 MANUAL EXPORT – INVOCATION VIA GUI[B] ALL GRANULES IN A COLLECTION (ECS-
ECSTC-3177) 

DESCRIPTION: 
 
 

   S  241  1  [Manual Export – Invocation via GUI] Use the 
BMGT GUI to invoke manual export of metadata for 
the following:  
 

a. Granule metadata for a single granule.  
 

b. Granule metadata for all granules in a 
collection.  
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c. Collection metadata for multiple collections.  

 
d. Granule and collection metadata for all 

collections in a Datapool Group.  
 

e. Granule deletions for all logically deleted 
granules in a collection.  
 

f. Granule metadata for all non-deleted granules 
in a collection.  
 

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure collection C1 is installed.   
3 Ensure collection C1 is enabled for collection and granule export.   
4 Ensure granules G1 ... G4 are in AIM.   
5 Ensure granule G1 is logically deleted.   
6 Ensure granule G2 is DFAed.   
7 Ensure a TCP proxy or mock ECHO is capturing BMGT traffic.   
8 <i>Setup</i>  #comment 
9 <i>S-1 Use the BMGT GUI to invoke manual export of metadata for the 

following:<br />    b) Granule metadata for all granules in a collection.</i> 
 #comment 

10 [FIXME] Use the BMGT GUI to export metadata for all granules in 
collection C1. 

  

11 <i>Verification</i>  #comment 
12 <i>V-1 Verify that the operation in S-1 results in the following exports:<br />   

b) HTTP PUT for each granule in the collection.</i> 
 #comment 

13 Verify a single HTTP PUT is sent for each granule G1, G2.   
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TEST DATA: 
See Test Case 643. 
 
EXPECTED RESULTS: 
 
 

   V  241  1  Verify that the operation in S-1 results in the following 
exports:  
 

93. Single HTTP PUT.  
 

94. HTTP PUT for each granule in the collection.  
 

95. HTTP PUT for each specified collection.  
 

96. HTTP PUT for each granule and collection in 
the specified group.  
 

97. HTTP DELETE for each logically deleted 
granule in the specified collection.  
 

98. HTTP PUT for each non-deleted granule in the 
specified collection.  
 

      

 

768 MANUAL EXPORT – INVOCATION VIA GUI[C] MULTIPLE COLLECTIONS (ECS-ECSTC-3178) 

DESCRIPTION: 
 
 

   S  241  1  [Manual Export – Invocation via GUI] Use the 
BMGT GUI to invoke manual export of metadata for 
the following:  
 

a. Granule metadata for a single granule.  
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b. Granule metadata for all granules in a 
collection.  
 

c. Collection metadata for multiple collections.  
 

d. Granule and collection metadata for all 
collections in a Datapool Group.  
 

e. Granule deletions for all logically deleted 
granules in a collection.  
 

f. Granule metadata for all non-deleted granules 
in a collection.  
 

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure collections C1, C2 are installed.   
3 Ensure collections C1, C2 are enabled for collection and granule export.   
4 Ensure a TCP proxy or mock ECHO is capturing BMGT traffic.   
5 <i>Setup</i>  #comment 
6 <i>S-1 Use the BMGT GUI to invoke manual export of metadata for the 

following:<br />    c) Collection metadata for multiple collections.</i> 
 #comment 

7 [FIXME] Use the BMGT GUI to export collection metadata for collections 
C1 and C2. 

  

8 <i>Verification</i>  #comment 
9 <i>V-1 Verify that the operation in S-1 results in the following exports:<br />   

c) HTTP PUT for each specified collection.</i> 
 #comment 

10 Verify a single HTTP PUT is sent for each collection C1, C2.   

 
 
TEST DATA: 
See Test Case 643. 
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EXPECTED RESULTS: 
 
 

   V  241  1  Verify that the operation in S-1 results in the following 
exports:  
 

99. Single HTTP PUT.  
 

100. HTTP PUT for each granule in the collection.  
 

101. HTTP PUT for each specified collection.  
 

102. HTTP PUT for each granule and collection in 
the specified group.  
 

103. HTTP DELETE for each logically deleted 
granule in the specified collection.  
 

104. HTTP PUT for each non-deleted granule in the 
specified collection.  
 

      

 

769 MANUAL EXPORT – INVOCATION VIA GUI[D] DATAPOOL GROUP (ECS-ECSTC-3179) 

DESCRIPTION: 
 
 

   S  241  1  [Manual Export – Invocation via GUI] Use the 
BMGT GUI to invoke manual export of metadata for 
the following:  
 

a. Granule metadata for a single granule.  
 

b. Granule metadata for all granules in a 
collection.  
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c. Collection metadata for multiple collections.  
 

d. Granule and collection metadata for all 
collections in a Datapool Group.  
 

e. Granule deletions for all logically deleted 
granules in a collection.  
 

f. Granule metadata for all non-deleted granules 
in a collection.  
 

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure collections C1, C2 are installed.   
3 Ensure collections C1, C2 are enabled for collection and granule export.   
4 Ensure granules G1 ... G7 are in AIM.   
5 Ensure Data Pool Group BE8201C241 includes collections C1, C2   
6 Ensure granule G3 is logically deleted.   
7 Ensure granule G4 is DFAed.   
8 Ensure a TCP proxy or mock ECHO is capturing BMGT traffic.   
9 <i>Setup</i>  #comment 
10 <i>S-1 Use the BMGT GUI to invoke manual export of metadata for the 

following:<br />    d) Granule and collection metadata for all collections in a 
Datapool Group.</i> 

 #comment 

11 [FIXME] Use the BMGT GUI to export granule and collection metadata for 
all collections in Datapool Group BE8201C241. 

  

12 <i>Verification</i>  #comment 
13 <i>V-1 Verify that the operation in S-1 results in the following exports:<br />   

d) HTTP PUT for each granule and collection in the specified group.</i> 
 #comment 

14 Verify a single HTTP PUT is sent for each granule G1, G2, G5, G6, G7 and 
for each collection C1, C2. 
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TEST DATA: 
See Test Case 643. 
 
EXPECTED RESULTS: 
 
 

   V  241  1  Verify that the operation in S-1 results in the following 
exports:  
 

105. Single HTTP PUT.  
 

106. HTTP PUT for each granule in the collection.  
 

107. HTTP PUT for each specified collection.  
 

108. HTTP PUT for each granule and collection in 
the specified group.  
 

109. HTTP DELETE for each logically deleted 
granule in the specified collection.  
 

110. HTTP PUT for each non-deleted granule in the 
specified collection.  
 

      

 

770 MANUAL EXPORT – INVOCATION VIA GUI[E] LOGICALLY DELETED GRANULES IN A 
COLLECTION (ECS-ECSTC-3180) 

DESCRIPTION: 
 
 

   S  241  1  [Manual Export – Invocation via GUI] Use the 
BMGT GUI to invoke manual export of metadata for 
the following:  
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a. Granule metadata for a single granule.  

 
b. Granule metadata for all granules in a 

collection.  
 

c. Collection metadata for multiple collections.  
 

d. Granule and collection metadata for all 
collections in a Datapool Group.  
 

e. Granule deletions for all logically deleted 
granules in a collection.  
 

f. Granule metadata for all non-deleted granules 
in a collection.  
 

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure collection C1 is installed.   
3 Ensure collection C1 is enabled for collection and granule export.   
4 Ensure granules G1 ... G4 are in AIM.   
5 Ensure granule G3 is logically deleted.   
6 Ensure granule G4 is DFAed.   
7 Ensure a TCP proxy or mock ECHO is capturing BMGT traffic.   
8 <i>Setup</i>  #comment 
9 <i>S-1 Use the BMGT GUI to invoke manual export of metadata for the 

following:<br />    e) Granule deletions for all logically deleted granules in a 
collection.</i> 

 #comment 

10 [FIXME] Use the BMGT GUI to export deletions for all logically deleted 
granules in collection C1. 

  

11 <i>Verification</i>  #comment 
12 <i>V-1 Verify that the operation in S-1 results in the following exports:<br />    #comment 
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# Action Expected Result Notes 
e) HTTP DELETE for each logically deleted granule in the specified 
collection.</i> 

13 Verify a single HTTP DELETE is sent for each granule G3, G4.   

 
 
TEST DATA: 
See Test Case 643. 
 
EXPECTED RESULTS: 
 
 

   V  241  1  Verify that the operation in S-1 results in the following 
exports:  
 

111. Single HTTP PUT.  
 

112. HTTP PUT for each granule in the collection.  
 

113. HTTP PUT for each specified collection.  
 

114. HTTP PUT for each granule and collection in 
the specified group.  
 

115. HTTP DELETE for each logically deleted 
granule in the specified collection.  
 

116. HTTP PUT for each non-deleted granule in the 
specified collection.  
 

      

 



 

2581 
 

771 MANUAL EXPORT – INVOCATION VIA GUI[F] NON-DELETED GRANULES IN A 
COLLECTION (ECS-ECSTC-3181) 

DESCRIPTION: 
 
 

   S  241  1  [Manual Export – Invocation via GUI] Use the 
BMGT GUI to invoke manual export of metadata for 
the following:  
 

a. Granule metadata for a single granule.  
 

b. Granule metadata for all granules in a 
collection.  
 

c. Collection metadata for multiple collections.  
 

d. Granule and collection metadata for all 
collections in a Datapool Group.  
 

e. Granule deletions for all logically deleted 
granules in a collection.  
 

f. Granule metadata for all non-deleted granules 
in a collection.  
 

      

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure collection C1 is installed.   
3 Ensure collection C1 is enabled for collection and granule export.   
4 Ensure granules G1 ... G4 are in AIM.   
5 Ensure granule G3 is logically deleted.   
6 Ensure granule G4 is DFAed.   
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# Action Expected Result Notes 
7 Ensure a TCP proxy or mock ECHO is capturing BMGT traffic.   
8 <i>Setup</i>  #comment 
9 <i>S-1 Use the BMGT GUI to invoke manual export of metadata for the 

following:<br />    f) Granule metadata for all non-deleted granules in a 
collection.</i> 

 #comment 

10 [FIXME] Use the BMGT GUI to export metadata for all non-logically 
deleted granules in collection C1. 

  

11 <i>Verification</i>  #comment 
12 <i>V-1 Verify that the operation in S-1 results in the following exports:<br />   

f) HTTP PUT for each non-deleted granule in the specified collection.</i> 
 #comment 

13 Verify a single HTTP PUT is sent for each granule G1, G2.   

 
 
TEST DATA: 
See Test Case 643. 
 
EXPECTED RESULTS: 
 
 

   V  241  1  Verify that the operation in S-1 results in the following 
exports:  
 

117. Single HTTP PUT.  
 

118. HTTP PUT for each granule in the collection.  
 

119. HTTP PUT for each specified collection.  
 

120. HTTP PUT for each granule and collection in 
the specified group.  
 

121. HTTP DELETE for each logically deleted 
granule in the specified collection.  
 

122. HTTP PUT for each non-deleted granule in the 
specified collection.  
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772 ORDER STATUS GUI: DISPLAY ORDER STATUS, OD_S6_05. CRITERION 130 (ECS-ECSTC-
3182) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Request the status of a single, completed order that was handled by the OMS 

and that contains at least two requests by specifying a valid Order Id and user 
contact email address.<br /><br />Each request in the order should contain at 
least 100 granules that have NOT been processed by HEG or the external 
subsetter. 

  

2 <i>Verify the following:</i>  #comment 
3 a. Order Id is correctly displayed.   
4 b. Submission date/time is correctly displayed.   
5 c. Order state is correctly displayed.   
6 d. Order completion date/time is correctly displayed.   
7 e. Request information (Request Id, request state, media type, number of 

granules, request completion date/time) is correctly displayed 
  

8 f. Order state and request states are presented in terms that an end user can 
understand. 

  

9 g. Order and request information are properly segmented across html pages in 
accordance with the user-configurable number of items per page. 

  

10 h. There is an indication that additional request details are available.   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
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773 ORDER STATUS GUI: DISPLAY ORDER STATUS BASED ON HISTORY RANGE, 0D_S6_05, 
CRITERION 180 (ECS-ECSTC-3183) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Request order history by specifying a starting and ending date, user contact 

email address, and one valid Order Id for the user.<br /><br />Ensure that at 
least 100 orders are displayed that represent a mix of orders for which request 
details are available for some orders and  not available for others.<br /><br 
/>Ensure that the date range requires the Order Status Interface to retrieve 
information from both the Order Manager operational tables and archive 
tables.<br /><br />Ensure that at least one of the orders contains granules that 
were processed by the external subsetter and one of the orders contains 
granules that were processed by HEG. 

  

2 Verify that the correct orders are returned and sorted by submission 
date/time. 

  

3 <i>For each order verify the following:</i>  #comment 
4 a. Order Id is correctly displayed.   
5 b. Submission date/time is correctly displayed.   
6 c. Order state is correctly displayed.   
7 d. Order completion date/time is correctly displayed.   
8 e. Request information (Request Id, request state, media type, number of 

granules, request completion date/time) is correctly displayed, including the 
processing description for the granule to be processed by the external 
subsetter, in a manner which should be generally understandable by the user. 

  

9 f. Order state and request states are presented in terms that an end user can 
understand. 

  

10 g. Order and request information are properly segmented across html pages in 
accordance with the user-configurable number of items per page. 

  

11 h. An indication is provided when request details are not available for an 
order. 
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TEST DATA: 
 
EXPECTED RESULTS: 
 

774 VALIDATING HDG FILES (ECS-ECSTC-3184) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Get two HDF files with known differences.   
2 Use the HDIFF tool to compare them.   
3 Verify that the differences are detected.   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

775 SINGLE GRANULE ORDER (ECS-ECSTC-3185) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Submit a single granule order through EWOC with the following media 

types: FtpPull, FtpPush, CDROM, DVD and DLT. 
  

2 Verify that the order is successfully registered in the OMS.   

 
 



 

2586 
 

TEST DATA: 
 
EXPECTED RESULTS: 
 

776 CANCELLED AND FAILED GRANULES (ECS-ECSTC-3186) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Submit an order through EWOC and then cancel the order in the OMS GUI.   
2 After the order has been canceled, verify that the EWOC sends an order 

update status message to ECHO indicating that the order has been canceled 
within 5 minutes of order status update in ECS. 

  

3 Repeat above test but this time fail the order in the OMS GUI.   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

777 SINGLE GRANULE ORDER WITH INVALID ESDT OR GRANULE ID (ECS-ECSTC-3187) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Submit a single granule order through EWOC for a granule that is not 

available in ECS. 
  

2 Verify that EWOC rejects the submission of the order specifying which 
granules failed validation. 
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TEST DATA: 
 
EXPECTED RESULTS: 
 

778 DOUBLE GRANULE ORDER CONTAINING SIMPLE ITEMS WITH DIFFERENT MEDIA 
REQUIREMENTS (ECS-ECSTC-3188) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Submit an order through EWOC for two products as follows,</i>  #comment 
2 a) Product 1 should be a simple granule of media type FTP PULL.<br />This 

is referred to as granule 1 
  

3 b) Product 2 should be a simple granule of media type FTP PUSH.<br />This 
is referred to as granule 2 

  

4 <i>Verify that the following occurred,</i>  #comment 
5 a) An order was registered with MSS corresponding to the order submitted.   
6 b) Two requests were registered with MSS corresponding to the order 

submitted. One request for granule 1 and one request for 2 
  

7 c) Two requests were registered with OMS corresponding to the order 
submitted. One request for granule 1 and one request for 2 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 



 

2588 
 

779 MULTIPLE GRANULES ORDER – SOME REGULAR AND SOME EXTERNAL PROCESSING 
(ECS-ECSTC-3189) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Submit order through EWOC for eight products as follows,</i>  #comment 
2 a) Product 1 should be a simple granule of media type FTP PUSH.<br />This 

is referred to as granule 1 
  

3 b) Product 2 should be a simple granule of media type FTP PUSH with a 
different set of push parameters (excluding user string) to product 1.<br 
/>This is referred to as granule 2 

  

4 c) Product 3 should be a simple granule of media type CD-ROM.<br />This 
is referred to as granule 3 

  

5 d) Product 4 should be a simple granule of media type CD-ROM.<br />This 
is referred to as granule 4 

  

6 e) Product 5 should be a spatially-subsetted granule of media type FTP 
PULL.<br />This is referred to as granule 5 

  

7 f) Product 6 should be a spatially-subsetted (different spatial extent to product 
5) granule of media type FTP PULL.<br />This is referred to as granule 6 

  

8 g) Product 7 should be a simple granule of media type FTP PUSH with the 
same set of push parameters as granule 1 except user string.<br />This is 
referred to as granule 7 

  

9 h) Product 8 should be a spatially-subsetted (same spatial extent  and external 
processor as product 5) granule of media type FTP PULL.<br />This is 
referred to as granule 8 

  

10 <i>Verify that the following occurred,</i>  #comment 
11 a) An order was registered with MSS corresponding to the order submitted.   
12 b) Five requests were registered with MSS corresponding to the order 

submitted. 
  

13 c) Five requests were registered in OMS corresponding to those requests in 
MSS. 

  

14 d) One request in OMS contains 2 granules with the correct processing 
options for granule 1 and 7 
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# Action Expected Result Notes 
15 e) One request in OMS contains 1 granule with the correct processing options 

for granule 2 
  

16 f) One request in OMS contains 2 granules with the correct processing 
options for granule 3 and 4 

  

17 g) One request in OMS contains 2 granules with the correct processing 
options for granules 5 and 8 

  

18 h) One request in OMS contains 1 granule with the correct processing options 
for granule 6 

  

19 <i>Verify that the following occurred,</i>  #comment 
20 All granules are shipped to the customer via the correct distribution method 

and have been processed (if applicable) correctly. 
  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

780 DUPLICATE REQUESTS (ECS-ECSTC-3190) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Configure EWOC to check for duplicate requests by modifying the 

check.duplicate property to YES in the EcDmEwoc.properties. 
  

2 Submit an order through EWOC for a regular single granule  with distribution 
media type of FtpPush. 

  

3 Submit the same order again after a few seconds.   
4 Verify that the OMS shipped only one of the orders.   
5 Repeat the test after changing check.duplicate property to NO.   
6 Verify that the OMS shipped both orders.   
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TEST DATA: 
 
EXPECTED RESULTS: 
 

781 SINGLE GRANULE ORDER USING THE ASTER GDEM FORM (ECS-ECSTC-3191) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Submit a single granule order using the ASTER_GDEM form through 

Reverb. 
  

2 Login to PUMP where the provider is set up (e.g. https://api-
test.echo.nasa.gov/pump). 

  

3 Go to Provider Context and choose appropriate provider context.   
4 Click on Data Management and Option Definition to add the new 

ASTER_GDEM form. 
  

5 Click on Option Assignments to select the collection and assign the 
ASTER_GDEM form to the collection. 

  

6 Go to Reverb and search for the collection that was assigned the new form 
above. 

  

7 Add granules to be ordered to the shopping cart.   
8 When choosing options for granules, select the ASTER_GDEM form and 

choose a value in the intended usage field. 
  

9 Submit the order.   
10 Verify that the intended usage field is correctly populated in 

OmRequestGranule table. 
  

11 Verify the EMS Dataset Extraction Utility provides output of IntendedUsage 
values in flat file that is to be sent on to EMS. 

  

12 Run the following EMS extract utility command with or without the -v flag 
(verbose) with dates entered greater than 24-hour period, ie, one week 
apart:<br />The time period specified should include the orders that have 
IntendedUsage specified for GDEM scenario.<br /><br 
/>EcDbEMSdataExtractor.pl -m &lt;MODE&gt;  -s &quot;&lt;start 
date&gt;&quot; -e &quot;&lt;end date&gt;&quot; -v  -x DistFTP  -o 
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# Action Expected Result Notes 
13 Verify that output dataset file is created for dataset and date range and that 

the file includes the IntendedUsage values for the orders. 
  

 
 
TEST DATA: 
ASTER GDEM 
 
EXPECTED RESULTS: 
 

782 SINGLE GRANULE ORDER WITH ASSOCIATED PH, QA, BROWSE GRANULES (ECS-ECSTC-
3192) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Submit a single granule order, using the form that enables ordering associated 

granules through Reverb. 
  

2 Login to PUMP where the provider is set up (e.g.  https://api-
test.echo.nasa.gov/pump). 

  

3 Go to Provider Context and choose appropriate provider context.   
4 Click on Data Management and Option Definition to add and associate the 

PH/QA ordering form. 
  

5 Click on Option Assignments to select the collection and assign the form to 
the collection. 

  

6 Go to Reverb and search for the collection that was assigned the new form 
above. 

  

7 Add granules to be ordered to the shopping cart.   
8 When choosing options for granules, select the new form and select order PH, 

order QA and order Browse field. 
  

9 Submit the order.   
10 Verify that the associated granules are ordered and delivered in OMS.   
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TEST DATA: 
 
EXPECTED RESULTS: 
 

783 SYSTEM COMPONENTS AVAILABILITY (ECS-ECSTC-3193) 

DESCRIPTION: 
Verifies System Components can be successfully monitored. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Up or down status of system components – monitoring, event detection, 

notification</i> 
 #comment 

2 Configure the System Monitoring, Event Detection, and Response service to 
monitor the up or down status of the following system components:<br /><br 
/>  a. SDPS custom application host<br />  b. inetd<br />  c. DELETED<br 
/>  d. dns<br />  e. http<br />  f. ssh<br />  g. nfs<br />  h. sendmail<br />  i. 
Tomcat/Apache<br />  j. Sun Java System Web Server<br />  k. System 
mount point 

  

3 Verify that it is possible to configure the service to monitor all of the 
components for up or down status. 

  

4 Verify that the System Monitoring, Event Detection, and Response GUI 
displays the current status of all components which are being monitored, and 
that the status is correctly displayed as up. 

  

5 Bring down each of the monitored components.   
6 Verify that the GUI displays the current status of all of the components as 

down within one monitoring interval. 
  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
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784 ALERTING CAPABILITY (ECS-ECSTC-3194) 

DESCRIPTION: 
Verifies alerting capabilities including email and text message. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Configure the System Monitoring, Event Detection and Response service to 

send an email two at least two recipients when a custom code server has a 
change in status from up to down. 

  

2 Configure the System Monitoring, Event Detection and Response service to 
escalate the alert if it is not fixed within a configurable period of time.<br 
/>Set it up in the following manner:<br /><br />a. email to at least two 
recipients different than the original two<br />b. text message to at least two 
recipients 

  

3 Configure the primary alert notification to fire only once when the alert is 
detected. 

  

4 Verify that it is possible to configure the alerts and escalations.   
5 Verify that it is possible to configure the frequency at which the primary alert 

notification will fire. 
  

6 Verify that all email messages are received and that the text of all notification 
messages correctly identifies the alert. 

  

7 Allow the server to remain down for a period longer than the time period 
configured for the escalation. 

  

8 Verify that text messages are received and that the text of all notification 
messages correctly identifies the alert. 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
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785 RESOURCE USAGE MONITORING (ECS-ECSTC-3195) 

DESCRIPTION: 
Verifies capability to monitor resource usage metrics. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Configure the System Monitoring, Event Detection, and Response service to 

monitor the resource usage on one SDPS host. 
  

2 Configure the service to capture all of the metrics listed in S-MSS-05120.   
3 Verify that all of the metrics are captured and displayed on the GUI according 

to the collection interval defined for the metrics. 
  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

786 DISK SPACE USAGE (ECS-ECSTC-3196) 

DESCRIPTION: 
Verifies disk usage can be monitored correctly. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Space utilization monitoring and event detection</i>  #comment 
2 Configure the System Monitoring, Event Detection, and Response service to 

monitor space utilization for each of the following ECS components:<br 
/><br />a. Data Pool file system<br />b. Archive file system (e.g. snfs, 
amfs)<br />c. Sybase database device<br />d. Custom log directory 

  

3 Verify that it is possible to configure the service to monitor the space 
utilization of each of the components. 
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# Action Expected Result Notes 
4 Verify that the GUI displays the current space utilization of all of the 

components configured according to the monitoring interval. 
  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

787 CUSTOM CODE AVAILABILITY (ECS-ECSTC-3197) 

DESCRIPTION: 
Verifies ability to monitor the up and down status of custom code servers as well as restart of a custom code server. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Up or down status of Custom code and COTS services – monitoring, 

event detection, response</i> 
 #comment 

2 Configure the System Monitoring, Event Detection, and Response service to 
monitor the up or down status of each of the following services:<br />  a. 
Quick Servers<br />  b. Ingest servers<br />  c. OMS server<br />  d. 
EPD<br />  e. DPAD<br />  f. SSS<br />  g. AIM processes (IIU, XVU)<br 
/>  h. BMGT servers<br />  j. HEG server<br />  k. EWOC<br />  l. 
WebAccess<br />  m. Order Status<br />  n. SQS instance 

  

3 Configure the System Monitoring, Event Detection, and Response service to 
restart one of the custom code servers listed in S-40-1 when the server 
becomes unavailable. 

  

4 Ensure that all services being monitored are currently up.   
5 Verify that it is possible to configure the System Monitoring, Event 

Detection, and Response service to monitor services for up or down status. 
  

6 Verify that it is possible to configure the restart of the custom code server in 
S-40-2. 

  

7 Verify that the System Monitoring, Event Detection, and Response GUI 
displays the current status of all services which are being monitored, and that 
the status is correctly displayed as up. 
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# Action Expected Result Notes 
8 Bring down all of the services being monitored.   
9 Verify that the GUI displays the current status of all of the services as down 

within the configured monitoring interval. 
  

10 Verify that the custom code server which was configured to be restarted in S-
40-2 is restarted. 

  

11 Verify that at the next collection interval the status of the custom code server 
configured in S-40-2 is displayed as up. 

  

12 Verify that the execution of the restart of the custom code server is logged 
and that the log entry includes the time stamp. 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

788 GUI – CONFIGURE OPERATOR AND ROLES (ECS-ECSTC-3198) 

DESCRIPTION: 
Verify the ability to configure Hyperic operators and roles. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>GUI user access</i>  #comment 
2 Log in to the System Monitoring, Event Detection, and Response GUI with a 

user that has ‘security admin’ privileges. 
  

3 Create the following types of operator logins:<br />  a. View only<br />  b. 
Two mode monitoring administrators (two different modes)<br />  c. Security 
admin 

  

4 Verify that the ‘security admin’ operator is able to successfully create each of 
the operator logins. 

  

5 <i>GUI user roles</i>  #comment 
6 Login to the System Monitoring, Event Detection, and Response GUI as a 

user with ‘security admin’ privileges. 
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# Action Expected Result Notes 
7 Use existing users or create new users such that there are at least four 

different operators. 
  

8 Using the System Monitoring, Event Detection, and Response GUI create the 
following user roles:<br />  a. System Administrator<br />  b. Database 
Management<br />  c. ECS operations 

  

9 Configure the users such that one user belongs to the System Administrator 
role, one user belongs to the Database Management role, one user belongs to 
the ECS operations role, and one user has all three roles. 

  

10 Verify that it is possible to create each of the user roles.   
11 Verify that it is possible to assign a single role to a single user.   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

789 DPL INGEST BUSINESS PROCESS (ECS-ECSTC-3199) 

DESCRIPTION: 
Verify the ability to configure and monitor the DPL Ingest business process. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Business Process Monitoring – DPL Ingest</i>  #comment 
2 Ensure that the following resources are setup to be monitored by the System 

Monitoring, Event Detection, and Response service:<br />  a. DPL Ingest 
host<br />  b. ECS service hosts used for checksumming, archiving, and file 
transfers for the given mode<br />  c. Polling Service<br />  d. Processing 
Service<br />  e. Notification Service<br />  f. Quickserver on each ECS 
service host<br />  g. All Data Pool file systems<br />  h. All StorNext file 
systems used for Ingest<br />  i. Sybase host and database<br />  j. SQS 
instance used by XVU<br />  k. SQS instance used by IIU<br />  l. Apache / 
Tomcat web server hosting DPL Ingest GUI<br />  m. StorNext primary 
metadata server 
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# Action Expected Result Notes 
3 Using the System Monitoring, Event Detection, and Response GUI login as a 

‘monitoring admin’ operator and create the DPL Ingest business process. 
  

4 Configure the DPL Ingest business process to include all of the resources 
listed in S-60-1. 

  

5 Configure the DPL Ingest business process to include the monitoring of an 
individual data provider queue size and throughput metrics. 

  

6 Configure the business process rules to mark the DPL Ingest process as 
‘Down’ if any of the following occur:<br />  a. DPL Ingest host is 
unavailable<br />  b. Sybase is unavailable<br />  c. Notification, Polling, or 
Processing Services are down<br />  d. All ECS service hosts used for 
checksumming are unavailable<br />  e. All ECS service hosts used for 
archiving are unavailable<br />  f. All ECS service hosts used for file 
transfers are unavailable<br />  g. SQS instances used by XVU or IIU are 
down 

  

7 Configure the business process rules to mark the DPL Ingest process as 
‘Degraded’ if any of the following occur:<br />  a. At least one but not all 
Quickservers on ECS service hosts used for checksumming are 
unavailable<br />  b. At least one but not all Quickservers on ECS service 
hosts used for archiving are unavailable<br />  c. At least one but not all 
Quickservers on ECS service hosts used for file transfer are unavailable<br />  
d. StorNext primary metadata server is down<br />  e. The Ingest queue is 
larger than N number of granules and the granules per minute throughput is 
less than M granules per minute.<br />Note: For e. above the tester may 
configure values for N and M to be small in order to test this criterion in a 
non-performance mode. 

  

8 Configure the business process rules to mark the DPL Ingest process as 
‘Inactive’ if any of the following occur:<br />  a. Ingest throughput over the 
previous hour is 0. 

  

9 Ensure that at the start of the test all resources are available and that no Ingest 
has occurred during the previous hour. 

  

10 Verify that the current status of the DPL Ingest business process is displayed 
on the GUI as ‘Inactive’. 

  

11 Verify that it is possible to view the status of all of the DPL Ingest resources 
grouped together. 

  

12 Verify that it is possible to configure each of the business rules in S-60-4.   
13 Verify that it is possible to configure each of the business rules in S-60-5.   
14 Verify that it is possible to configure each of the business rules in S-60-6.   
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# Action Expected Result Notes 
15 Verify that the current status of one of the ingest resources is ‘Alert Pending’ 

and there is an explanation which identifies the Ingest throughput as being 0. 
  

16 Verify that all other resources are marked as available.   
17 Begin trickling in granules for Ingest at a rate greater than M (as configured 

in S-60-5 part e.) granules per minute.<br />Once the granules begin to 
complete Ingest successfully: 

  

18 Verify that the DPL Ingest business process status is changed from ‘Inactive’ 
to ‘Active’ within the configured monitoring interval. 

  

19 Verify that all of the DPL Ingest resources are displayed as available.   
20 Bring down one, but not all of the Quickservers used for file transfers. Verify 

that the DPL Ingest business process status is changed from ‘Active’ to 
‘Degraded’ within the configured monitoring interval. 

  

21 Verify that there is a resource with an alert pending which identifies the 
Quickserver that is unavailable. 

  

22 Bring down the remaining Quickservers used for file transfers such that they 
are all unavailable. 

  

23 Verify that the DPL Ingest business process status is changed from 
‘Degraded’ to ‘Down’ within the configured monitoring interval. 

  

24 Verify that on the business process page displaying the DPL Ingest resources, 
the Quickservers are displayed as down. 

  

25 Bring up all of the Quickservers used for file transfers.   
26 Verify that the DPL Ingest business process status is changed from ‘Down’ to 

‘Active’ within the configured monitoring interval. 
  

27 Verify that all of the DPL Ingest resources are displayed as available.   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

790 RESOURCE AVAILABILITY AND USAGE REPORTING (ECS-ECSTC-3200) 

DESCRIPTION: 
Verifies resource availability and usage reporting. 
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PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Custom Code Server Availability Report</i>  #comment 
2 Log in as the ‘security admin’ operator and configure the System Monitoring, 

Event Detection, and Response GUI to persistently store metrics information 
for a period of no less than 10 days. 

  

3 Generate a report detailing the availability of one of the custom code servers 
over a time period which is less than the value configured in S-70-1.<br /><br 
/>The custom code server must have the following characteristics:<br /><br 
/>  a. Availability data must be present for the custom code server over the 
entire time period<br />  b. There must be both uptime and downtime for the 
server during that time range (availability must be greater than 0% and less 
than 100%). 

  

4 Verify that it is possible to configure the number of days to persistently store 
historic metric data. 

  

5 Verify that the GUI displays the total uptime and total downtime over the 
specified time period. 

  

6 Verify that the GUI displays a graph detailing the availability over the 
specified time period. 

  

7 Verify that is possible to save and view the report outside of the GUI.   
8 <i>Resource Usage Report</i>  #comment 
9 Generate a report detailing the CPU usage of one of the SDPS code hosts 

over a time period less than the value configured in S-70-1.<br /><br 
/>Availability data must be present for the host over the entire time period. 

  

10 Verify that the GUI displays the min, max, and average CPU usage over the 
specified time period. 

  

11 Verify that the GUI displays a graph detailing the CPU usage over the 
specified time period. 

  

12 Verify that is possible to save and view the report outside of the GUI.   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
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791 INGEST QUEUE SIZE MONITORING (ECS-ECSTC-3201) 

DESCRIPTION: 
Verifies capability to monitor the size of Ingest queues. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Ingest Request Queue Size Monitoring</i>  #comment 
2 Configure the System Monitoring, Event Detection, and Response service to 

monitor the size of the Ingest request queue for two individual providers as 
well as the overall system. 

  

3 Ensure that there are requests queued for both of the providers for the 
duration of the test. 

  

4 Verify that the System Monitoring, Event Detection, and Response GUI 
displays the name of the Ingest request queue and the size of the queue by 
provider and overall. 

  

5 <i>Ingest Granule Queue Size Monitoring</i>  #comment 
6 Configure the System Monitoring, Event Detection, and Response service to 

monitor the size of the Ingest granule queue for two individual providers as 
well as the overall system. 

  

7 Ensure that there are granules queued for both of the providers for the 
duration of the test. 

  

8 Verify that the System Monitoring, Event Detection, and Response GUI 
displays the name of the Ingest granule queue and the size of the queue by 
provider and overall. 

  

9 <i>Ingest Notification Queue Size Monitoring</i>  #comment 
10 Configure the System Monitoring, Event Detection, and Response service to 

monitor the size of the Ingest notification queue for two providers as well as 
the overall system. 

  

11 Ingest data to ensure the size of the notification queue is greater than zero for 
each provider.<br /><br />Note: It is acceptable to bring the notification 
service down to prevent the actions from being worked off. 

  

12 Verify that the System Monitoring, Event Detection, and Response GUI 
displays the name of the Ingest notification queue and the size of the queue 
by provider and overall. 

  

13 <i>Ingest Throughput Monitoring</i>  #comment 
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# Action Expected Result Notes 
14 Configure the System Monitoring, Event Detection, and Response service to 

monitor the following Ingest throughput metrics for two individual providers 
as well as the overall system:<br />  a. Average number of science granules 
ingested per minute over the previous five minute sample. This will be 
referred to as metric A throughout the remainder of the test.<br />  b. 
Average MB per minute ingested over the previous five minute sample.<br />  
c. Estimated time to complete ingest for all items currently in the queue based 
and current throughput as calculated in metric A. 

  

15 Configure the collection interval for the metrics in S-200-1 to be less than 
five minutes.<br /><br />Note: If the collection interval is greater than five 
minutes the metrics will not cover the entire time period. 

  

16 Verify for each of the metrics that the System Monitoring, Event Detection, 
and Response GUI displays the name of the metric and its current value by 
provider as well as the overall system. 

  

17 Verify that the current value of each metric is correct.   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

792 INGEST ALERT AND INTERVENTION MONITORING (ECS-ECSTC-3202) 

DESCRIPTION: 
Verifies Ingest alert and intervention monitoring. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Ingest Alert and Intervention Counts with Warning Notifications</i>  #comment 
2 Configure the System Monitoring, Event Detection, and Response service to 

monitor the following for two individual providers as well as the overall 
system:<br />  a. Number of open Ingest alerts<br />  b. Number of open 
Ingest interventions 

  

3 Cause alerts and interventions such that the values are nonzero.   
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# Action Expected Result Notes 
4 Verify that it is possible to configure the service to monitor the number of 

open Ingest interventions and the number of open Ingest alerts by provider 
and for the overall system. 

  

5 Verify that the System Monitoring, Event Detection, and Response GUI 
displays the correct counts for the number of open Ingest interventions and 
the number of open Ingest alerts by provider and for the overall system. 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

793 DATABASE MONITORING (ECS-ECSTC-3203) 

DESCRIPTION: 
Verifies database monitoring capabilities. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Configure the System Monitoring, Event Detection, and Response service to 

monitor the main Sybase dataserver, the backup server, and an SQS instance. 
  

2 Configure it such that the database connection to the Sybase dataserver and 
the SQS instance are monitored. 

  

3 Cause an issue such that you cannot connect to the database server.   
4 Verify that the database server connection is marked as unavailable.   
5 Bring down the database server.   
6 Verify that the database server process is marked as unavailable.   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
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794 FILE TRANSFER MONITORING (ECS-ECSTC-3204) 

DESCRIPTION: 
Verifies Wu-FTP monitoring. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>File transfer monitoring</i>  #comment 
2 Configure the System Monitoring, Event Detection, and Response service to 

monitor transfers via Wu-FTP 
  

3 Transfer several files via Wu-FTP and verify that the GUI displays the 
number of open sessions, number of files transferred, and the average 
throughput of files transferred. 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

795 EXTERNAL SERVICE MONITORING (ECS-ECSTC-3205) 

DESCRIPTION: 
Verifies monitoring of external services. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>External service monitoring</i>  #comment 
2 Configure the System Monitoring, Event Detection, and Response service to 

monitor the up or down status of the following system components:<br />  a. 
Order Status GUI<br />  b. DPL Web Access 

  

3 Configure the System Monitoring, Event Detection, and Response service to 
monitor the up or down status of the following external components:<br />  a. 
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# Action Expected Result Notes 
HSA<br />  b. WIST<br />  c. ECHO API 

4 Ensure that all components being monitored are currently up.   
5 Verify that it is possible to configure the service to monitor components for 

up or down status. 
  

6 Bring down each of the monitored components.   
7 Verify that the GUI displays the current status of all of the components as 

down. 
  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

796 OMS ALERT AND INTERVENTION MONITORING (ECS-ECSTC-3206) 

DESCRIPTION: 
Verifies capability to monitor OMS alerts and interventions. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>OMS alert and intervention monitoring</i>  #comment 
2 Configure the System Monitoring, Event Detection, and Response service to 

monitor the following:<br />  a. Number of OMS Alerts<br />  b. Number of 
OMS Interventions 

  

3 Cause OMS interventions and alerts such that the numbers are nonzero and 
the values are different from one another. 

  

4 Verify that it is possible to configure the service to monitor the number of 
open OMS interventions and the number of open OMS alerts. 

  

5 Verify that the System Monitoring, Event Detection, and Response GUI 
displays the correct counts for the number of open OMS interventions and the 
number of open OMS alerts. 

  

 
 



 

2606 
 

TEST DATA: 
 
EXPECTED RESULTS: 
 

797 OMS QUEUE MONITORING (ECS-ECSTC-3207) 

DESCRIPTION: 
Verifies ability to monitor OMS queues. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>OMS queue size monitoring</i>  #comment 
2 Configure the System Monitoring, Event Detection, and Response service to 

monitor the OMS Granule Queue size and OMS Request Queue Size. 
  

3 Order granules such that the queue sizes are nonzero and different values 
from one another. 

  

4 Verify that the System Monitoring, Event Detection, and Response GUI 
displays the name of the OMS granule and request queues and the size of the 
queues. 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

798 CUSTOM CODE METRICS (ECS-ECSTC-3208) 

DESCRIPTION: 
Verifies capability to monitor all custom code server metrics. 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 <i>Custom Code Server Monitoring – Metrics</i>  #comment 
2 Configure the System Monitoring, Event Detection, and Response service to 

monitor the following custom code servers ensuring that all of the metrics 
defined in C-MSS-05265 are captured:<br /><br />  b. Action Driver<br />  
c. All Quick Server instances<br />  d. SSS Subscribed Event Driver<br />  e. 
SSS Delete Request Driver<br />  f. SSS Action Driver<br />  g. SSS 
Recovery Driver<br />  h. Order Manager server<br />  i. DPL Ingest 
Notification Service<br />  j. DPL Ingest Processing Service<br />  k. DPL 
Ingest Polling Service<br />  l. BMGT generator server<br />  m. BMGT 
packager server<br />  n. BMGT export server<br />  o. BMGT monitor 

  

3 Verify that the metrics collected for each server can be viewed via the System 
Monitoring, Event Detection, and Response service. 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

799 CUSTOM UTILITY MONITORING (ECS-ECSTC-3209) 

DESCRIPTION: 
Verifies capability to monitor various custom code utilities. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Custom Code Utility Monitoring</i>  #comment 
2 Configure the System Monitoring, Event Detection, and Response service to 

monitor the following custom code utilities ensuring that all of the metrics 
defined in C-MSS-05265 are captured:<br /><br />  a. Granule Deletion 
utilities<br />  b. QA Update utility<br />  c. Online Archive utilities<br />  
d. Move Collection utility<br />  e. Checksum Verification utilities<br />  f. 
Data Pool cleanup utilities 

  

3 Verify that the metrics collected for each utility can be viewed via the System   
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# Action Expected Result Notes 
Monitoring, Event Detection, and Response service. 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

800 DATA ACCESS BUSINESS PROCESS (ECS-ECSTC-3210) 

DESCRIPTION: 
Verifies ability to configure and monitor the Data Access business process. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Business Process Monitoring – Data Access</i>  #comment 
2 Ensure that the following resources are setup to be monitored by the System 

Monitoring, Event Detection, and Response service:<br />  a. x4eil01<br />  
b. x4ftl01<br />  c. wu-ftp server<br />  d. Apache/Tomcat on x4eil01<br />  
e. DPL Web Access GUI<br />  f. Sybase server<br />  g. SQS instances<br 
/>  h. Web Order Status GUI<br />  i. DPL file systems<br />  j. 
ECHO/WIST interface<br />  k. Local DAAC web page 

  

3 Using the System Monitoring, Event Detection, and Response GUI login as a 
‘monitoring admin’ operator and create the Data Access business process. 

  

4 Configure the Data Access business process to include all of the resources 
listed in S-600-1. 

  

5 Configure the DPL Ingest business process to include the monitoring of the 
following metrics:<br />  a. Number of wu-ftp sessions<br />  b. Number of 
file transfers via ftp<br />  c. ftp transfer rates<br />  d. Number of file 
transfers via http<br />  e. http transfer rates<br />  f. Number of DPL web 
access sessions 

  

6 Configure the business process rules to mark the Data Access process as 
‘Down’ if any of the following occur:<br />  a. The x4eil01 and x4ftl01 hosts 
are both unavailable<br />  b. Sybase is unavailable<br />  c. The DPL file 
systems are unavailable 
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# Action Expected Result Notes 
7 Configure the business process rules to mark the Data Access process as 

‘Degraded’ if any of the following occur:<br />  a. Either the x4eil01 host or 
the x4flt01 host is unavailable<br />  b. The wu-ftp server is unavailable<br 
/>  c. Apache/Tomcat on x4eil01 is unavailable<br />  d. The DPL Web 
Access GUI is unavailable<br />  e. The SQS instances used by xxxx are 
unavailable<br />  f. The Web Order Status GUI is unavailable<br />  g. The 
ECHO/WIST interface is unavailable 

  

8 Configure the business process rules to mark the Data Access process as 
‘Inactive’ if the following occur: 

  

9 Number of ftp transfers and number of http transfers over the previous 
monitoring interval is 0. 

  

10 Ensure that at the start of the test all resources are available and that no data 
accesses have occurred during the previous hour. 

  

11 Verify that the current status of the Data Access business process is displayed 
on the GUI as ‘Inactive’. 

  

12 Verify that it is possible to view the status of all of the Data Access resources 
grouped together. 

  

13 Verify that it is possible to configure each of the business rules in S-600-4.   
14 Verify that it is possible to configure each of the business rules in S-600-5.   
15 Verify that it is possible to configure each of the business rules in S-600-6.   
16 Verify that all Data Access resources are marked as available.   
17 Order data via the DPL Web Access GUI.   
18 Verify that the Data Access business process is changed from ‘Inactive’ to 

‘Active within the monitoring interval. 
  

19 Bring down the x4eil01 host.   
20 Verify that the Data Access business process is changed from ‘Active’ to 

Degraded’ within the configured monitoring interval. 
  

21 Verify that there is a resource with an alert pending which identifies that the 
x4eil01 is unavailable. 

  

22 Bring down the x4ftl01 host.   
23 Verify that the Data Access business process is changed from ‘Degraded’ to 

‘Down’ within the configured monitoring interval. 
  

24 Verify on the Data Access business processing page that the x4eil01 and 
x4ftl01 hosts as well as all resources running on those hosts are displayed as 
down. 

  

25 Restart the x4eil01 and x4ftl01 hosts.   
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# Action Expected Result Notes 
26 Manually start the custom code servers on those hosts.   
27 Verify that the Data Access business process status is changed from ‘Down’ 

to ‘Active’ within the configured monitoring interval. 
  

28 Verify that all of the Data Access resources are displayed as available.   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

801 ORDER MANAGEMENT BUSINESS PROCESS (ECS-ECSTC-3211) 

DESCRIPTION: 
Verifies ability to configure and monitor the Order Management business process. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Business Process Monitoring – Order Management</i>  #comment 
2 Ensure that the following resources are setup to be monitored by the System 

Monitoring, Event Detection, and Response service:<br />  a. OMS host<br 
/>  b. HEG processing host<br />  c. ftp push host (x4ftl01 at most 
locations)<br />  d. Order Manager server<br />  e. EWOC<br />  f. EPD 
server<br />  g. HSA<br />  h. Sybase<br />  i. DPL file systems<br />  j. 
DPL HEG server<br />  k. Copy Server (currently x4ftl01, but it is 
configurable) 

  

3 Using the System Monitoring, Event Detection, and Response GUI login as a 
‘monitoring admin’ operator and create the Order Management business 
process. 

  

4 Configure the Order Management business process to include all of the 
resources listed in S-610-1. 

  

5 Configure the Order Management business process to include the monitoring 
of the following metrics:<br />  a. OMS request queue size<br />  b. OMS 
granule queue size<br />  c. Order throughput average over the previous five 
minutes (by granule count and data volume per destination and ftp transfer 

  



 

2611 
 

# Action Expected Result Notes 
type)<br />  d. Number of open OMS alerts<br />  e. Number of open OMS 
interventions<br />  f. Number of suspended destinations 

6 Configure the business process rules to mark the Order Management process 
as ‘Down’ if any of the following occur:<br />  a. OMS host is 
unavailable<br />  b. Sybase is unavailable<br />  c. The Order Manager 
server is down 

  

7 Configure the business process rules to mark the Order Management process 
as ‘Degraded’ if any of the following occur:<br />  a. The HEG processing 
host is unavailable<br />  b. The EWOC is unavailable<br />  c. The EPD 
server is unavailable<br />  d. The HSA is unavailable<br />  e. The OMS 
granule queue is larger than N number of granules and the granules per 
minute order throughput is less than M granules per minute.<br />  f. There 
are open alerts<br />  g. There are open interventions<br />  h. There are 
suspended destinations<br /><br />Note: For e. above the tester may 
configure values for N and M to be small in order to test this criterion in a 
non-performance mode. 

  

8 Configure the business process rules to mark the Order Management process 
as ‘Inactive’ if all of the following occur:<br />  a. Order throughput average 
over the previous five minutes is 0<br />  b. OMS request queue size is 0<br 
/>  c. OMS granule queue size is 0. 

  

9 Ensure that at the start of the test all resources are available, that no orders 
have been processed over the previous five minutes, and that the OMS queues 
are 0. 

  

10 Verify that the current status of the Order Management business process is 
displayed on the GUI as ‘Inactive’. 

  

11 Verify that it is possible to view the status of all of the Order Management 
resources grouped together. 

  

12 Verify that it is possible to configure each of the business rules in S-610-4.   
13 Verify that it is possible to configure each of the business rules in S-610-5.   
14 Verify that it is possible to configure each of the business rules in S-610-6.   
15 Submit ftp push orders to the system and verify that the status of the Order 

Management business process is changed from ‘Inactive’ to ‘Active’ within 
the monitoring interval. 

  

16 Verify that the order throughput average for the configured destination for 
orders placed in S-610-3 becomes greater than 0 within the monitoring 
interval. 

  

17 Suspend a configured destination and verify that the status of the Order   
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# Action Expected Result Notes 
Management business process is changed from ‘Active’ to ‘Degraded’ within 
the monitoring interval. 

18 Verify that there is a resource with an alert pending which identifies that the 
configured destination is suspended. 

  

19 Shut down the Order Manger server and verify that the status of the Order 
Management business process is changed from ‘Degraded’ to ‘Down’ within 
the monitoring interval. 

  

20 Verify on the Order Manager business processing page that the Order 
Manager server is displayed as down. 

  

21 Restart the Order Manager server and re-enable the suspended destination.   
22 Verify that the Order Management business process status is changed from 

‘Down’ to ‘Active’ within the configured monitoring interval. 
  

23 Verify that all of the Order Management resources are displayed as available.   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

802 DATA POOL CLEANUP UTILITY WORKS AFTER GRANULES DELETED BY AIM GRANULE 
DELETION UTILITY: DP_7F_01 CRITERION 60 (ECS-ECSTC-3212) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Note:, Can be combined with test 5 Granule Logical Deletion—Physical 

and test 6 Granule Logical Deletion – DFA.</i> 
 #comment 

2 Using the AIM granule deletion utility, physically delete at least four science 
granules that are logically deleted (i.e., deleteEffectiveDate is not NULL).<br 
/>Do this before the corresponding logical deletions were processed by the 
Data Pool.<br /><br />Include among these granules: <br /><br />    a. ones 
that are currently in the public Data Pool. <br />    b. public granules with 
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# Action Expected Result Notes 
browse, where <br />        1. the browse are not also referenced by other 
public granules <br />        2. at least one browse has more than one related 
public science granule and they all shall be physically deleted <br />        3. 
the browse is referenced by a public granule being physically deleted and a 
public granule not being deleted.<br />    Include at least one MISR browse 
for each of these three cases. 

3 Using the AIM granule deletion utility, flag at least two science granules as 
deleted from archive (i.e., DeleteFromArchive changed ‘Y’). Include among 
these granules:<br /><br />    a. ones that are currently in the public Data 
Pool. <br />    b. public granules with browse, where <br />        1. the browse 
are not also referenced by other public granules <br />        2. at least one 
browse has more than one related public science granule and they all shall be 
physically deleted <br />        3. the browse is referenced by a public granule 
being physically deleted and a public granule not being deleted.<br />    
Include at least one MISR browse for each of these three cases. 

  

4 Using the AIM granule deletion utility, use the EcDsDeletionCleanup utility 
to physically delete at least two non-science granules that are logically 
deleted (i.e., deleteEffectiveDate is not NULL). 

  

5 Using the AIM granule deletion utility, flag at least two non-science granules 
as deleted from archive (i.e., DeleteFromArchive changed ‘Y’). 

  

6 Using the AIM granule deletion utilities (including the EcDsDeletionCleanup 
utility), cause the deletion of a browse granule that was linked with a public 
science granule. 

  

7 Run the test first by processing the propagated deletions in the Data Pool as 
an additional step during the sequence of AIM deletion steps. 

  

8 Repeat the test and trigger the processing of the propagated deletions in the 
Data Pool via cron. 

  

9 Verify that none of these granules will be in the Data Pool inventory or on the 
Data Pool disks after the next run of the Data Pool utility that handles the 
corresponding interface with the AIM CI. 

  

10 Verify that the browse related to granules that were deleted and where the 
browse are no longer referenced by other science granules are removed from 
the public Data Pool and DPL inventory. 

  

11 Verify that the browse that were referenced by deleted granules as well as 
granules that remain public remain in the public Data Pool and Data Pool 
inventory. 

  

12 Verify that a subsequent execution of the function that propagates these 
actions to the Data Pool will not attempt to process the same actions again. 
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TEST DATA: 
 
EXPECTED RESULTS: 
 

803 INSTALL ESDTS WITH A VARIETY OF SPATIAL SEARCH TYPES (ECS-ECSTC-3213) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Install ESDTs with a variety of spatial search types]</i>  #comment 
2 Verify that the descriptor ODL files for the ESDT being installed are moved 

from the installation source directory into the configured descriptor directory. 
  

3 Prepare descriptor files for several (at least 5) ESDTs covering a variety of 
ESDT types described below, such that the descriptors conform to the ECS 
data model and the XML schema validation rules, guaranteeing successful 
ESDT installation.  Examples of such can be found in 
/sotestdata/DROP_721/DS_7E_01/Criteria/2030, and are listed as 
follows:<br /><br />    1. ESDT descriptor with a spatial search attribute of 
Rectangle<br />        MOD09CMG.005<br />        MYD09CMG.005<br 
/><br />    2. ESDT descriptor with a spatial search attribute of GPolygon<br 
/>        MOD14.005<br />        MYD14.005<br /><br />    3. ESDT descriptor 
with a spatial search attribute of NotSupported<br />        AEPOE7W.001<br 
/>        PM1GBAD1.001<br /><br />    4. ESDT descriptor with a spatial 
search attribute of Orbit<br />        AE_Land.002<br />        AE_Rain.002<br 
/><br />    5. ESDT descriptor with a spatial search attribute of Point<br />        
g3bssp.007<br />        g3bt.007<br /> 

  

4 Ensure collections are not already installed.   
5 Ensure EcDsAmESDTMaint.properties has log.debug.level=XVERBOSE 

(for verification). 
  

6 Copy the descriptor files to the source directory (specified in the GUI).   
7 Verify that the descriptors are listed in the GUI.   
8 Get the current time to help search the logs.   
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# Action Expected Result Notes 
9 From the ESDT Maintenance GUI, select the ESDTs in the source directory 

and initiate installation. 
  

10 Upon completion of the ESDT installation, verify that the GUI displays a 
message indicating number of ESDTs successfully installed. 

  

11 Verify that the metadata elements provided in the descriptor files were 
validated by the XML Services library against the ESDR common schema, 
which conforms to the ECS data model.  If you have the ESDT Maintenance 
GUI debug level set to XVERBOSE, you should get a message something 
like the following in the ESDT Maintenance GUI log:<br /><br 
/>EcsFileProcessor.validateXmlFile DsESDTMoMOD09A1.005.xml<br 
/><br />Other than that, it might require looking at the actual code. 

  

12 Verify by inspection that the element types and lengths in the descriptors 
match those stated in the ESDT common schema which in turn matches the 
ECS data model. The ESDT common schema is under: 
/usr/ecs/MODE/CUSTOM/WWW/DSS/ESDTMaint/WEB-
INF/lib/EcDsAmEsdtCommonSchemas.jar.<br /> 

 Are the descriptors supposed 
to be compared to XML 
schema?<br />Should verify 
that the descriptors in the 
configured descriptors 
directory diff with the 
originals.<br />Jon Pals:<br 
/><br />&quot;     For Step 
5, Yes, it is asking that you 
compare what is in the ODL 
ESDT<br />descriptor file 
against the XML schema 
files.  For this, I suggest 
doing some<br />random 
sampling.  Just take a few 
attributes from the ESDT 
descriptor file and<br />find 
how those attributes are 
defined in the XML schema 
files.&quot;<br />Need an 
automated way to compare 
ODL descriptor files to 
XML schemas.<br /> 

13 Verify that an MCF file is generated for each ESDT being installed, and 
stored into the configured MCF directory location<br />( locations pulled 
from /custom/ecs/TS3/CUSTOM/cfg/EcDsAmESDTMaint.properties )<br 
/><br />descriptor.target.dir   = /stornext/smallfiles/TS3/descriptor <br 

 20130731t124819::f5dpl01v
::cmshared::/stornext/smallfi
les/TS3/mcf<br />$ find . -
type f -mtime -1 | sed 
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# Action Expected Result Notes 
/>descriptor.source.dir = /usr/ecs/TS3/CUSTOM/data/ESS<br 
/>mcf.target.dir             = /stornext/smallfiles/TS3/mcf<br 
/>archive.metadata.dir  = /stornext/smallfiles/TS3/metadata<br /> 

's/..\([^#]*\)#\([^.]*\).*/\1.\2/
'<br />MOD09CMG.005<br 
/>MOD14.005<br 
/>MYD14.005<br 
/>MYD09CMG.005<br 
/>AE_Land.002<br 
/>AE_Rain.002<br 
/>g3bssp.007<br 
/>PM1GBAD1.001<br 
/>g3bt.007<br 
/>AEPOE7W.001<br /> 

14 Verify that the generated MCF files are correct.<br />  ( Define 
&quot;correct&quot;: The 
MCFs should be a pretty 
close match with the<br 
/>INVENTORYMETADAT
A section and the 
ARCHIVEDMETADATA 
section in the ESDT<br 
/>descriptor file.  The place 
where there should be a 
difference in in the<br 
/>AdditionalAttributes 
group.  The 
ProductSpecificMetadata 
group in the ESDT<br 
/>descriptor file is replaced 
with a generic 
AdditionalAttributes group 
in the<br />MCF. )<br /><br 
/>Within the 
INVENTORYMETADATA 
group, the 
ProductSpecificMetadata 
group from the descriptor 
file should be replaced with 
this AdditionalAttributes 
block in the MCF file:<br 
/><br />   GROUP = 
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# Action Expected Result Notes 
AdditionalAttributes<br />      
OBJECT = 
AdditionalAttributesContain
er<br />         Data_Location 
= &quot;NONE&quot;<br 
/>         Mandatory = 
&quot;FALSE&quot;<br />    
CLASS = 
&quot;M&quot;<br />         
OBJECT = 
AdditionalAttributeName<b
r />            Mandatory = 
&quot;FALSE&quot;<br />    
CLASS = 
&quot;M&quot;<br />            
Data_Location = 
&quot;PGE&quot;<br />         
NUM_VAL = 1<br />            
TYPE = 
&quot;STRING&quot;<br 
/>         END_OBJECT = 
AdditionalAttributeName<b
r />         GROUP = 
InformationContent<br />       
CLASS = 
&quot;M&quot;<br />            
OBJECT = 
ParameterValue<br />             
Mandatory = 
&quot;FALSE&quot;<br />    
Data_Location = 
&quot;PGE&quot;<br />         
NUM_VAL = 1<br />             
TYPE = 
&quot;STRING&quot;<br 
/>            END_OBJECT = 
ParameterValue<br />         
END_GROUP = 
InformationContent<br />      
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# Action Expected Result Notes 
END_OBJECT = 
AdditionalAttributesContain
er<br />   END_GROUP = 
AdditionalAttributes<br 
/>MODIS MCF files should 
include the descriptor file's 
ARCHIVEDMETADATA 
group.<br 
/>AE_Land#002.MCF, 
AE_Rain#002.MCF, and  
PM1GBAD1#001.MCF do 
not have this group<br /> 

15 Verify that an XML schema file (*.xsd) is generated for each ESDT being 
installed, and stored into the descriptors directory. 

  

16 Verify that the generated XML schema files contain validation rules based 
upon the contents of the Inventory section of the Descriptor file and the 
default element rules.<br /> 

 The &quot;Inventory 
section&quot; probably 
starts here:<br />GROUP = 
INVENTORYMETADATA
<br />Jon Pals:<br /><br />     
For Step 9, take a look at the 
'Mandatory =' lines in the 
INVENTORYMETADATA 
section of the ESDT 
descriptor file and compare 
that with the ESDT's .xsd 
file in the 
/stornext/smallfiles/&lt;MO
DE&gt;/descriptor directory.  
The 
INVENTORYMETADATA 
attributes with 'Mandatory = 
&quot;FALSE&quot;' lines 
should be listed in the .xsd 
file as having 
'minOccurs=&quot;0&quot;'
.  The 
INVENTORYMETADATA 
attributes with 'Mandatory = 
&quot;TRUE&quot;' lines 
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# Action Expected Result Notes 
should be listed in the .xsd 
file as having no 
'minOccurs' or having a 
'minOccurs=&quot;1&quot;'
.<br /> 

17 Verify that basic collection identification information and proper spatial 
search type have been added into the AIM Inventory database.<br /> 

  

18 Verify that the PSA associations, if any, have been added into the AIM 
Inventory database.<br /> 

 select 
aa.additionalattributename<
br />from amcollection c<br 
/>join 
dsmdcollectionaddnlattribsx
ref ax<br />on c.collectionid 
= ax.collectionid<br />join 
dsmdadditionalattributes 
aa<br />on ax.attributeid = 
aa.attributeid<br />where 
c.shortname = 
'${SHORTNAME}'<br 
/>and c.versionid = 
${VERSIONID};<br /> 

19 Verify that an insert event, and event qualifiers are inserted into the Spatial 
Subscription Server database for each ESDT being installed.<br /> 

 Event qualifiers appear 
restricted to those defined in 
ecnbeventmetadataattrdef.att
ributename.<br 
/>EVENTPARMS: 
Extracted from descriptor 
file<br /><br />Online 
EVENTPARMS known by 
SSS will be added.<br /><br 
/>-- What qualifiers does 
SSS know about?<br 
/>select *<br />from 
ecnbeventmetadataattrdef<b
r />where attributename in 
(${EVENTPARMS});<br 
/><br />-- What qualifiers 
were added?<br />select 
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# Action Expected Result Notes 
attributename<br />from 
ecnbeventattrxref<br 
/>where esdt_id = 
'${SHORTNAME}'<br 
/>and versionid = 
$VERSIONID;<br 
/>'RangeBeginningTime' 
and 'RangeEndingTime' 
appear to get combined into 
'GranuleTimeRange'.<br 
/><br 
/>'RangeBeginningDate' and 
'RangeEndingDate' appear 
to get combined into 
'GranuleDateRange'.<br 
/>g3bssp.007 and g3bt.007 
both lack date and time 
ranges, but both have 
GranuleTimeRange and 
GranuleDateRange in 
ecnbeventattrxref.<br 
/>example:<br />select *<br 
/>from 
ecnbeventdefinition<br 
/>where (esdt_id = 'MOD14' 
and versionid = 5)<br />or 
(esdt_id = 'MYD14' and 
versionid = 5)<br />or 
(esdt_id = 'AEPOE7W' and 
versionid = 1)<br />or 
(esdt_id = 'PM1GBAD1' 
and versionid = 1)<br />or 
(esdt_id = 'AE_Land' and 
versionid = 2)<br />or 
(esdt_id = 'AE_Rain' and 
versionid = 2)<br />or 
(esdt_id = 'MOD09CMG' 
and versionid = 5)<br />or 
(esdt_id = 'MYD09CMG' 
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# Action Expected Result Notes 
and versionid = 5)<br />or 
(esdt_id = 'g3bssp' and 
versionid = 7)<br />or 
(esdt_id = 'g3bt' and 
versionid = 7);<br /><br /> 
eventtype |    esdt_id     | 
versionid | eventid <br />----
---------+---------------+-------
-----+---------<br /> INSERT   
| AE_Land      |         2     |        
<br /> INSERT      | 
AE_Rain       |         2     |        
<br /> INSERT      | 
AEPOE7W    |         1     |        
<br /> INSERT      | 
MOD09CMG|         5     |        
<br /> INSERT      | MOD14   
|         5     |        <br /> 
INSERT      | MYD09CMG |   
5     |        <br /> INSERT      
| MYD14        |         5     |        
<br /> INSERT      | 
PM1GBAD1  |         1     |        
<br /> INSERT      | g3bssp     
|         7    |        <br /> 
INSERT      | g3bt           |        
7     |        <br />(10 
rows)<br /> 

20 Verify that the ESDT Maintenance GUI logs the processing activities 
including time of request, action requested, ESDT ShortName, Version ID, 
descriptor file name, and the result of the operation, in a configured log file. 

 The 
ESDTMaintenanceGUI.* 
logs include a timestamp in 
each log entry, but it's not 
clear when a request 
actually began.<br /><br 
/>These lines from the 
debug log may be the 
beginning of a request:<br 
/><br />07.31.2013 
12:02:09.563 : Thread ID 
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# Action Expected Result Notes 
[41] : VERBOSE : 
/usr/ecs/TS3/CUSTOM/data
/ESS/DsESDTAmAE_Land.
002.desc dataModelType is: 
ECS<br />07.31.2013 
12:02:09.563 : Thread ID 
[41] : VERBOSE : installing 
ESDT:/usr/ecs/TS3/CUSTO
M/data/ESS/DsESDTAmAE
_Land.002.desc<br />The 
action is not stated 
explicitly. In the debug log, 
one entry includes the word 
&quot;installing&quot;:<br 
/><br />07.31.2013 
12:02:11.821 : Thread ID 
[41] : VERBOSE : installing 
ESDT:/usr/ecs/TS3/CUSTO
M/data/ESS/DsESDTMoM
OD09CMG.005.desc<br 
/>The ShortName and 
Version ID are part of the 
descriptor filename. They 
appear in several other log 
entries, but it's not clear 
why:<br /><br />07.31.2013 
12:02:09.651 : Thread ID 
[41] : VERBOSE : 
AbstractServiceImpl.setObje
ct4CallableStmt() Param 
Index:10 String 
Value:AE_Land.002 
Type:12<br /><br 
/>07.31.2013 12:02:09.702 : 
Thread ID [41] : VERBOSE 
: 
AbstractServiceImpl.setObje
ct4CallableStmt() Param 
Index:1 String 
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# Action Expected Result Notes 
Value:AE_Land Type:1<br 
/>07.31.2013 12:02:09.702 : 
Thread ID [41] : VERBOSE 
: 
AbstractServiceImpl.setObje
ct4CallableStmt() Param 
Index:2 String Value:2 
Type:4<br />The debug log 
reports the successful 
installation like this:<br 
/><br />07.31.2013 
12:02:10.358 : Thread ID 
[41] : INFORMATION : 
InstallESDTPage:Successful
ly installed ESDT 
DsESDTAmAE_Land.002.d
esc<br />The 
ESDTMaintenanceGUI.ops0
.log contains very little 
information.<br />Example: 
<br />From 
/usr/ecs/TS3/CUSTOM/logs
/ESDTMaintenanceGUI.deb
ug0.log:<br /><br />time of 
the installation request:<br 
/>07.31.2013 12:02:11.821 : 
Thread ID [41] : VERBOSE 
: installing 
ESDT:/usr/ecs/TS3/CUSTO
M/data/ESS/DsESDTMoM
OD09CMG.005.desc<br 
/><br />action requested: 
(this shows the action 
taken)<br />07.31.2013 
12:02:11.821 : Thread ID 
[41] : VERBOSE : installing 
ESDT:/usr/ecs/TS3/CUSTO
M/data/ESS/DsESDTMoM
OD09CMG.005.desc<br 
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# Action Expected Result Notes 
/><br />ShortName:<br 
/>07.31.2013 12:02:11.862 : 
Thread ID [41] : VERBOSE 
: 
AbstractServiceImpl.setObje
ct4CallableStmt() Param 
Index:1 String 
Value:MOD09CMG 
Type:1<br /><br />Version 
ID:<br />07.31.2013 
12:02:11.862 : Thread ID 
[41] : VERBOSE : 
AbstractServiceImpl.setObje
ct4CallableStmt() Param 
Index:4 String Value:5 
Type:4<br /><br 
/>descriptor file name:<br 
/>07.31.2013 12:02:11.821 : 
Thread ID [41] : VERBOSE 
: installing 
ESDT:/usr/ecs/TS3/CUSTO
M/data/ESS/DsESDTMoM
OD09CMG.005.desc<br 
/><br />result of the 
operation (successful):<br 
/>07.31.2013 12:02:12.215 : 
Thread ID [41] : 
INFORMATION : 
InstallESDTPage:Successful
ly installed ESDT 
DsESDTMoMOD09CMG.0
05.desc 

21 <i>Verification Instructions</i>  #comment 
22 Verify that there are at least 5 descriptors that match the setup requirements 

in directory /sotestdata/DROP_721/DS_7E_01/Criteria/2030/.<br />Verify 
that the value of the OBJECT = SpatialSearchType group is “rectangle”, 
“GPolygon”, “not supported”, “point”, or “orbit” accordingly:<br /><br />| 
ESDT                  | SpatialSearchType | Archiving DAAC |<br />| 
ACR3L2SC.001    | NotSupported        | ASDC               |<br />| 
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# Action Expected Result Notes 
AEPOE7W.001     | NotSupported        | NSIDC              |<br />| 
AE_Land.002       | Orbit                     | NSIDC               |<br />| AE_Rain.002   
| Orbit                     | NSIDC               |<br />| MB2LME.198       | Orbit              
| ASDC                |<br />| MIANRCCH.198    | NotSupported        | ASDC         
|<br />| MIL2ASOS.198    | Orbit                     | ASDC                |<br />| 
MIL3DAE.198      | Rectangle               | ASDC               |<br />| 
MOD09CMG.005 | Rectangle              | LP DAAC            |<br />| 
MOD14.005        | GPolygon               | LP DAAC            |<br />| MOP02.003   
| Rectangle               | ASDC               |<br />| MYD09CMG.005  | Rectangle     
| LP_DAAC           |<br />| MYD14.005         | GPolygon               | LP DAAC   
|<br />| PM1GBAD1.001   | NotSupported        | NSIDC               |<br />| 
TL3ATD.002        | Rectangle              | ASDC                |<br />| g3assp.004       
| Point                     | ASDC                |<br />| g3atb.004          | Point                   
| ASDC                | 

23 Return to the ESDT List Page.<br />Select the check box next to the 
descriptor names set up in setup step 1.<br />Select the “Install new 
ESDTs/Update existing ESDTs” button.<br />Note the wall clock time of the 
start of the installation for later verification in the logs.<br />Note the number 
of descriptors selected. 

 Login to the ESDT 
Maintenance GUI.<br 
/>Ensure no test ESDT is 
currently installed.  If it is, 
delete its granules, clean up 
orphans, remove from the 
data pool (DPL GUI), and 
delete it (ESDT GUI).<br 
/>Click the &quot;Install 
new ESDTs/Update existing 
ESDTs&quot; button.<br 
/>Note the ESDT source 
directory.<br />Copy the 
test ESDTs to the ESDT 
source directory.<br /><br 
/>Login to the ESDT 
Maintenance GUI.<br 
/>Click the &quot;Install 
new ESDTs/Update existing 
ESDTs&quot; button.<br 
/>Select the test ESDTs.<br 
/>Click the &quot;Proceed 
with 
installation/update&quot; 
button.<br />Wait for the 
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# Action Expected Result Notes 
screen to refresh. 

24 Verify that the GUI displays the number of descriptors installed is equal to 
the number of descriptors selected. 

  

25 Verify that the metadata elements provided in the descriptor files were 
validated by the XML validation utility by viewing its application log in the 
mode. Verify for each descriptor that no failures occurred.<br /> 

  

26 Select one descriptor from each part of setup step 1.<br />   
27 Go to the directory where the generic descriptor schema is installed and view 

it. 
  

28 Verify by inspection that rules for elements in the generic schema are 
executed correctly for corresponding elements in the descriptor.<br />A 
similar comparison should be performed between the elements of the generic 
descriptor schema and the ECS data model. <br /> 

 What is the XML validation 
utility used, and where is its 
log?<br />Where is 
&quot;the directory where 
the generic descriptor 
schema is 
installed&quot;?<br /> 

29 Verify by inspection that rules for elements in the generic schema are 
executed correctly for corresponding elements in the descriptor.<br /> 

  

30 Verify each element in the descriptor file that has a matching element in the 
generic schema gets added to the descriptor's .xsd file.<br /> 

 &quot;A similar comparison 
should be performed 
between the elements of the 
generic descriptor schema 
and the ECS data 
model.&quot;<br /><br 
/>What does this mean?<br 
/>/usr/ecs/TS3/CUSTOM/lo
gs/ESDTMaintenanceGUI.d
ebug0.log shows the 
descriptor .xml and .xsd 
files are generated but not 
whether they are 
validated:<br /><br 
/>07.31.2013 12:02:12.021 : 
Thread ID [41] : 
xmlsvcs.schemagen.EcAmD
escSchemaGenImpl : 
VERBOSE : START 
generateDescriptorSchemaF
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# Action Expected Result Notes 
romOdlDescriptor 
odlDescriptor: 
/usr/ecs/TS3/CUSTOM/data
/ESS/DsESDTMoMOD09C
MG.005.desc 
outputSchema: 
/stornext/smallfiles/TS3/des
criptor/DsESDTMoMOD09
CMG.005.xsd<br 
/>07.31.2013 12:02:12.021 : 
Thread ID [41] : 
xmlsvcs.schemagen.EcAmD
escSchemaGenImpl : 
VERBOSE : START 
generateDescriptorXmlFile 
inputODLFile: 
/usr/ecs/TS3/CUSTOM/data
/ESS/DsESDTMoMOD09C
MG.005.desc 
outputXMLFile: 
/usr/ecs/TS3/CUSTOM/data
/ESS/DsESDTMoMOD09C
MG.005.desc.xml<br 
/>07.31.2013 12:02:12.050 : 
Thread ID [41] : 
xmlsvcs.schemagen.EcAmD
escSchemaGenImpl : 
VERBOSE : END 
generateDescriptorXmlFile 
inputODLFile: 
/usr/ecs/TS3/CUSTOM/data
/ESS/DsESDTMoMOD09C
MG.005.desc 
outputXMLFile: 
/usr/ecs/TS3/CUSTOM/data
/ESS/DsESDTMoMOD09C
MG.005.desc.xml<br 
/>07.31.2013 12:02:12.051 : 
Thread ID [41] : 
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# Action Expected Result Notes 
xmlsvcs.schemagen.EcAmD
escSchemaGenImpl : 
VERBOSE : START 
generateDescriptorSchemaF
romXmlDescriptor 
xmlDescriptor: 
/usr/ecs/TS3/CUSTOM/data
/ESS/DsESDTMoMOD09C
MG.005.desc.xml 
outputSchema: 
/stornext/smallfiles/TS3/des
criptor/DsESDTMoMOD09
CMG.005.xsd<br 
/>07.31.2013 12:02:12.051 : 
Thread ID [41] : 
xmlsvcs.schemagen.EcAmS
chemaGenerator : 
INFORMATION : 
createESDTSchema 
START: XML descriptor - 
/usr/ecs/TS3/CUSTOM/data
/ESS/DsESDTMoMOD09C
MG.005.desc.xml, Schema - 
/stornext/smallfiles/TS3/des
criptor/DsESDTMoMOD09
CMG.005.xsd<br 
/>07.31.2013 12:02:12.154 : 
Thread ID [41] : 
xmlsvcs.schemagen.EcAmS
chemaGenerator : 
INFORMATION : 
createESDTSchema DONE: 
XML descriptor - 
/usr/ecs/TS3/CUSTOM/data
/ESS/DsESDTMoMOD09C
MG.005.desc.xml, Schema - 
/stornext/smallfiles/TS3/des
criptor/DsESDTMoMOD09
CMG.005.xsd<br 



 

2629 
 

# Action Expected Result Notes 
/>07.31.2013 12:02:12.155 : 
Thread ID [41] : 
xmlsvcs.schemagen.EcAmD
escSchemaGenImpl : 
VERBOSE : END 
generateDescriptorSchemaF
romXmlDescriptor 
xmlDescriptor: 
/usr/ecs/TS3/CUSTOM/data
/ESS/DsESDTMoMOD09C
MG.005.desc.xml 
outputSchema: 
/stornext/smallfiles/TS3/des
criptor/DsESDTMoMOD09
CMG.005.xsd<br 
/>07.31.2013 12:02:12.155 : 
Thread ID [41] : 
xmlsvcs.schemagen.EcAmD
escSchemaGenImpl : 
VERBOSE : END 
generateDescriptorSchemaF
romOdlDescriptor 
odlDescriptor: 
/usr/ecs/TS3/CUSTOM/data
/ESS/DsESDTMoMOD09C
MG.005.desc 
outputSchema: 
/stornext/smallfiles/TS3/des
criptor/DsESDTMoMOD09
CMG.005.xsd 

31 Find the mcf target directory (parameter mcf.target.dir) in the 
EcAmMaintenanceGui.properties file.<br /><br />Change the directory to the 
ESDT specific subdirectory (probably 
/stornext/smallfiles/&lt;mode&gt;/mcf/).<br /><br />Perform an ls to verify 
that the mcf file is found.<br />Repeat for each MCF file generated from the 
ESDT installation. 

 /custom/ecs/${MODE}/CU
STOM/cfg/EcDsAmESDT
Maint.properties<br 
/>mcf.target.dir=/stornext/s
mallfiles/${MODE}/mcf 

32 Compare the descriptor file to the mcf file to verify that the MCF is 
correct.<br /> 
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# Action Expected Result Notes 
33 Change the directory to this directory (probably 

/stornext/smallfiles/&lt;mode&gt;/descriptor/). 
  

34 Perform an ls to verify that the schema file is found.<br />  /custom/ecs/${MODE}/CU
STOM/cfg/EcDsAmESDT
Maint.properties<br 
/>descriptor.target.dir=/storn
ext/smallfiles/${MODE}/de
scriptor 

35 Make a one to one comparison of the groups in the Inventory Section of the 
Descriptor file with the corresponding groups in the schema. 

  

36 Verify that the values of the descriptor are valid according to the rules in the 
schema. 

  

37 Find the descriptor source and target directory (parameters 
descriptor.source.dir and descriptor.target.dir) in the 
EcAmMaintenanceGui.properties file.<br /> 

  

38 Change to target directory (probably 
/stornext/smallfiles/&lt;mode&gt;/descriptor/). 

  

39 Perform an ls to verify that the descriptor file 
DsESDT&lt;ShortName&gt;.&lt;VersionId&gt;.desc is found.<br />Repeat 
for each part descriptor installed in the setup step 1. 

  

40 Verify that the descriptor file was deleted in the source directory in the mode.   
41 Change to directory descriptor.source.dir.   
42 Verify that the descriptor was deleted by using the ls command and finding 

no files matching the descriptor’s name.<br />Also, repeat for each descriptor 
installed. 

 /custom/ecs/${MODE}/CU
STOM/cfg/EcDsAmESDT
Maint.properties<br 
/>descriptor.source.dir=/usr/
ecs/${MODE}/CUSTOM/d
ata/ESS<br 
/>descriptor.target.dir=/storn
ext/smallfiles/${MODE}/de
scriptor<br />This should be 
at least 2 steps. 

43 In the AIM Inventory database, verify that the ShortName, VersionID, and 
insertTime are populated in the DsMdCollections table for each ESDT 
installed.<br /><br />    select ShortName, VersionID, insertTime<br />    
from DsMdCollections<br />    where ShortName = 
“&lt;ShortName&gt;”<br />    and VersionID= “&lt;VersionID&gt;”<br /> 
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# Action Expected Result Notes 
44 Verify that the spatial searchSearchType matches the one specified in the 

descriptor.<br /><br />    select configuredName, VersionID, 
spatialSearchType<br />    from DsMdESDTConfiguredType<br />    where 
configuredName = “&lt;shortName&gt;”<br />    and VersionID = 
“VersionID” <br /> 

  

45 Repeat for each installed ESDT.  select c.inserttime, 
esdt(c.shortname,c.versionid
), c.collectionid,<br />  
c.spatialsearchtype, 
e.spatialsearchtype<br 
/>from amcollection c<br 
/>join 
dsgeesdtconfiguredtype e<br 
/>on c.shortname = 
e.configuredname and 
c.versionid = e.versionid<br 
/>where (c.shortname = 
'${SHORTNAME}' and 
c.versionid = 
${VERSIONID})<br />or 
(c.shortname = 
'${SHORTNAME}' and 
c.versionid = 
${VERSIONID})<br 
/>...<br />order by 
c.spatialsearchtype, 
c.shortname, c.versionid;<br 
/>dsgeesdtconfiguredtype 
replaces 
DsMdESDTConfiguredTyp
e.<br />select c.inserttime, 
esdt(c.shortname,c.versionid
), c.collectionid,<br />  
c.spatialsearchtype, 
e.spatialsearchtype<br 
/>from amcollection c<br 
/>join 
dsgeesdtconfiguredtype e<br 
/>on c.shortname = 
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# Action Expected Result Notes 
e.configuredname and 
c.versionid = e.versionid<br 
/>where (c.shortname = 
'MOD14' and c.versionid = 
5)<br />or (c.shortname = 
'MYD14' and c.versionid = 
5)<br />or (c.shortname = 
'AEPOE7W' and c.versionid 
= 1)<br />or (c.shortname = 
'PM1GBAD1' and 
c.versionid = 1)<br />or 
(c.shortname = 'AE_Land' 
and c.versionid = 2)<br />or 
(c.shortname = 'AE_Rain' 
and c.versionid = 2)<br />or 
(c.shortname = 
'MOD09CMG' and 
c.versionid = 5)<br />or 
(c.shortname = 
'MYD09CMG' and 
c.versionid = 5)<br />or 
(c.shortname = 'g3bssp' and 
c.versionid = 7)<br />or 
(c.shortname = 'g3bt' and 
c.versionid = 7)<br />order 
by c.spatialsearchtype, 
c.shortname, c.versionid;<br 
/><br />                inserttime    
|         esdt          | 
collectionid | 
spatialsearchtype | 
spatialsearchtype<br />------
-------------------------------+--
------------------+--------------
+----------------------+---------
----------<br /> 2013-07-31 
12:02:12.560421 | 
MOD14.005        |       
198330 | GPolygon             | 
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# Action Expected Result Notes 
GPolygon<br /> 2013-07-31 
12:02:13.716981 | 
MYD14.005         |       
198332 | GPolygon             | 
GPolygon<br /> 2013-07-31 
12:02:11.403874 | 
AEPOE7W.001    |       
198328 | NotSupported       | 
NotSupported<br /> 2013-
07-31 12:02:14.194661 | 
PM1GBAD1.001   |       
198333 | NotSupported      | 
NotSupported<br /> 2013-
07-31 12:02:09.656776 | 
AE_Land.002      |       
198326 | Orbit                    | 
Orbit<br /> 2013-07-31 
12:02:10.765544 | 
AE_Rain.002       |       
198327 | Orbit                    | 
Orbit<br /> 2013-07-31 
12:02:14.865666 | 
g3bssp.007       |       198334 
| Point                    | Point<br 
/> 2013-07-31 
12:02:15.367958 | g3bt.007     
|       198335 | Point                  
| Point<br /> 2013-07-31 
12:02:11.866531 | 
MOD09CMG.005 |       
198329 | Rectangle             | 
Rectangle<br /> 2013-07-31 
12:02:13.12891   | 
MYD09CMG.005  |       
198331 | Rectangle             | 
Rectangle<br />(10 rows) 

46 In another terminal log into the Spatial Subscription Server (SSS) 
database.<br />View the &lt;ShortName&gt;.&lt;VersionId&gt; descriptor in 
the mode and find the INSERT object under the EVENT group in the 
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# Action Expected Result Notes 
descriptor.<br />Under the EVENTPARMS object are a list of parameters 
which should be populated in the SSS database. 

47 Verify that the event was inserted into the EcNbEventDefinition table.<br 
/><br />    select * from EcNbEventDefinition<br />    where ESDT_Id in ( 
&lt;a quoted list of ShortNames of installed ESDTs&gt;)<br /> 

  

48 Verify that each parameter EVENTPARM parameter is populated in the SSS 
database .<br /><br />    select * from EcNbEventAttrXref<br />    where 
ESDT_Id = “ShortName”<br /> 

  

49 Repeat this step for each descriptor installed   
50 Change directory to the log.dir directory of the mode.   
51 View the ESDT_Maint.log and search for the first ESDT installed.   
52 Verify the time of the installation request, the ShortName, Version ID, 

descriptor file name and the result of the operation (successful) is listed in the 
log file. 

  

53 Repeat for each ESDT installed.  time of the installation 
request:<br />07.31.2013 
12:02:11.821 : Thread ID 
[41] : VERBOSE : installing 
ESDT:/usr/ecs/TS3/CUSTO
M/data/ESS/DsESDTMoM
OD09CMG.005.desc<br 
/><br />ShortName:<br 
/>07.31.2013 12:02:11.862 : 
Thread ID [41] : VERBOSE 
: 
AbstractServiceImpl.setObje
ct4CallableStmt() Param 
Index:1 String 
Value:MOD09CMG 
Type:1<br /><br />Version 
ID:<br />07.31.2013 
12:02:11.862 : Thread ID 
[41] : VERBOSE : 
AbstractServiceImpl.setObje
ct4CallableStmt() Param 
Index:4 String Value:5 
Type:4<br /><br 
/>descriptor file name:<br 
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# Action Expected Result Notes 
/>07.31.2013 12:02:11.821 : 
Thread ID [41] : VERBOSE 
: installing 
ESDT:/usr/ecs/TS3/CUSTO
M/data/ESS/DsESDTMoM
OD09CMG.005.desc<br 
/><br />result of the 
operation (successful):<br 
/>07.31.2013 12:02:12.215 : 
Thread ID [41] : 
INFORMATION : 
InstallESDTPage:Successful
ly installed ESDT 
DsESDTMoMOD09CMG.0
05.desc 

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

804 UPDATE MULTIPLE ESDTS, SUCCESS CASE (ECS-ECSTC-3214) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 <i>Modify the ESDT descriptor ODL files for several (at least 6) previously 

installed ESDTs, such that the modifications include the following variety of 
ESDT updates:<br />    1. removing one or more existing collection level 
attributes that are not restricted<br />    2. removing DLLName parameter 
from the Collection metadata group<br />    3. changing the ShortName in the 

 #comment 
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# Action Expected Result Notes 
CollectionAssociation group<br />    4. changing a mandatory inventory 
attribute to optional<br />    5 adding one or more optional inventory 
metadata attributes<br />    6. adding one or more new qualifiers on existing 
events</i> 

3 <i>Use descriptors in 
/sotestdata/DROP_721/DS_7E_01/Criteria/2060/Replacement as the initial 
descriptors.<br />Use only GLA01.013 ... GLA06.013; do not use 
GLA07.013.</i> 

 #comment 

4 <i>Use descriptors in /sotestdata/DROP_721/DS_7E_01/Criteria/2120 as the 
replacement descriptors.</i> 

 #comment 

5 Compare each replacement descriptor with its initial counterpart, and note the 
differences. 

  

6 Ensure none of the test collections are installed, according to the ESDT 
Maintenance GUI. 

  

7 Note the values associated with the following names in 
EcDsAmESDTMaint.properties:<br /><br />descriptor.target.dir<br 
/>descriptor.source.dir<br />mcf.target.dir<br /><br />E.g.,<br /><br 
/>descriptor.target.dir=/stornext/smallfiles/OPS/descriptor<br 
/>descriptor.source.dir=/usr/ecs/OPS/CUSTOM/data/ESS<br 
/>mcf.target.dir=/stornext/smallfiles/OPS/mcf 

  

8 Install the initial test collections:<br /><br />Copy the descriptor files to the 
the ESDT Maintenance GUI host in ${descriptor.source.dir}.<br /><br />Log 
in to the ESDT Maintenance GUI.<br />Click the &quot;Install New 
ESDTs/Update Existing ESDTs&quot; button.<br />Select all the test 
descriptors.<br />Click the &quot;Proceed with installation/update&quot; 
button.<br />Ensure that all descriptors install successfully.<br />Ensure the 
descriptor files are removed from the source directory. 

  

9 Verify an MCF file is created in ${mcf.target.dir} for each descriptor.<br />   
10 Copy the MCF files to a separate directory for later verification.<br />   
11 Verify each descriptor was moved to ${descriptor.target.dir}.<br />   
12 Copy the descriptor files to a separate directory for later verification.<br />   
13 Verify an XML schema file (*.xsd) was created for each descriptor in 

${descriptor.target.dir}.<br /> 
  

14 Copy the schema files to a separate directory for later verification.<br />   
15 Extract /usr/ecs/TS3/CUSTOM/lib/DSS/EcDsAmEsdtCommonSchemas.jar 

for later verification. 
  

16 <i>Setup</i>  #comment 
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# Action Expected Result Notes 
17 Copy the descriptor files to the the ESDT Maintenance GUI host in 

${descriptor.source.dir}. 
  

18 Log in to the ESDT Maintenance GUI.   
19 Click the &quot;Install New ESDTs/Update Existing ESDTs&quot; button.   
20 Select all the test descriptors.   
21 Note the current time as t0.   
22 Click the &quot;Proceed with installation/update&quot; button.   
23 Upon completion of the ESDT update, verify that the GUI displays a message 

indicating the number of ESDTs successfully updated. 
  

24 <i>Verify that an MCF file is created for each ESDT being updated, and 
stored into the configured MCF directory location replacing the previous 
version.</i> 

 #comment 

25 Verify for each updated descriptor an MCF file exists in ${mcf.target.dir} 
with a timestamp more recent than time t0. 

  

26 <i>Verify that the MCF files are correct.</i>  #comment 
27 For each descriptor file, note the contents of the INVENTORYMETADATA 

section and the ARCHIVEDMETADATA section. 
  

28 Verify the MCF file has the same INVENTORYMETADATA group as the 
descriptor, with the exception that ProductSpecificMetadata group from the 
descriptor file is replaced with this static AdditionalAttributes block in the 
MCF file:<br /><br />   GROUP = AdditionalAttributes<br />      OBJECT = 
AdditionalAttributesContainer<br />         Data_Location = 
&quot;NONE&quot;<br />         Mandatory = &quot;FALSE&quot;<br />        
CLASS = &quot;M&quot;<br />         OBJECT = 
AdditionalAttributeName<br />            Mandatory = 
&quot;FALSE&quot;<br />            CLASS = &quot;M&quot;<br />            
Data_Location = &quot;PGE&quot;<br />            NUM_VAL = 1<br />            
TYPE = &quot;STRING&quot;<br />         END_OBJECT = 
AdditionalAttributeName<br />         GROUP = InformationContent<br />        
CLASS = &quot;M&quot;<br />            OBJECT = ParameterValue<br />        
Mandatory = &quot;FALSE&quot;<br />               Data_Location = 
&quot;PGE&quot;<br />               NUM_VAL = 1<br />               TYPE = 
&quot;STRING&quot;<br />            END_OBJECT = ParameterValue<br />    
END_GROUP = InformationContent<br />      END_OBJECT = 
AdditionalAttributesContainer<br />   END_GROUP = AdditionalAttributes 

  

29 Verify in the MCF file INVENTORYMETADATA section is followed by 
the descriptor's ARCHIVEDMETADATA section. 
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# Action Expected Result Notes 
30 <i>Verify the descriptor file for each ESDT is replaced by the updated 

descriptor file, and that the updated descriptor files are consistent with the 
ECS data model.</i> 

 #comment 

31 Verify each ESDT's updated descriptor file replaced the initial descriptor file 
in the ${descriptor.source.dir} directory, using diff. 

  

32 Verify each ESDT validates against the extracted schema.  For each 
ESDT,<br /><br />Log in to the ESDT Maintenance GUI.<br />Click on the 
descriptor file in the list.<br />Copy the XML version of the descriptor.<br 
/>Save the XML to a file.<br />Validate the file against the extracted 
schema:<br /><br />xmllint --noout --schema /path/to/schema/Descriptor.xsd 
../descriptor_file.xml 

  

33 <i>Verify that an XML schema file is generated for each ESDT and stored 
into the configured location replacing the previous version</i> 

 #comment 

34 Verify that each ESDT has an XML schema file (*.xsd) in 
${descriptor.source.dir} with a timestamp on or after time t0. 

  

35 <i>Verify that the generated XML schema files contain validation rules based 
upon the contents of the Inventory section of the Descriptor file and the 
default element rules.</i> 

 #comment 

36 Diff the updated XML schema files against the initial XML schema files 
saved earlier. 

  

37 Verify the differences between updated and initial XML schema files 
correspond to the differences between updated ana initial descriptor files. 

  

38 <i>Verify that collection-based tables in the AIM Inventory database as 
identified in the Operations Concept are populated with correct 
information.</i> 

 #comment 

39 For each updated ESDT, in the ecs database, in the amcollection table, verify 
lastupdate is after time t0 and each of LongName, CollectionDescription, 
SpatialSearchType, and RevisionDate match those in the descriptor file:<br 
/><br />select lastupdate, esdt(shortname,versionid), LongName,<br />  
CollectionDescription, SpatialSearchType, RevisionDate<br />from 
amcollection<br />where shortname = '${SHORTNAME}'<br />and 
versionid = ${VERSIONID}; 

  

40 For each updated ESDT, in the ecs database, in the 
DsGeESDTConfiguredType table, verify descriptorFileNameBase matches 
the descriptor file name and spatialSearchType matches that in the descriptor 
file:<br /><br />select descriptorFileNameBase, spatialSearchType<br 
/>from DsGeESDTConfiguredType<br />where configuredName = 
'${SHORTNAME}'<br />and versionid = ${VERSIONID}; 
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# Action Expected Result Notes 
41 For each updated ESDT, in the ecs database, verify the AdditionalAttributes 

are correctly cross-referenced and that each value matches that in the 
descriptor file in the appropriate AdditionalAttributesContainer section:<br 
/><br />select aa.attributeid, aa.additionalattributename,<br />  
aa.additionalattributedescription, aa.additionalattributedatatype,<br />  
aa.parameterunitsofmeasure, aa.parameterrangebegin,<br />  
aa.parameterrangeend, aa.parametervalueaccuracy,<br />  
aa.valueaccuracyexplanation, aa.measurementresolution<br />from 
amcollection c<br />join dsmdcollectionaddnlattribsxref ax<br />on 
c.collectionid = ax.collectionid<br />join dsmdadditionalattributes aa<br />on 
ax.attributeid = aa.attributeid<br />where c.shortname = 
'${SHORTNAME}'<br />and c.versionid = ${VERSIONID};<br /><br 
/>Note that if an additional attribute existed in the database prior to installing 
an ESDT, it will not be updated to reflect the new definition. 

  

42 <i>Verify that the insert event and event qualifiers are updated correctly in 
the Spatial Subscription Server database for each ESDT being updated.</i> 

 #comment 

43 Verify each ESDT has an INSERT event definition:<br /><br />select *<br 
/>from EcNbEventDefinition<br />where ESDT_Id = 
'${SHORTNAME}'<br />and VersionID = ${VERSIONID} 

  

44 From each descriptor file, get a list of EVENTPARM names:<br /><br />sed 
-n '/^\s*GROUP\s*=\s*EVENT\s*$/,/^END_GROUP\s*=\s*EVENT\s*$/ 
{<br />  
/^\s*OBJECT\s*=\s*INSERT\s*$/,/^\s*END_OBJECT\s*=\s*INSERT\s*$/ 
{<br />    
/^\s*OBJECT\s*=\s*EVENTPARMS\s*$/,/^\s*END_OBJECT\s*=\s*EVEN
TPARMS\s*$/ {<br />      /^\s*OBJECT\s*=\s*EVENTPARMS\s*$/ d<br />    
s/^\s*OBJECT\s*=\s*//p<br />    }<br />  }<br />}' ${DESCRIPTOR_FILE} 

  

45 For each ESDT, find the EVENTPARMS that are eligible to be added to the 
Spatial Subscription Server database:<br /><br />select attributename<br 
/>from ecnbeventmetadataattrdef<br />where attributename in 
(${EVENTPARMS})<br />order by attributename; 

  

46 For each ESDT, find the EVENTPARMS that were associated with that 
ESDT as event qualifiers:<br /><br />select attributename<br />from 
ecnbeventattrxref<br />where esdt_id = '${SHORTNAME}'<br />and 
versionid = $VERSIONID<br />order by attributename; 

  

47 Verify the associated event qualifiers match the eligible list with the 
exception that<br /><br />'RangeBeginningTime' and 'RangeEndingTime' 
from the descriptor get combined into 'GranuleTimeRange' in the 
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# Action Expected Result Notes 
database;<br /><br />'RangeBeginningDate' and 'RangeEndingDate' from the 
descriptor get combined into 'GranuleDateRange' in the database. 

48 Verify that, upon completion of updates, the ESDT Maintenance GUI 
displays a message saying that the ESDT changes will take effect only after 
the Ingest service is re-started. 

  

 
 
TEST DATA: 
Any current data types. 
 
  
 
Initial ESDTS: /sotestdata/DROP_721/DS_7E_01/Criteria/2060/Replacement 
 
Updated ESDTS: /sotestdata/DROP_721/DS_7E_01/Criteria/2120 
 
  
 
The 'update' ESDT descriptor files have been modified as follows: 
 
  
 
1. removing one or more existing collection level attributes that are not restricted 
 
    DsESDTGlGLA01.013.desc 
 
  
 
2. removing DLLName parameter from the Collection metadata group 
 
    DsESDTGlGLA02.013.desc 
 
  
 
3. changing the ShortName in the CollectionAssociation group 
 
    DsESDTGlGLA03.013.desc 
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4. changing a mandatory inventory attribute to optional 
 
    DsESDTGlGLA04.013.desc 
 
  
 
5 adding one or more optional inventory metadata attributes 
 
    DsESDTGlGLA05.013.desc 
 
  
 
6. adding one or more new qualifiers on existing events 
 
    DsESDTGlGLA06.013.desc 
 
    QAPercentInterpolatedData 
 
EXPECTED RESULTS: 
 

805 DELETE MULTIPLE ESDTS, SUCCESS CASE (ECS-ECSTC-3215) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>DS_7E_01 ESDT Maintenance GUI ITP:<br 

/>http://dmserver.gsfc.nasa.gov/release721/ESDT_Maint_GUI/ITP_DS_7E_
01_ESDTGUI.doc&para;</i> 

 #comment 

2 <i>Pre-Conditions</i>  #comment 
3 Ensure a database client is connected to the ecs database.   
4 Identify 3 ESDTs for deletion (C1, C2, C3).   
5 Save the collection IDs of C1, C2, C3. For each,<br /><br />select 

collectionid<br />from amcollection<br />where shortname = 
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# Action Expected Result Notes 
'${SHORTNAME}'<br />and versionid = ${VERSIONID} 

6 Save the attribute IDs associated with each of C1, C2, C3. For each,<br /><br 
/>select attributeid<br />from amcollection c<br />join 
dsmdcollectionaddnlattribsxref x<br />on c.collectionid = x.collectionid<br 
/>where shortname = '${SHORTNAME}'<br />and versionid = 
${VERSIONID} 

  

7 Ensure C1, C2, C3 have no granules. For each,<br /><br />select 
esdt(shortname, versionid), granuleid<br />from amgranule<br />where 
shortname = '${SHORTNAME}'<br />and versionid = ${VERSIONID} 

  

8 Ensure C1, C2, C3 are absent from the data pool. For each,<br /><br />select 
*<br />from amcollection<br />where groupid is null<br />and shortname = 
'${SHORTNAME}'<br />and versionid = ${VERSIONID} 

  

9 Ensure C1, C2, C3 are absent from the Spatial Subscription Server database. 
For each,<br /><br />select *<br />from EcNbSubscription<br />where 
esdt_id = '${C1_SHORTNAME}'<br />and versionid = ${C1_VERSIONID} 

  

10 <i>S-1 From the ESDT Maintenance GUI select a group of ESDTs for 
deletion.<br />Each of the ESDTs selected must satisfy the following 
conditions to for deletion to be possible:<br />    1. the ESDT contain no 
granules in the AIM inventory database<br />    2. the ESDT is not defined 
within the Data Pool<br />    3. the Spatial Subscription service contains no 
active or inactive subscriptions referencing the ESDT</i> 

 #comment 

11 Note the current time as t0.   
12 On the ESDT Maintenance GUI &quot;ESDT List&quot; page, select C1, 

C2, and C3. 
  

13 Click the “Delete Selected ESDTs” button at the bottom of the page to begin 
the ESDT deletion. 

  

14 Select OK at the confirmation prompt.   
15 <i>V-1 Verify that each ESDT was deleted successfully. <br />1. The MCF 

file was deleted <br />2. The ESDT XML schema file was deleted<br />3. 
The ESDT descriptor file was deleted.<br />4. The ESDT basic collections 
and PSA associations were deleted from the Inventory database <br />5. The 
insert events and event qualifiers for the ESDT were deleted from the 
Subscription Server database<br />6. The XML metadata file directories 
associated with the ESDT were removed from the XML archive <br />7. PSA 
definitions are removed if there are no other ESDTs associated with them</i> 

 #comment 

16 1. Verify no MCF files exist for C1, C2, or C3. For each ESDT,<br /><br />ls 
-l 

  



 

2643 
 

# Action Expected Result Notes 
/stornext/smallfiles/${MODE}/mcf/${SHORTNAME}#${VERSIONID}.M
CF<br /><br />For example,<br /><br />ls -l 
/stornext/smallfiles/OPS/mcf/MOD29P1D#005.MCF 

17 2. Verify no ESDT XML schema files exist for C1, C2, or C3. For each 
ESDT,<br /><br 
/>/stornext/smallfiles/${MODE}/descriptor/*${SHORTNAME}.${VERSIO
NID}.xsd<br /><br />For example,<br /><br />ls -l 
/stornext/smallfiles/OPS/descriptor/*MOD29.003.xsd 

  

18 3. Verify no ESDT descriptor files exist for C1, C2, or C3. For each 
ESDT,<br /><br 
/>/stornext/smallfiles/${MODE}/descriptor/*${SHORTNAME}.${VERSIO
NID}.desc<br /><br />For example,<br /><br />ls -l 
/stornext/smallfiles/OPS/descriptor/*MOD29.003.desc 

  

19 4. Verify the collections table has no rows for C1, C3, or C3. For each 
ESDT,<br /><br />select *<br />from amcollection<br />where shortname = 
'${C1_SHORTNAME}'<br />and versionid = ${VERSIONID} 

  

20 4. Verify additional attribute associations no longer exist for C1, C2, C3.<br 
/><br />select *<br />from dsmdcollectionaddnlattribsxref<br />where 
collectionid in (${COLLECTIONIDS}) 

  

21 5. Verify Subscription Server database has no event definitions for C1, C2, or 
C3. For each,<br /><br />select *<br />from ecnbeventdefinition<br />where 
esdt_id = '${SHORTNAME}'<br />and versionid = ${VERSIONID} 

  

22 5. Verify Subscription Server database has no event qualifiers for C1, C2, or 
C3. For each,<br /><br />select *<br />from ecnbeventattrxref<br />where 
esdt_id = '${SHORTNAME}'<br />and versionid = ${VERSIONID} 

  

23 6. Verify no XML metadata directory exists in the small file archive for C1, 
C2, or C3. For each,<br /><br />ls -ld 
/stornext/smallfiles/${MODE}/metadata/${SHORTNAME}.${VERSIONID
}<br /><br />For example,<br /><br />ls -ld 
/stornext/smallfiles/OPS/metadata/MOD29.003 

  

24 7. Verify the additional attribute definitions for C1, C2, C3 no longer 
exist:<br /><br />select attributeid<br />from dsmdadditionalattributes<br 
/>where attributeid in (${ATTRIBUTEIDS})<br /><br />If any previously 
associated attributes remain, verify they are associated with existing 
collections:<br /><br />select distinct(attributeid)<br />from 
dsmdcollectionaddnlattribsxref<br />where attributeid in 
(${REMAINING_ATTRIBUTEIDS})<br /><br />should return the same list 
of ${REMAINING_ATTRIBUTEIDS}. 
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# Action Expected Result Notes 
25 <i>V-2 Verify that the ESDT Maintenance GUI displays a message 

indicating number of ESDTs deleted.</i> 
 #comment 

26 Verify the ESDT Maintenance GUI displays a message indicating 3 ESDTs 
were deleted. 

  

27 <i>V-3 Verify that the ESDT Maintenance GUI logs the processing 
activities, including time of request, action requested, ESDT ShortName, 
Version ID, descriptor file name, and the result of the operation, in a 
configured log file.</i> 

 #comment 

28 ssh to the ESDT Maintenance GUI host.   
29 Search the ESDT GUI log for the first mentions of C1, C2, and C3 on or after 

the time t0.<br /><br 
/>/usr/ecs/${MODE}/CUSTOM/logs/ESDTMaintenanceGUI.*.log* 

  

30 Verify each of the following is logged for each of C1, C2, C3:<br /><br 
/>request time<br />action requested (delete)<br />ShortName<br />Version 
ID<br />descriptor file name<br />operation result 

  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

806 SEARCH GRANULES FOR DELETION (ECS-ECSTC-3216) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Select a test collection.   
2 Find a datetime T_BEGIN that's later than the earliest beginningdatetime of 

granules in the test collection. 
  

3 Find a datetime T_END that's earlier than the latest beginningdatetime of 
granules in the test collection. 

  

4 Find the granules with beginningdatetime between T_BEGIN and   
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# Action Expected Result Notes 
T_END:<br /><br />select granuleid<br />from amgranule<br />where 
shortname = '${SHORTNAME}'<br />and versionid = ${VERSIONID}<br 
/>and beginningdatetime &gt;= '${T_BEGIN}'<br />and beginningdatetime 
&lt;= '${T_END}'; 

5 To simplify the command line, set and export the following environment 
variables before running the search utility:<br /><br />MODE 
&lt;MODE&gt; 

  

6 Execute the EcDsBulkSearch utility with the following command line 
parameters:<br /><br />EcDsBulkSearch.pl -mode &lt;MODE&gt;<br />    -
geoidfile &lt;path/geoidfile_name&gt;<br />    -name &lt;ShortName&gt;<br 
/>    -version &lt;VersionId&gt;<br />    -acquirebegin &lt;mm/dd/yyyy&gt; 
[&lt;hh:mm:ss&gt;]<br />    -acquireend &lt;mm/dd/yyyy&gt; 
[&lt;hh:mm:ss&gt;] 

  

7 <i>See AIM Granule Deletion 609 document for details.</i>  #comment 
8 Verify the utility runs without errors.   
9 Verify the geoid file file is created in the specified directory.   
10 Verify the geoid file contains the expected granule GEOIds (i.e., all granules 

for the specified Shortname.versionId which have a BeginningDateTime in 
the specified range). 

  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

807 GRANULE LOGICAL DELETION -- PHYSICAL (ECS-ECSTC-3217) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Logical delete is combined with Unpublish and BMGT for an end to end 

test.</i> 
 #comment 
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# Action Expected Result Notes 
2 <i>Pre-Conditions</i>  #comment 
3 Identify several granules in a single collection to delete.<br />Ensure some 

granules have associated browse. 
  

4 To simplify the command line, set and export the following environment 
variables before running the delete utility:<br />#csh<br />setenv MODE 
&lt;MODE&gt;<br /><br />#bash<br />export MODE=&lt;MODE&gt;<br 
/><br />See AIM Granule Deletion 609 document for details. 

  

5 Ensure a TCP proxy or mock ECHO is capturing BMGT traffic.   
6 Ensure BMGT is running:<br /><br />./EcBmBMGTAppStart ${MODE}   
7 Ensure the granules' collection is enabled for BMGT collection and granule 

export.<br /><br />update bg_collection_configuration<br />set 
collectionexportflag = 'Y', granuleexportflag = 'Y'<br />where shortname = 
'${SHORTNAME}'<br />and versionid = ${VERSIONID}<br /><br />If the 
collection was newly enabled for export in this step, wait for all of its 
granules to finish exporting. 

  

8 <i>Setup and Verification</i>  #comment 
9 Note the current time as t0.   
10 Run the EcDsBulkDelete utility with the –physical option as follows:<br 

/><br />EcDsBulkDelete.pl -physical<br />    -geoidfile 
&lt;path/geoidfile_name&gt;<br />    -log &lt;log_file_name.log&gt; 

  

11 <i>Verify the utility runs successfully and the output is correct:</i>  #comment 
12 Verify all granule(s) in the path/geoidfile_name have been marked for 

deletion, i.e., each has a non-null deleteEffectiveDate in the amgranule table. 
  

13 Verify the deleted granule(s) have been logged in the specified log file.   
14 Verify the TCP proxy log shows that after time t0 BMGT exported a 

DELETE request for each granule. 
  

15 Note the current time as t1.   
16 Run the Unpublish utility with –aim option in the mode:<br /><br 

/>./EcDlUnpublishStart.pl -mode ${MODE} -aim -offset 1 
  

17 Verify the granules marked for deletion are moved to the hidden Data Pool.   
18 Verify the TCP proxy shows no requests for the unpublished granules after 

time t1. 
  

 
 
TEST DATA: 
Any current data types 
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EXPECTED RESULTS: 
 

808 GRANULE LOGICAL DELETION -- DFA (ECS-ECSTC-3218) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Logical DFA is combined with Unpublish and BMGT for an end to end 

test.</i> 
 #comment 

2 <i>Pre-Conditions</i>  #comment 
3 Identify several granules in a single collection to delete.<br />Ensure some 

granules have associated browse. 
  

4 To simplify the command line, set and export the following environment 
variables before running the delete utility:<br />#csh<br />setenv MODE 
&lt;MODE&gt;<br /><br />#bash<br />export MODE=&lt;MODE&gt;<br 
/><br />See AIM Granule Deletion 609 document for details. 

  

5 Ensure a TCP proxy or mock ECHO is capturing BMGT traffic.   
6 Ensure BMGT is running:<br /><br />./EcBmBMGTAppStart ${MODE}   
7 Ensure the granules' collection is enabled for BMGT collection and granule 

export.<br /><br />update bg_collection_configuration<br />set 
collectionexportflag = 'Y', granuleexportflag = 'Y'<br />where shortname = 
'${SHORTNAME}'<br />and versionid = ${VERSIONID}<br /><br />If the 
collection was newly enabled for export in this step, wait for all of its 
granules to finish exporting. 

  

8 <i>Setup and Verification</i>  #comment 
9 Note the current time as t0.   
10 Run the EcDsBulkDelete utility with the –dfa option as follows:<br /><br 

/>EcDsBulkDelete.pl -dfa<br />    -geoidfile &lt;path/geoidfile_name&gt;<br 
/>    -log &lt;log_file_name.log&gt; 

  

11 <i>Verify the utility runs successfully and the output is correct:</i>  #comment 
12 Verify all granule(s) in the path/geoidfile_name have been marked as DFA, 

i.e., each has DeleteFromArchive = 'Y' in the amgranule table. 
  

13 Verify the DFAed granule(s) have been logged in the specified log file.   
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# Action Expected Result Notes 
14 Verify the TCP proxy log shows that after time t0 BMGT exported a 

DELETE request for each granule. 
  

15 Note the current time as t1.   
16 Run the Unpublish utility with –aim option in the mode:<br /><br 

/>./EcDlUnpublishStart.pl -mode ${MODE} -aim -offset 1 
  

17 Verify the DFAed granules are moved to the hidden Data Pool.   
18 Verify the TCP proxy shows no requests for the unpublished granules after 

time t1. 
  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

809 UNDELETE – PHYSICAL (ECS-ECSTC-3219) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Logical undelete is combined with Publish and BMGT for an end to end 

test.<br />Note: Granules cannot be undeleted after physical deletion.</i> 
 #comment 

2 <i>Pre-Conditions</i>  #comment 
3 Identify several granules in a single collection to delete.<br />Ensure some 

granules have associated browse.<br />Save the granules' geoids to a file. 
  

4 To simplify the command line, set and export the following environment 
variables before running the delete utility:<br />#csh<br />setenv MODE 
&lt;MODE&gt;<br /><br />#bash<br />export MODE=&lt;MODE&gt;<br 
/><br />See AIM Granule Deletion 609 document for details. 

  

5 Ensure a TCP proxy or mock ECHO is capturing BMGT traffic.   
6 Ensure BMGT is running:<br /><br />./EcBmBMGTAppStart ${MODE}   
7 Ensure the granules' collection is enabled for BMGT collection and granule   
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# Action Expected Result Notes 
export.<br /><br />update bg_collection_configuration<br />set 
collectionexportflag = 'Y', granuleexportflag = 'Y'<br />where shortname = 
'${SHORTNAME}'<br />and versionid = ${VERSIONID}<br /><br />If the 
collection was newly enabled for export in this step, wait for all of its 
granules to finish exporting. 

8 Ensure the granules are logically deleted, e.g., by running bulk delete with the 
-physical option:<br /><br />EcDsBulkDelete.pl -physical -geoidfile 
&lt;path/geoidfile_name&gt; 

  

9 <i>Setup and Verification</i>  #comment 
10 Note the current time as t0.   
11 Run the EcDsBulkUndelete utility as follows:<br /><br 

/>EcDsBulkUndelete.pl –physical<br />    -geoidfile 
&lt;path/geoidfile_name&gt;<br />    -log &lt;log_file_name.log&gt;<br /> 

  

12 <i>Verify the utility runs successfully and the output is correct:</i>  #comment 
13 Verify all granule(s) in the path/geoidfile_name have been undeleted, i.e., 

each has a null DeleteEffectiveDate in the amgranule table. 
  

14 Verify the undeleted granules have been logged in the specified log file.   
15 Verify the TCP proxy log shows that after time t0 BMGT exported a PUT 

request for each granule. 
  

16 Note the current time as t1.   
17 Run the Publish utility with –aim option in the mode:<br /><br 

/>./EcDlPublishStart.pl -mode ${MODE} -aim -offset 1 
  

18 Verify the undeleted granules are moved to the public Data Pool.   
19 Verify the TCP proxy log shows that after time t1 BMGT exported a PUT 

request for each granule. 
  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

810 UNDELETE -- DFA (ECS-ECSTC-3220) 

DESCRIPTION: 
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PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Logical unDFA is combined with Publish and BMGT for an end to end 

test.<br />Note: Granules cannot be undeleted after physical deletion.</i> 
 #comment 

2 <i>Pre-Conditions</i>  #comment 
3 Identify several granules in a single collection to delete.   
4 Ensure some granules have associated browse.   
5 Save the granules' geoids to a file.   
6 To simplify the command line, set and export the following environment 

variables before running the delete utility:<br />#csh<br />setenv MODE 
&lt;MODE&gt;<br /><br />#bash<br />export MODE=&lt;MODE&gt;<br 
/><br />See AIM Granule Deletion 609 document for details. 

  

7 Ensure a TCP proxy or mock ECHO is capturing BMGT traffic.   
8 Ensure BMGT is running:<br /><br />./EcBmBMGTAppStart ${MODE}   
9 Ensure the granules' collection is enabled for BMGT collection and granule 

export.<br /><br />update bg_collection_configuration<br />set 
collectionexportflag = 'Y', granuleexportflag = 'Y'<br />where shortname = 
'${SHORTNAME}'<br />and versionid = ${VERSIONID}<br /><br />If the 
collection was newly enabled for export in this step, wait for all of its 
granules to finish exporting. 

  

10 Ensure the granules are logically DFAed, e.g., by running bulk delete with 
the -dfa option:<br /><br />EcDsBulkDelete.pl -dfa -geoidfile 
&lt;path/geoidfile_name&gt; 

  

11 <i>Setup and Verification</i>  #comment 
12 Note the current time as t0.   
13 Run the EcDsBulkUndelete utility as follows:<br /><br 

/>EcDsBulkUndelete.pl –dfa<br />    -geoidfile 
&lt;path/geoidfile_name&gt;<br />    -log &lt;log_file_name.log&gt; 

  

14 <i>Verify the utility runs successfully and the output is correct:</i>  #comment 
15 Verify all granule(s) in the path/geoidfile_name have been undeleted, i.e., 

each has a null DeleteFromArchive in the amgranule table. 
  

16 Verify the undeleted granules have been logged in the specified log file.   
17 Verify the TCP proxy log shows that after time t0 BMGT exported a PUT 

request for each granule. 
  

18 Note the current time as t1.   
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# Action Expected Result Notes 
19 Run the Publish utility with –aim option in the mode:<br /><br 

/>./EcDlPublishStart.pl -mode ${MODE} -aim -offset 1 
  

20 Verify the undeleted granules are moved to the public Data Pool.   
21 Verify the TCP proxy log shows that after time t1 BMGT exported a PUT 

request for each granule. 
  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

811 GRANULE DELETION PHASE II - DELETIONCLEANUP (ECS-ECSTC-3221) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Granule Deletion Phase II - DeletionCleanup] (including browse)</i>  #comment 
2 <i>Pre-Conditions</i>  #comment 
3 Select 2 ESDTs with granules to be deleted.<br />Save the ESDTs to a file, 

one per line. 
  

4 Ensure granules for at least 2 ESDTs have been marked for deletion, using 
the BulkDelete utility.<br /><br />At least one of these ESDTs should be a 
MISR ESDT in the DsMdMisrProcessingCriteria table.<br /><br />Some 
granules should be marked for deletion using the -physical option, and some 
should be marked using the -dfa option. 

  

5 Ensure either that no other granules in the mode are marked for deletion or 
that it is OK with the lab lead and everyone else in the mode to physically 
delete them. 

  

6 Ensure the granules to be deleted are unpublished, e.g., by running the 
Unpublish utility with the -aim option.<br /><br />Note that Granule 
Deletion Phase II will skip granules that are in public Data Pool or on order. 

  

7 To simplify the command line, set and export the following environment   
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# Action Expected Result Notes 
variables before running the search utility:<br /><br />#csh<br />setenv 
MODE &lt;MODE&gt;<br /><br />#bash<br />export 
MODE=&lt;MODE&gt; 

8 <i>Set up and verification</i>  #comment 
9 <i>See AIM Granule Deletion 609 document for details.<br />    1. All 

command line parameters are optional, if not supplied, required parameters 
will be prompted in runtime;<br />    2. The batch size command line 
parameters can take default values if they are not specified by the 
operator;<br />    3. If there are any granule(s) that have not been cleaned up 
in a previous run of the DeletionCleanup utility, the operator will be 
prompted to 1) complete the unfinished run only, or 2) complete the previous 
unfinished run and start a new run;<br />    4. On the lag time menu, choose 
either option 1 or option 2.<br />    5. On the Data Type menu, choose option 
1, and use an input file of the ESDTs for which you have marked granules for 
deletion.</i> 

 #comment 

10 Run the EcDsDeletionCleanup utility with the following options:<br /><br 
/>EcDsDeletionCleanup.pl -log &lt;log_file_name.log&gt; 

  

11 On the lag time menu, choose either option 1 or option 2.   
12 On the Data Type menu, choose option 1, and use the input file of the ESDTs 

prepared earlier. 
  

13 <i>Verify that the utility runs successfully and that the output is correct:</i>  #comment 
14 Verify all database entries have been cleaned up for granules marked for 

deletion with the –physical option.<br /><br />For the MISR granules this 
includes the DsMdMisrAttributes, DsMdMisrCamera and 
DsMdMisrBrowseGranuleXref tables. 

  

15 Verify that the database entries have NOT been cleaned up for granules 
marked for deletion with the –dfa option. 

  

16 Verify XML metadata files have been physically removed from the XML 
archive for granules marked for deletion with the –physical option. 

  

17 Verify XML metadata files have NOT been physical removed from the XML 
archive for granules marked for delete with the –dfa option. 

  

18 Verify data files have been physically removed from the archive for all 
granules marked for deletion (with either the –physical or –dfa options). 

  

19 Verify that the deleted granule(s) have been logged in the specified log file.   
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TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

812 QAUU: UPDATE BY ESDT AND TEMPORAL RANGE FOR SPECIFIC MEASURED 
PARAMETERS (ECS-ECSTC-3222) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[QAUU: Update by ESDT and temporal range for specific measured 

parameters] (See Criterion 3000 in DS_7E_01)</i> 
 #comment 

2 Select an ESDT that has at least two measured parameters per granule. The 
ESDT has granules in AIM inventory, as well as in Data Pool, some of which 
are located in public Data Pool area, and others are in hidden Data Pool area. 
The ESDT MOD10A1 is a good choice. 

  

3 Set up an input file for the QA Update Utility to update the science quality 
flags of the ESDT for a temporal range, such that there are at least 10 
granules within the time range. Set the temporal range so that it matches the 
boundary of at least one of the granules acquisition times. Specify a valid 
email address for the originating SCF site as “Requester ID” in the input 
request file. Specify science QA flag values and explanation for at least 2 
measurement parameters. 

  

4 Name the input file such that it contains, as part of its file name, the 
following:<br />(a) the correct ECS mode<br />(b) a valid site name that is 
allowed to perform the QA update for the ESDT<br />(c) the request time tag 
in the form YYYYMMDDHHMMSS<br />(Note: Current QAMUT uses the 
following file naming convention:<br 
/>&lt;Mode&gt;_&lt;SiteName&gt;_QAUPDATE.&lt;YYYYMMDDHHM
MSS&gt;) 

  

5 <i>VERIFICATION</i>  #comment 
6 Verify that the QA Update Utility displays the total number of granules that 

will be affected by this update and prompts for operator confirmation before 
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# Action Expected Result Notes 
performing the update. 

7 Verify that upon completion of the QA update run, the operator can view the 
following information:<br />    a. A list of affected granules identified by 
ESDT Short Name, Version ID, LGID, dbID, along with the measured 
parameters and the updated QA flag values<br />    b. Total number of 
granules updated 

  

8 Verify that the granules listed are in the correct acquisition time range 
(inclusive of the boundary points) and the granule count is correct. 

  

9 Verify that the XML metadata files for each of the granules are updated 
correctly in the small file archive system. 

  

10 Specifically, verify that the QA flags and the corresponding explanation 
fields are updated correctly for the affected measured parameters. 

  

11 Verify the XML metadata files in the public Data Pool file systems are 
replaced by the corresponding updated XML metadata files in the small file 
archive system. 

  

12 Verify the XML metadata files in the hidden Data Pool area are NOT 
updated. 

  

13 Verify that the QA Update Utility appended the date and time of update 
accurate to the minute, to the explanation fields, and stored them in the 
corresponding metadata files in the small file archive system, as well as in the 
Data Pool database. 

  

14 Verify that the updated QA attributes for the affected granules are correctly 
updated in the Data Pool database. 

  

15 Verify that lastUpdatetime for each of the granules affected is updated 
correctly in the AIM Inventory database as well as in the Data Pool database 
using the system time. 

  

16 Verify that the QA update utility recorded the list of granules updated along 
with the updated QA values for the affected measured parameters in the AIM 
Inventory database (for use by BMGT) 

  

17 Verify that the QA update request file is moved into the configured 
completed request directory location. 

  

18 Verify that a history file is generated and stored in the QA_HISTORY_DIR 
directory, which contains the granule IDs (db IDs) along with the measured 
parameters, the QA values, and the corresponding explanation fields before 
and after the update for each granule updated. 

  

19 Verify that the QA update utility logged the processing activities including 
the following:<br />    a. time stamp and PID are included in each log 
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# Action Expected Result Notes 
entry<br />    b. the name of the request file is logged at the start of 
processing the update request<br />    c. Total number of granules 
requested.<br />    d. Total number of granules updated.<br />    e. Run 
completion status 

20 Verify that the total number of granules requested is the same as the total 
number of granules updated. 

  

21 Verify that an email notification is sent to the configured “Reply-to” e-mail 
address for the originating site, as well as to the configured internal DAAC 
email address, and that it contains the following information:<br />    a. The 
name of the request file processed.<br />    b. Total number of granules 
specified in the request<br />    c. Total number of granules updated. 

  

22 Verify that the total number of granules requested is the same as the total 
number of granules updated. 

  

23 Verify that a log file is created with a standard log file name in a configured 
log directory. 

  

24 <i>Verification Instructions</i>  #comment 
25 <i>Note: Scripts to assist with this verification were created as part of the 

Integration Testing for QAUU. They should be stored in a safe location in the 
PVC for future use.</i> 

 #comment 

26 Use DPL Ingest GUI to control whether the granules for an ESDT go to the 
data pool and whether they go to the public or hidden Data Pool area. 

  

27 From DPL Ingest GUI, Configuration, Data Types, configure this ESDT to be 
inserted into Data Pool and whether it’s public or not. 

  

28 Configure the ESDT as specified in the Test Data Requirement to be inserted 
into Data Pool public area, and ingest 5 granules. 

  

29 Configure the ESDT to be inserted into Data Pool but not public area, and 
ingest another 5 granules. 

  

30 Prepare a QA update request which updates the science quality flags of the 
specific measured parameters of the ESDT for a temporal range.<br /><br 
/>See the QAUU 609 section &quot;4.8.9.3 Input File Format&quot; for the 
format of Request with Temporal Range:<br 
/>http://edhs1.gsfc.nasa.gov/waisdata/eed/pdf/609eed001_File_6.pdf<br 
/><br />The measured parameters should be specified in the request file for 
this test. 

  

31 Specify some granules to have acquisition times at the exact boundary points 
of the temporal range. 

  

32 Specify the email address in the input request file.   
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# Action Expected Result Notes 
33 Put “From hliu@raytheon.com” as the first line of the request file for the 

request from LDOPE. 
  

34 Ensure that LDOPE_EMAIL_REPLY_ADDRESSES=hliu@eos.hitc.com is 
in the config file 

  

35 Specify science QA flag and explanations for at least 2 measured parameters.   
36 Name the QA Update Request file name with the following format:<br /><br 

/>&lt;MODE&gt;_&lt;SITE&gt;_QAUPDATE.&lt;timestamp&gt; (example 
OPS_LDOPE_QAUPDATE.20010228122030) 

  

37 Copy the request file to QA_REQUEST_DIR directory.   
38 Run query SearchWithTemporalRange.ksh for each entry in the request 

file.<br />Save the query results. 
  

39 Locate the granule XML files for the affected granules in the small file 
archive under 
/stornext/smallfiles/&lt;mode&gt;/metadata/&lt;ShortName.VersionID&gt;, 
and copy the XML files to a temporary location for later comparison. 

  

40 Check if there is a pre-created QAUU log file under 
/usr/ecs/&lt;mode&gt;/CUSTOM/logs, and remove it if any. 

  

41 Run EcAmQAUUStart &lt;MODE&gt; -file &lt;QAUpdate Request File&gt;   
42 Verify the total number of affected granules is displayed and correct by 

comparing with the number from the query in step 3, and confirm the 
updating after the prompt. 

  

43 Verify that the QAUU history file under 
/usr/ecs/&lt;mode&gt;/CUSTOM/data/DSS/AIM/QAUU/history contains the 
information about the affected granules and the log file contains total number 
of granules updated. 

  

44 Verify that the granules listed in QAUU history file are consistent with the 
granules returned from the query in step 3, and the granule count is correct 

  

45 Locate the XML files for the affected granules in 
/stornext/smallfiles/&lt;mode&gt;/metadata/&lt;ShortName.VersionID&gt;, 
compare with the original XML files using diff, and verify that the QA flags 
and explanations are updated correctly for the affected measured parameters. 

  

46 Locate the XML files for the affected granules in public data pool 
/datapool/&lt;MODE&gt;/user/&lt;FILE_SYSTEM&gt;/, and verify they are 
the same as the ones in the small file archive using diff. 

  

47 Locate the XML files for the affected granules in hidden data pool area 
/datapool/&lt;MODE&gt;/user/&lt;FILE_SYSTEM&gt;/.orderdata, and 
verify they are NOT updated by comparing with original XML files using 

  



 

2657 
 

# Action Expected Result Notes 
diff and time stamps. 

48 View the updated XML files, and verify the ScienceFlagExplanation field has 
time tag accurate to the minute appended for the updated QAFlags. 

  

49 Query the Data Pool database GetDplMeasuredParameter.ksh &lt;dbID&gt; 
to verify the ScienceFlagExplanation field has time tag appended for the 
updated QAFlags 

  

50 Query the Data Pool database GetDplMeasuredParameter.ksh &lt;dbID&gt; 
to verify the QA flags and Explanations are correctly updated. 

  

51 Query the Inventory Database GetInDbLastUpdate.ksh &lt;dbID&gt; and the 
Data Pool database GetDplLastUpdate.ksh &lt;dbID&gt;, and verify that the 
lastUpdate is updated using the system time. 

  

52 Query the Inventory Database<br />GetInDbParamUpdHistory.ksh 
&lt;dbID&gt;<br />and verify that the table recorded the information about 
the QA updates of the granules. 

  

53 Verify the QA Update Request file is moved from directory 
QA_REQUEST_DIR to QA_COMPLETED_REQUEST_DIR. 

  

54 Verity the history file is created under QA_HISTORY_DIR, and it contains 
the dbID, ParameterName, FlagName, OldQualityFlag, 
OldQualityFlagExplan, NewQualityFlag and NewQualityFlagExplan 

  

55 Verify the QA update utility log recorded the processing activities.   
56 Verify the email notification is sent to email addresses specified in 

DAAC_EMAIL_ ADDRESSES and LDOPE_ReplyAddress. 
  

57 Verify the email contains the correct information.   
58 Verify the QA Update Utility log file is created under 

/usr/ecs/&lt;MODE&gt;/CUSTOM/logs. 
  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

813 MULTIPLE UPDATE REQUEST FILES PROCESSED IN TIME TAG ORDER, SUCCESS CASE 
(ECS-ECSTC-3223) 

DESCRIPTION: 
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PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Multiple Update request files processed in time tag order, Success Case] 

(See DS_7E_01, criterion 3100)</i> 
 #comment 

2 Prepare QA Update request files for 2 originating sites, with at least 3 request 
files per site. 

  

3 Each request file is prepared such that it would update QA flags and 
explanation for at least 10 distinct granules, which do not overlap with 
granules specified in other request files. (We can choose a different ESDT in 
each request file to achieve this). 

  

4 Make sure that the granules provided in each request exist in both the AIM 
inventory as well as in public Data Pool. 

  

5 The request files are named such that each file has a different time tag as part 
of its name. 

  

6 Place the request files in the configured request directory visible to the QA 
Update utility 

  

7 Run the QA Update utility to process all files in the request directory.   
8 Verify from the logs and the time stamps of the updated XML metadata files 

that the QA Update utility processed the request files for each site, in order of 
the time tag included as part of the request file name. 

  

9 Verify that the XML metadata files are updated correctly in the small file 
archive system. Specifically, verify that the QA flags and the corresponding 
explanation fields are updated correctly for the affected measured parameters. 

  

10 Verify that the metadata files in the public Data Pool file systems are replaced 
by the updated XML metadata files from the small file archive system. 

  

11 Verify that the updated QA attributes for the affected granules are correctly 
updated in the Data Pool database. 

  

12 Verify that the QA Update Utility appended the date and time of update 
accurate to the minute, to the explanation fields, and stored them in the 
corresponding metadata files in the small file archive system, as well as in the 
Data Pool database. 

  

13 Verify that lastUpdate time for each of the granules affected is updated 
correctly in the AIM Inventory database as well as in the Data Pool database. 

  

14 <i>Verification Instructions</i>  #comment 
15 Use DPL Ingest GUI to control whether the granules for an ESDT go to the 

data pool and whether they go to the public or hidden Data Pool area.<br 
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# Action Expected Result Notes 
/>From DPL Ingest GUI, Configuration, Data Types, configure this ESDT to 
be inserted into Data Pool and whether it’s public or not. 

16 Configure the ESDT as specified in the Test Data Requirement to be inserted 
into Data Pool, and ingest 60 granules, and 10 granules per ESDT 

  

17 Prepare 3 QA update request files per site for 2 originating sites.<br /><br 
/>The update request updates the operational quality flags and explanations 
of ALL measured parameters of the ESDT by Granule UR.<br /><br />Each 
request file updates 10 distinct granules from the same ESDT. 

  

18 Name the QA Update Request file name with the following format:<br /><br 
/>&lt;MODE&gt;_&lt;SITE&gt;_QAUPDATE.&lt;timestamp&gt; (example 
OPS_LDOPE_QAUPDATE.20010228122030)<br /><br />Note: Use 
different time tag for each request. 

  

19 Place the request files in the QA_REQUEST_DIR directory.   
20 Run query SearchWithDbID.ksh for each entry in the request file.<br />Save 

the query results. 
  

21 Locate the granule xml files for the affected granules in the small file archive 
under 
/stornext/smallfiles/&lt;mode&gt;/metadata/&lt;ShortName.VersionID&gt;, 
and copy the xml files to a temporary location for later comparison. 

  

22 Run EcAmQAUUStart &lt;MODE&gt;   
23 In the QAUU log, verify QAUU processed the request files for each site 

based on the time tag included as part of the request file name. 
  

24 Locate the XML files for the successfully updated granules in 
/stornext/smallfiles/&lt;mode&gt;/metadata/&lt;ShortName.VersionID&gt;, 
check the time stamps of the updated xml metadata file, verify they are 
updated in the order of time tag included as part of the request file name. 

  

25 Compare the updated XML metadata file with the original XML files, and 
verify that the QA flags and explanations are updated correctly for the 
affected measured parameters. 

  

26 Locate the XML files for the successful updated granules in 
/datapool/&lt;MODE&gt;/user/&lt;FILE_SYSTEM&gt;/, and verify they are 
the same as the ones in the small file archive using diff. 

  

27 Query the Data Pool database GetDplMeasuredParameter.ksh &lt;dbID&gt; 
to verify the QA flags are correctly updated.<br />The 
OperationalQualityFlagExplanation field has time tag appended for the 
updated QAFlags. 

  

28 View the updated XML files (both in the small archive and the DataPool),   
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# Action Expected Result Notes 
and verify the OperationalQualityFlagExplanation field has time tag 
appended for the updated QAFlags 

29 Query the Inventory Database GetInDbLastUpdate.ksh &lt;dbID&gt; and the 
Data Pool database GetDplLastUpdate.ksh &lt;dbID&gt;, and verify that the 
lastUpdate is updated using the system. 

  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

814 QA UPDATE PERFORMANCE RUN : DS_7E_01, CRITERION 3200 (ECS-ECSTC-3224) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[QA Update Performance run : DS_7E_01, Criterion 3200]</i>  #comment 
2 Prepare a QA update request file based on ESDT ShortName, Version ID, 

and temporal range, for at least two ESDTs that have granules in AIM 
Inventory database as well as in Data Pool. 

  

3 The request is designed such that a total of at least 20,000 granules, each with 
an average of 2 measured parameters, will qualify for update. This was 
criteria 3200 in the QAUU IPT. 

  

4 Place the request file in the configured request directory visible to the QA 
Update Utility. 

  

5 Run QA Update Utility to process the request file in the directory.   
6 Verify that the QA Update Utility is capable of updating metadata files in the 

XML archive at a rate of no less than 15,000 granules per hour. 
  

7 Verify that the QA Update Utility is capable of updating affected Data Pool 
XML metadata files at a rate of no less than 18,000 files per hour. 

  

8 Identify 20 000 granules in the PVC for two ESDTs as described in the Test 
Data Requirements, and make sure the granules are in the public Data Pool. 
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# Action Expected Result Notes 
9 Prepare a QA update request which updates the science quality flags of ALL 

measured parameters of the ESDT for a temporal range. 
  

10 Name the QA Update Request file name with the following format:<br /><br 
/>&lt;MODE&gt;_&lt;SITE&gt;_QAUPDATE.&lt;timestamp&gt; (example 
OPS_LDOPE_QAUPDATE.20010228122030) 

  

11 Copy the request file to QA_REQUEST_DIR   
12 Run EcAmQAUUStart &lt;MODE&gt; -file &lt;QAUpdate Request File&gt;   
13 Count the number of updated metadata files in the XML archive whose time 

stamps fall within an hour window, and verify the rate of updating metadata 
files is greater than 15 000 granules/hour. 

  

14 Count the number of updated metadata files in the public data pool area that 
have the time stamps within an hour window, and verify the rate of updating 
metadata files is greater than 18 000 granules/hour. 

  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

815 XML REPLACEMENT UTILITY:SUCCESSFULLY REPLACE A GRANULE METADATA FILE 
(ECS-ECSTC-3225) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[XML Replacement Utility:Successfully replace a granule metadata 

file]</i> 
 #comment 

2 Identify a granule metadata file to replace.<br /><br />Query DsMdXMLFile 
and DsMdXMLPath in the inventory database for a metadata file.<br /><br 
/>This should ensure us that the ESDT is installed and the xml schema is in 
the correct location. 
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# Action Expected Result Notes 
3 Go to the destination location and verify that the queried file exists and the 

permission allows cmshared to read and write. Also, open up the file to 
ensure the file is good. 

  

4 Copy the metadata file out and put it in a temporary place.<br /><br 
/>IMPORTANT: Do not rename the copied out file, it must have the same 
name as the one in the destination directory 

  

5 Modify the copied out metadata file. Use the xml schema as a guide to help 
you select the attribute to modify. 

  

6 Go to the mode's utilities directory and execute<br />EcDsAmXruStart -
xmlfile &lt;absolute path of the modified metadata file&gt; 

  

7 <i>Verification:</i>  #comment 
8 Verify that the modified file is removed from the source location   
9 Verify that the destination location contains the modified metadata file.   
10 Verify that the lastUpdate attribute is updated to a time close to when the 

replacement was executed. 
  

11 Verify that the granule's lastUpdate time in DsMdGranules is updated.   
12 Verify that a GRUPDATE event is inserted for the granule into the 

DsMdGrEventHistory table. 
  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

816 ARCHIVE CHECK UTILITY (ECS-ECSTC-3226) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Archive Check Utility]</i>  #comment 
2 <i>Note: Refer to the EcDsAmArchiveCheckUtility.609 document for  #comment 



 

2663 
 

# Action Expected Result Notes 
details.</i> 

3 Run EcDsAmArchiveCheckUtilityStart to get the usage of this utility.<br 
/><br />Usage:<br />EcDsAmArchiveCheckUtilityStart [MODE] [-ar 
ArchiveRootPath] [-lo (Output Directory)] [-s | -a | -e [ESDT_LIST] |<br />    
-d [&quot;Mon DD, YYYY HH:MM [AM | PM ] - Mon DD, YYYY 
HH:MM [AM | PM ]&quot;] | -v [VolumeGroupPath] | -o | -h | -vs 
[VolumeGroupPath] [-nx] 

  

4 Run EcDsAmArchiveCheckUtilityStart &lt;MODE&gt; to check consistency 
of the ECS data file archive and xml file archive for granules in all the 
volume groups with the specified ArchiveRoot (such as /stornext/snfs1/) in 
this mode. 

  

5 Verify that the utility reports the discrepancies between the archive and the 
database for all the volume groups with the specified ArchiveRoot. It also 
reports the phantom and orphan xml files for these granules. 

  

6 Verify that the report files are generated with detailed information about the 
discrepancies. 

  

7 Run EcDsAmArchiveCheckUtilityStart &lt;MODE&gt; with –e and –d 
options:<br /><br />For example: EcDsAmArchiveCheckUtilityStart DEV04 
-e &quot;MOD10C2*&quot; -v /stornext/snfs1/DEV04/MODIS -d 
&quot;Aug 27 2007 - May 05 2009&quot;. 

  

8 Verify that the utility reports the discrepancies between the archive and 
database for the specified ESDTs with the specified volume group path and 
date range. . It also reports the phantom and orphan xml files for these 
granules. 

  

9 Verify that the report files are generated with the detailed information about 
the discrepancies. 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

817 DPL – AIM INVENTORY VALIDATION (ECS-ECSTC-3227) 

DESCRIPTION: 
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PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>This criterion was adapted from criterion 200 in ticket DP_7F_01.</i>  #comment 
2 <i>S-1 Execute a Data Pool inventory validation Ensure that the AIM 

Inventory Catalog includes at least two of each of the following cases:<br 
/><br />a. Collections defined in the DPL inventory and configured to be 
published during ingest as well as collections not so configured that contain 
ECS granules in the AIM inventory, including granules that are: logically 
deleted (non-NULL deleteEffectiveDate), flagged as deleted from archive 
(DeleteFromArchive set to ‘Y’) and flagged as hidden (DeleteFromArchive 
set to ‘H’), as well as granules that do not meet any of these conditions.  In 
addition to granules from science collections, include at least one granule 
each from the DAP, QA, and PH collections that is logically deleted and one 
that is not.  These granules are not meant to represent data integrity issues and 
are only used to supply conditions that should be ignored by the 
validation.<br /><br />b. Non-ECS granules in the DPL inventory (also not a 
data integrity issue).<br /><br />c. Collections defined in the DPL inventory 
and configured to be published during ingest that contain ECS granules in the 
AIM inventory whose Inventory entries indicate they are members of the 
Hidden Data Pool (this simulates a Publication failure or possibly the removal 
of a granule restriction or deletion).  In addition to granules from science 
collections, include at least one granule each from the QA and PH 
collections.<br /><br />d. Collections with ECS granules that are public in 
the Data Pool and are currently flagged as logically deleted (i.e., have a non-
NULL deleteEffectiveDate), deleted from archive (i.e., DeleteFromArchive 
set to ‘Y’), or hidden from normal users (i.e., DeleteFromArchive set to ‘H’) 
in the AIM Inventory Catalog, as well as granules that do not meet any of 
these conditions (this simulates the result of running the AIM Granule 
Deletion utilities without running the DPL Un-Publish utility).<br /><br />e. 
Granules in the Public Data Pool that contain Inventory Catalog Restriction 
entries that indicate the Granules should not be Public.<br /><br />f. Science 
Granules in the Public Data Pool that should have been replaced by a 
replacement granule in the Hidden Data Pool that should be public (the 
database may be manually updated to create this situation).  This simulates a 
publication failure on a replacement granule.<br /><br />g. Granules that are 
registered in the AIM Inventory Catalog but are not listed as Archived (the 
Inventory Catalog ArchiveTime is NULL). This could be the result of an 

 #comment 
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# Action Expected Result Notes 
Ingest failure prior to archiving.  The state of the request/granule in Ingest (if 
it exists) should indicate that Ingest is not currently processing it (it should be 
in a terminal state).  In addition to granules from science collections, include 
at least one granule each from the DAP, QA, and PH collections.<br /><br 
/>h. Public and Hidden Science Granules that were manually deleted from the 
Data Pool using the EcDlCleanupGranules utility (both should be represented 
as hidden after the utility completes).<br /><br />i. Public Science Granules 
with associated Browse granules where the Browse Inventory Catalog entries 
indicate they are not in the Public Data Pool.<br /><br />j. Public Browse 
granules that are associated only with hidden Science Granules.<br /><br />k. 
Science Granules in the Public Data Pool that are replacements for granules 
in the Hidden Data Pool.  This represents a normal replacement that should 
not be reported.<br /><br />l. Hidden granules with &quot;not null&quot; 
version numbers that were replaced but their file names are not consistent 
with their version numbers recorded in the Inventory Catalog.<br /><br 
/>Specify the output location for the validation report.<br /><br />Perform 
the test while there are concurrent Ingest and Distribution activities, with at 
least twenty granules ingested and twenty granules being newly ordered and 
distributed during the test.</i> 

3 a) Ensure the AllowPublishFlag = 'Y' for datatype MOD29P1D.005 and in 
AllowPublishFlag = 'N' for datatype MOD29P1N.005 in the AmCollection 
table. 

  

4 Ingest the PDRs in the test requirement 100_A/MD29P1D.005 above.   
5 a.1) Use the query below to find geoids:<br /><br />select 'SC:' || 

esdt(shortname, versionid) || ':' || granuleid<br />from AmGranule<br />where 
ShortName = 'MOD29P1D'<br />and VersionId = 5<br />and 
RegistrationTime &gt; now()::date; 

  

6 a.2)<br />Pick up the first granule to save in 
/usr/ecs/&lt;MODE&gt;/CUSTOM/utilities/Delete_Physical.txt<br /><br 
/>Pick up the second granule to save in 
/usr/ecs/&lt;MODE&gt;/CUSTOM/utilities/Delete_DFA.txt<br /><br />Pick 
up the third granule to save in 
/usr/ecs/&lt;MODE&gt;/CUSTOM/utilities/Hidden.txt<br /><br />Pick up 
the third granule to save in 
/usr/ecs/&lt;MODE&gt;/CUSTOM/utilities/Hidden.txt 

  

7 a.3) Ingest the the PDRs in the test requirement 100_A/MYD29P1D.005 
above then use the query in step a.1 for MYD29P1D.005 data type to obtain 
granules.<br /><br />Edit the Delete_Physical.txt in step a.2 to add the first 
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# Action Expected Result Notes 
granule above and save the file.<br /><br />Edit the Delete_DFA.txt in step 
a.2 above to add the second granule above and save the file.<br /><br />Edit 
the Hidden.txt in step a.2 above to add to add the third granule above and 
save the file. 

8 a.4) Ingest the the PDRs in the test requirement 100_A/MOD29P1N.005 
above then use the query in step a.1 for MOD29P1N.005  data type to obtain 
granules.<br /><br />Edit the Delete_Physical.txt in step a.2 to add the first 
granule above and save the file.<br /><br />Edit the Delete_DFA.txt in step 
a.2 above to add the second granule above and save the file.<br /><br />Edit 
the Hidden.txt in step a.2 above to add to add the third granule above and 
save the file 

  

9 a.5) Ingest the the PDRs in the test requirement 100_A/MYD29P1N.005 
above then use the query in step a.1 for MYD29P1N.005  data type to obtain 
granules.<br /><br />Edit the Delete_Physical.txt in step a.2 to add the first 
granule above and save the file.<br /><br />Edit the Delete_DFA.txt in step 
a.2 above to add to add the second granule above and save the file.<br /><br 
/>Edit the Hidden.txt in step a.2 above to add to add the third granule above 
and save the file 

  

10 Run EcDsBulkDelete.pl &lt;MODE&gt; –physical –geoidfile 
delete_physical.txt –server &lt;server&gt; -database &lt;database name&gt; –
U &lt;username&gt; -P &lt;user password&gt; 

  

11 Run EcDsBulkDelete.pl &lt;MODE&gt; –dfa –geoidfile delete_dfa.txt –
server &lt;server&gt; -database &lt;database name&gt; –U &lt;username&gt; 
-P &lt;user password&gt;<br /><br />Use the GranuleId in the Hidden.txt file 
to set DFA = 'H'. 

  

12 b) EcDlPublishUtilityStart &lt;MODE&gt; -nonecs –file &lt;filename&gt;   
13 c)  Ingest the the PDRs in the test requirement 100_C above create one 

inputfile which contains granuleId in S-1c. 
  

14 Run unpublish script below.<br /><br />EcDlUnpublishStart.pl -mode 
&lt;MODE&gt; -f inputfile<br /><br />Inputfile contains QA and PH 
granuleIDs. 

  

15 d) Ingest the PDRs in the test requirement 100_D above.<br /><br />To 
logically delete 2 granules, run BulkDelete –physical.<br /><br />To DFA 2 
granules, run BulkDelete –dfa.<br /><br />To hide 2 granules, use SQL to set 
DeleteFromArchive = 'H'.<br /><br />Leave 2 granules as is. 

  

16 e) Ingest the PDRs in the test requirement 100_e.   
17 Login to the ecs database.<br /><br />Exec InsertGranuleRestriction 

granuleId, RestrictionFlag, UnpublishFlag<br /><br />For example, Exec 
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# Action Expected Result Notes 
InsertGranuleRestriction 12345, 255, 'Y' 

18 Run EcDlUnpublishStart.pl script EcDlUnpublishStart.pl -mode 
&lt;MODE&gt; -g granuleId &lt;step S-1e&gt; 

  

19 f) Turn replacement on or off for an ESDT using the DPL maintenance 
GUI.<br />Set ReplacementOn = 'N' for ESDT MOD29P1D.005<br />Ingest 
granule f1 and allow it to be published. 

  

20 Re-ingest d2.  It will should publication and therefore remain in the hidden 
datapool. 

  

21 Set ReplacementOn = 'Y' for ESDT MOD29P1D.005 when the operator runs 
IVT it should identify the granule the operator ingested as a missing 
replacement. 

  

22 g) Set non-exist archive directory for data type in 100_G above then ingest 
the PDRs in the test requirement 100_G. 

  

23 h) Ingest granules.   
24 Get granuleId then run the script below.<br /><br />EcDlCleanupGranules.pl 

&lt;MODE&gt; -ecs -grans &lt;granuleId&gt;<br /><br />The ecsId_file 
contains ecsId. 

  

25 select ShortName, VersionId, granuleId, isOrderOnly, PublishTime,<br 
/>from AmGranule<br />where GranuleId in (granuleId) 

  

26 j) Ingest PDRs in the test requirement 100_J for sc granules with browse.<br 
/>Manually update the IsOrderOnly to 'H' for the browse granule. 

  

27 k) Ingest sc granules with browse.   
28 Run the publish the browse using granuleIds above.<br />The filename 

contains ecs GranuleId<br /><br />EcDlPublishUtilityStart  MODE -ecs -file 
filename 

  

29 a. Ingest granules   
30 Using the SSS GUI, create a subscription order for MOD29P1D.005.<br 

/>Ingest all PDRs in directory the below.<br /><br 
/>/sotestdata/DROP_801/DP_81_01/Criteria/100/100_Concurrent 

  

31 While the 40 granules are being ingested and 40 granules are being 
distributed, execute the validation utility below.<br /><br 
/>EcDlInventoryValidationTool.pl &lt;MODE&gt;<br /><br />and save off 
the log and output files for verification later. 

  

32 <i>V-1 Verify that non-ECS granules (S-1b) are not reported as missing from 
the Archive.</i> 

 #comment 

33 Open the EcDlInventoryValidationTool.log to verify that non-ECS granules 
are not reported as missing from Archive. 
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# Action Expected Result Notes 
34 <i>V-2 Verify ECS granules that are eligible to be public but that are 

members of the Hidden Data Pool (S-1c) are logged by the utility and that the 
log includes their status in the AIM inventory and the time they were inserted 
into ECS.</i> 

 #comment 

35 Open the EcDlInventoryValidationTool.log to verify public ECS granules 
that are logged hidden (S-1c) are logged includes their status and 
ecsInsertTime for QA and PH granules.<br /><br />2011/06/02 07:15:40.760 
[GranuleId, DeleteEffectiveDate, DeleteFromArchive, ArchiveTime, 
ReplacementOnFlag]: 3002000469, , N, Jun  1 2011  3:20PM, Y 

  

36 <i>V-3 Verify Public ECS granules that are logically deleted, DFA’ed, or 
hidden (S-1d) are logged by the utility and that the log includes their status in 
the AIM inventory and the time they were inserted into ECS.</i> 

 #comment 

37 Open the EcDlInventoryValidationTool.log to verify public ECS granules 
that are logged logically deleted, DFA’ed or hidden (S-1d) are logged 
includes their status and ecsInsertTime.<br /><br />Logically deleted:<br 
/>2011/06/02 08:05:22.879 (GranuleId, DeleteEffectiveDate, 
DeleteFromArchive, ArchiveTime): 3002000471, Jun  2 2011  8:00AM, N, 
Jun  2 2011  7:49AM.<br /><br />DFA’ed:<br />2011/06/02 08:05:22.879 
(GranuleId, DeleteEffectiveDate, DeleteFromArchive, ArchiveTime): 
3002000470, , Y, Jun  2 2011  7:49AM.<br /><br />Hidden:<br />2011/06/02 
08:05:22.879 (GranuleId, DeleteEffectiveDate, DeleteFromArchive, 
ArchiveTime): 3002000472, , H, Jun  2 2011  7:57AM.<br /> 

  

38 <i>V-4 Verify Public ECS granules that are Restricted with an option to un-
publish (S-1e) are logged by the utility.</i> 

 #comment 

39 Open the EcDlInventoryValidationTool.log to verify public ECS granules 
that are Restricted with an option to un-publish (S-1e) are logged.<br /><br 
/>2011/06/02 07:51:43.122 (GranuleId, DeleteEffectiveDate, 
DeleteFromArchive, ArchiveTime): 3002000462, , N, May 31 2011 
10:18AM. 

  

40 <i>V-5 Verify Public ECS granules that have eligible replacement granules 
in the Hidden Data Pool (S-1f) are logged by the utility and that granules 
were replaced (S-1K) are not logged.</i> 

 #comment 

41 Open the EcDlInventoryValidationTool.log to verify granules that have 
eligible replacement granules in the Hidden Data Pool (S-1f) are logged and 
that granules were replaced (S-1K) are not logged. 

  

42 <i>V-6 Verify that granules with NULL ArchiveTime (S-1g) are logged by 
the utility.  Notes, granules that are currently being processed by Ingest (not 
in a “terminal” state) should not be reported.</i> 

 #comment 
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# Action Expected Result Notes 
43 Open the EcDlInventoryValidationTool.log to verify that granules with 

NULL ArchiveTime (S-1g) are logged. 
  

44 <i>V-7 Verify that granules that were manually deleted from the Data Pool 
(S-1h) are not logged.  They should still be represented as Hidden granules in 
the Inventory Catalog.</i> 

 #comment 

45 Open the EcDlInventoryValidationTool.log to verify that granules that were 
manually deleted from the Data Pool (S-1h) are not logged. 

  

46 <i>V-8 Verify that browse granules that are missing from the Public Data 
Pool (S-1i) are logged by the utility.</i> 

 #comment 

47 Open the EcDlInventoryValidationTool.log to verify that browse granules 
that are missing from the Public Data Pool (S-1i) are logged.<br />For 
example,<br />Start CheckInventoryI: Browse Granules that should be in 
public Datapool.<br /><br />2011/05/31 16:03:28.409 (BrowseId, 
DeleteEffectiveDate, ArchiveTime): 3002000158, , Apr 21 2011  2:12PM. 

  

48 <i>V-9 Verify that Public browse granules that are associated with Hidden 
Science granules only (S-1j) are logged by the utility.</i> 

 #comment 

49 EcDlPublishUtilityStart  OPS -ecs -g browseId (298972)<br />Check the 
EcDlPublishUtility.log to make sure there is browse id which was published 
from the command line. 

  

50 <i>V-10 Verify that no DPL-AIM inventory discrepancies are logged other 
than those mentioned in V-2 through V-9.</i> 

 #comment 

51 Verify that no other discrepancy (from this data) is logged in this run.   
52 <i>V-11 Verify that the inventory validation creates one or several output 

files reporting the discrepancies in the specified location.</i> 
 #comment 

53 The VALIDATION_OUTPUT_DIR defined in the  
EcDlInventoryValidationTool.CFG  file.<br />Go to the 
VALIDATION_OUTPUT_DIR to verify that Inventory Validation creates 
one or more output file suitable as input to the various repair utilities. 

  

54 <i>V-12 Verify that the output report(s) include all the discrepancies that 
were logged and no others.</i> 

 #comment 

55 Verify that an output report is prepared that includes the above errors and no 
other errors. 

  

56 <i>V-13 Verify that the validation exits with an exit code indicating that 
errors occurred.</i> 

 #comment 

57 Open the EcDlInventoryValidationTool.log to verify that the Inventory 
Validation Tool exits with an exit code that indicates some errors occurred. 

  

58 <i>V-14 Verify that granules with version numbers that don't match their file  #comment 
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# Action Expected Result Notes 
names (S-1l) are logged</i> 

59 Verify that granules with version numbers that don't match their file names 
(S-1l) are logged. 

  

 
 
TEST DATA: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Crit id  

Test Data 
Descriptio
n  

Data Type 
Requirements 

Metadata 
Requirement
s 

Volume 
Requirement
s 

Size 
Requirement
s Data Location 

100_A/AE_Land  
 
100_A/DAP  
 
100_A/MOD29P1
D  
 
100_A/MYD29P1
D  
 
   
 
100_A/MOD29P1
N  
 

   AE_Land.002  
 
DAP.001  
 
MOD29P1D.00
5  
 
MYD29P1D.00
5  
 
   
 
MOD29P1N.00
5  
 

   2 granules  
 
2 daps  
 
4 granules  
 
4 granules  
 
   
 
4 non- public 
granules  
 
4 non-public 
granules  

   /sotestdata/DROP_801/DP_81_01/Criteria/100/100_A/AE_Land.00
2  
 
/sotestdata/DROP_801/DP_81_01/Criteria/100/100_A/DAP.001  
 
/sotestdata/DROP_801/DP_81_01/Criteria/100/100_A/MOD29P1D
.005  
 
/sotestdata/DROP_801/DP_81_01/Criteria/100/100_A/MYD29P1D
.005  
 
   
 
/sotestdata/DROP_801/DP_81_01/Criteria/100/100_A/MOD29P1N
.005  
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Crit id  

Test Data 
Descriptio
n  

Data Type 
Requirements 

Metadata 
Requirement
s 

Volume 
Requirement
s 

Size 
Requirement
s Data Location 

   
 
   
 
100_A/MYD29P1
N  
 
   
 
   

   
 
   
 
MYD29P1N.00
5  
 
   
 
   
 
PH.001  
 
QA.001  

 
   
 
2 ph  
 
2 qa  

 
   
 
   
 
/sotestdata/DROP_801/DP_81_01/Criteria/100/100_A/MYD29P1N
.005  
 
   
 
   
 
   
 
   
 
   

100_B     ATSM2LSF.00
1  

   2 granules     /sotestdata/DROP_801/DP_81_01/Criteria/100/100_B  

100_C     AE_Land.002  
 
MOD29P1D.00
5  
 
MYD29P1D.00
5  
 
PH.001  
 
QA.001  

   2 granules  
 
2 granules  
 
2 granules  
 
2 ph  
 
2 qa  

   /sotestdata/DROP_801/DP_81_01/Criteria/100/100_C  

100_D     MOD29P1D.00
5  
 
MYD29P1D.00
5  

   4 granules  
 
4 granules  

   /sotestdata/DROP_801/DP_81_01/Criteria/100/100_D  

100_E     MOD29P1D.00    2 granules     /sotestdata/DROP_801/DP_81_01/Criteria/100/100_E  
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Crit id  

Test Data 
Descriptio
n  

Data Type 
Requirements 

Metadata 
Requirement
s 

Volume 
Requirement
s 

Size 
Requirement
s Data Location 

5  
100_F     MOD29P1D.00

5  
   2 granules + 

2 replacement 
   /sotestdata/DROP_801/DP_81_01/Criteria/100/100_F  

100_G     AE_Land.002  
 
DAP  
 
MOD29P1D.00
5  
 
MYD29P1D.00
5  
 
   
 
   
 
PH.001  
 
QA.001  

   1 granules  
 
1 granules  
 
2 granules  
 
2 non –public 
granules  
 
2 ph  
 
2 qa  

   /sotestdata/DROP_801/DP_81_01/Criteria/100/100_G  

100_H     MOD29P1D.00
5  
 
MYD29P1D.00
5  
 
   

   2 granules  
 
2 non –public 
granules  

   /sotestdata/DROP_801/DP_81_01/Criteria/100/100_H  

100_I     MOD29P1D.00
5  
 
Browse.001  

   2 granules  
 
2 browse  

   /sotestdata/DROP_801/DP_81_01/Criteria/100/100_I  

100_J     MOD29P1D.00
5  
 
Browse.001  

   2 granules  
 
2 browse  

   /sotestdata/DROP_801/DP_81_01/Criteria/100/100_J  
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Crit id  

Test Data 
Descriptio
n  

Data Type 
Requirements 

Metadata 
Requirement
s 

Volume 
Requirement
s 

Size 
Requirement
s Data Location 

100_K     MOD29P1D.00
5  

   2 granules + 
2 replacement 

   /sotestdata/DROP_801/DP_81_01/Criteria/100/100_K  

100_Concurrent     MOD29P1D.00
5  
 
Browse.001  

   40 granules  
 
40 browse  

   /sotestdata/DROP_801/DP_81_01/Criteria/100/100_Concurrent  

 
EXPECTED RESULTS: 
 

818 TAPE ARCHIVE REPAIR: DP_7F_01 CRITERION 800 (ECS-ECSTC-3228) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Tape Archive Repair: DP_7F_01 Criterion 800] Perform a tape archive 

repair using the RestoreTapeFromOla utility for a list of at least ten (10) 
granules some of which reside in the public Data Pool and some in the hidden 
Data Pool.</i> 

 #comment 

2 At least one of the granules shall be a non-science granule, such as PH or 
DAP.<br />The granules shall have been reported by the tape archive 
checksum verification utility (ACVU) and the output from that utility shall be 
used as input into the repair function. 

  

3 All of the granules shall have checksums in the Data Pool and AIM, but for 
one of the granules the checksums shall be invalid. 

  

4 The granules shall reside in at least two different archive volume groups.   
5 Verify that the repair of the granule that has an incorrect checksum fails and 

that the failure is logged. 
  

6 Verify that the repair of the granules with correct checksum succeeds and the 
granules are written to the correct volume groups. 

  

7 Retrieve the repaired granules via a command line copy operation to verify 
that they have been written to tape correctly. 
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# Action Expected Result Notes 
8 Verify that the repair exits with an exit code indicating that an error occurred.   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

819 ON-LINE ARCHIVE REPAIR FROM NON-RESIDENT TAPE: DP_7F_01 CRITERION 320 (ECS-
ECSTC-3229) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[On-line Archive Repair from non-resident tape: DP_7F_01 Criterion 

320] Create phantoms in the public and hidden Data Pool that satisfy the 
following conditions:<br />    a. Turn at least ten (10) public science granules 
into phantoms including MISR, MODIS and ASTER granules by removing 
their science and XML files. At least one of these granules shall be in use for 
order purposes; remove its hidden links, as well.<br />    b. At least one but 
not all of the science granules shall have a browse that is present in the public 
Data Pool.<br />    c. At least two of the phantom science granules with 
browse shall also be missing their browse links from the Data Pool 
directories, including a MISR and a non-MISR granule.<br />    d. One of the 
science granules shall have experienced a file name collision in the hidden 
Data Pool, that is, its file names shall have been suffixed during Data Pool 
insert.</i> 

 #comment 

2 Also turn at least five (5) public Browse granules, including MISR, MODIS 
and ASTER browse into phantoms by removing their browse files from the 
public Data Pool. 

  

3 Save the removed XML and browse files for comparison during the test.   
4 Submit an on-line archive repair for these granules via the command line 

using the RestoreOlaFromTape utility, specifying the granules to be repaired 
in an input file; and request restoration of browse links that may be missing 
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# Action Expected Result Notes 
for granules whose files were restored (using the –restorelinks command line 
parameter). 

5 Ensure that the test requires access to granules on a tape that is resident in the 
silo as well as a tape that is not resident in the silo. 

  

6 Verify that all science granules that resided on tapes resident in the silo were 
repaired, i.e., their files are now in the correct public Data Pool locations and 
have the original file names 

  

7 Verify that the science granules that resided on tapes that were not resident in 
the silo were not repaired. 

  

8 Verify that the utility logs each of the granules that were not repaired, the 
reason for not repairing it, and the tape label. 

  

9 Verify that the utility exits with an exit code indicating the occurrence of 
errors. 

  

10 Verify that the utility sends a notice to the specified e-mail address indicating 
that a repair failed due to error, the nature of the repair, and the name and 
location of the log file. 

  

11 Make the missing tape resident in the silo and re-run the repair for the 
skipped granules. Verify that the remaining granules are now repaired 

  

12 Verify that the contents of all the restored XML files (including those 
referenced in V-6) match the contents of the original XML files. 

  

13 Verify that all browse granules were repaired and are present as jpeg files in 
their original disk location and with their original file names. 

  

14 Verify that the repaired jpeg files are identical to the original jpeg files.   
15 Verify that the missing browse links are restored.   
16 Verify that the hidden links required by the public granules in condition (a) 

that are also referenced by orders were restored. 
  

17 Verify that any files that were copied from the ECS tape archive into the Data 
Pool during the repair were checksummed and that the checksum is recorded 
in the Data Pool inventory. 

  

18 Verify that any files that were copied from the ECS browse archive into the 
Data Pool during the repair had their checksum verified. 

  

 
 
TEST DATA: 
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EXPECTED RESULTS: 
 

820 FAILURE RECOVERY PERFORMANCE, FAILURE IN AIM INVENTORY DB : DS_7E_01_QAUU, 
CRITERION 3210 (ECS-ECSTC-3230) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Failure Recovery Performance, Failure in AIM Inventory DB : 

DS_7E_01_QAUU, Criterion 3210 ]</i> 
 #comment 

2 Repeat the test used in Criterion 3200, but using a different time tag as part of 
the file name to distinguish the current updates from the updates made in 
Criterion 3200. 

  

3 After the QA update run has been running for some period, e.g. 20 minutes, 
lock a granule in the AIM Inventory DB that the QA Update has not yet 
updated causing the run to stall when attempting to update the granule. 

  

4 Lock the Sybase Account ID for the QA Update service, and kill the Sybase 
process ID (spid) for the QA Update process to cause a Database failure. 

  

5 Verify that the QA Update run terminated with an incomplete status, after 
displaying and logging an appropriate error message. 

  

6 Unlock the granule that was locked in Setup step 2.   
7 Unlock the Sybase Account ID for the QA Update service.   
8 Re-start the QA update run.   
9 Verify that the QA update utility displays a message about an incomplete run 

from a previous session, and prompts the operator to complete the run. 
  

10 Verify that after operator confirmation, the QA update utility resumes 
processing the rest of the granules in the request. 

  

11 Verify that the QA update utility completed updates for all granules correctly.   
12 Verify that the run time difference between this test and the test conducted in 

Criterion 3200 is less than 10 minutes.<br />(The total run time for the 
current test is computed as the sum of run times for the initial run up to 
failure, and the failure recovery run, not counting the pause between the two 
runs.) 
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TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

821 RUNNING QA UPDATE UTILITY WHILE DATA POOL MOVE COLLECTION UTILITY IS 
RUNNING IN THE SAME MODE; ERROR CASE : DS_7E_01_QAUU, CRITERION 3170 (ECS-
ECSTC-3231) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Running QA Update utility while Data Pool Move Collection utility is 

running in the same mode; Error Case : DS_7E_01_QAUU, Criterion 
3170]</i> 

 #comment 

2 Start a Data Pool Move Collection utility run.   
3 While the Data Pool Move Collection run is in progress, attempt to start up a 

QA Update run in the same ECS mode. 
  

4 Verify that the QA Update Utility aborted with an error message indicating 
that the QA update is not allowed while Data Pool Move collection run is in 
progress. 

  

5 Verify that Data Pool Move Collection utility successfully runs to 
completion. 

  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
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822 FAULT RECOVERY – PHYSICAL DELETE; CONTINUE WITH PREVIOUS RUN : DS_7E_01_GD, 
CRITERION 1280 (ECS-ECSTC-3232) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Fault recovery – physical delete; continue with previous run : 

DS_7E_01_GD, Criterion 1280]</i> 
 #comment 

2 Run the EcDsDeletionCleanup utility with a lag time of 0, and introduce a 
system fault during the run. The number of granules to be physically deleted 
during the run should be large enough that some but not all of the granules to 
be deleted are processed before the fault occurs. 

  

3 After the fault occurs, use EcDsBulkDelete utility with the physical option to 
mark additional files for deletion. 

  

4 Remove the fault condition, and restart the EcDsDeletionCleanup utility with 
a lag time of 0. When prompted whether to continue the previous run or start 
a new run, choose to continue the previous run. 

  

5 Verify that the utility can be successfully restarted after the fault (with the 
physical delete option). 

  

6 Verify that, on restart, the utility displays the number of granules that were 
not processed in the previous run, and allows the operator to continue with 
the previous run. 

  

7 Verify that all granules that were marked for deletion when the utility was 
initially run are deleted successfully from the inventory database, the xml 
archive and the science file archive. 

  

8 Verify that granules which were marked for deletion after the fault occurred 
are also deleted successfully from the inventory database, the xml archive and 
the science file archive. 

  

 
 
TEST DATA: 
Any current data types 
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EXPECTED RESULTS: 
 

823 FAILURE RECOVERY DURING UPDATE, DATABASE ACCESS FAILURE : DS_7E_01_ESDTGUI, 
CRITERION 2330 (ECS-ECSTC-3233) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[ Failure Recovery during Update, database access failure : 

DS_7E_01_ESDTGUI, Criterion 2330]</i> 
 #comment 

2 Modify several (at least 4) ESDTs making sure that they can be successfully 
updated. 

  

3 Place the descriptor files in a configured source directory.   
4 Lock a table in the Subscription Server database (e.g. EcNbEventDefinition 

table) to cause update to stall during database access for event definition 
updates. 

  

5 From the ESDT Maintenance GUI, select and update the ESDTs.   
6 Lock the Sybase account for the ESDT Maintenance GUI and kill the Sybase 

process ID (spid) to cause a database error. 
  

7 Verify that the ESDT Maintenance GUI detects the database errors and 
displays an appropriate error message. 

  

8 <i>Verify that the ESDT that was affected by the database table locking did 
not complete update. Verify the following:</i> 

 #comment 

9 Verify that the descriptor file is still in the configured source directory.   
10 Verify that the “lastUpdate” attribute in the DsGeESDTConfiguredType table 

does not indicate a new update time for the ESDT. 
  

11 Verify that thedescriptor, MCF, and the ESDT specific schema in the 
respective configured directories are restored to their original versions prior 
to update. 

  

12 Unlock the Sybase account ID for the ESDT Maintenance GUI that was 
locked in Setup step 5 to resume database processing 

  

13 Unlock the database table that was locked in Setup step 3.   
14 Verify that the ESDT Maintenance GUI displays a message about incomplete   
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# Action Expected Result Notes 
update request in a previous session, and prompts the operator to clean up the 
incomplete request. 

15 Operator cleans up the incomplete update request and resumes processing.   
16 Upon completion of the ESDT update, verify that the GUI displays a message 

indicating successful update. 
  

17 <i>Verify that all ESDTs including the one that failed in the previous session 
are now updated. Verify the following:</i> 

 #comment 

18 Verify that the MCF files for the updated ESDTs are stored in the configured 
MCF directory location replacing the previous versions. 

  

19 Verify that the MCF files are correct   
20 Verify that the XML schema files are generated for the updated ESDTs and 

stored into the configured location replacing the previous versions.*Verify 
that the generated XML schema files contain validation rules based upon the 
contents of the Inventory section of the Descriptor file 

  

21 <i>And verify the default element rules.</i>  #comment 
22 Verify that the descriptor ODL files for the ESDT being updated are moved 

from the source source directory into the configured descriptor directory 
replacing the previous versions. 

  

23 Verify that collection based tables in the AIM Inventory database as 
identified in the Operations Concept are populated with correct information. 

  

24 Verify that the CSDTs associated with the ESDTs updated are registered into 
the AIM Inventory database. 

  

25 Verify that an insert event, and event qualifiers are inserted into the Spatial 
Subscription Server database for each ESDT updated. 

  

26 Verify that, upon completion of update, the ESDT Maintenance GUI displays 
a message saying that the ESDT changes will take effect only after the Ingest 
service is re-started. 

  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
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824 FAILURE RECOVERY DURING UPDATE, ESDT MAINTENANCE GUI FAILURE : 
DS_7E_01_ESDTGUI, CRITERION 2337 (ECS-ECSTC-3234) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[ Failure Recovery during Update, ESDT Maintenance GUI failure : 

DS_7E_01_ESDTGUI, Criterion 2337]</i> 
 #comment 

2 Modify several (at least 4) ESDTs making sure that they can be successfully 
updated. 

  

3 Place the descriptor files in a configured source directory.   
4 Lock a table in the Subscription Server database (e.g. EcNbEventDefinition 

table) to cause update to stall during database access for event definition 
updates. 

  

5 From the ESDT Maintenance GUI, select and update the ESDTs.   
6 Shut down the ESDT Maintenance GUI by sending a kill signal to the ESDT 

Maintenance GUI process. 
  

7 <i>Verify that the ESDT being updated while the database table was locked 
did not complete update. Verify the following:</i> 

 #comment 

8 Verify that the descriptor file is still in the configured source directory.   
9 Verify that the “esdtstate” attribute in the DsGeESDTConfiguredType table 

for the ESDT does not indicate installation completion status. 
  

10 Verify that there was no partial update of ESDT.   
11 <i></i>  #comment 
12 Unlock the database table that was locked in Setup step 3 to allow the update 

process to continue. 
  

13 Restart the ESDT Maintenance GUI.   
14 Verify that the ESDT Maintenance GUI displays a message about incomplete 

update request in a previous session, and prompts the operator to clean up the 
incomplete request. 

  

15 Operator cleans up the incomplete ESDT update, and resumes ESDT update.   
16 Verify that the Verification steps 7 through 12 described in Criterion 2330 are 

satisfied. 
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TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

825 ERROR HANDLING OPTIONS: RECOVERONLY AND RECOVERINVESTIGATED: 
DS_7E_01_QAUU, CRITERION 3230] (ECS-ECSTC-3235) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Error Handling Options: recoverOnly and recoverInvestigated: 

DS_7E_01_QAUU, Criterion 3230]</i> 
 #comment 

2 Prepare a QA update request file to update at least 20 granules that are in the 
AIM Inventory and in the public Data Pool 

  

3 Temporarily make some (at least 10) of the affected XML metadata files in 
the public Data Pool file system read-only, to cause the XML metadata file 
updates to fail. 

  

4 Run QA Update Utility using ‘noexitonerr’ option, providing the input 
request file on command line. 

  

5 Verify that the QA updates are successfully completed in the AIM inventory 
database as well as in the XML archive file system. 

  

6 Verify that the QA Update Utility failed to update those granules in the Data 
Pool database, and the corresponding XML metadata files that have been 
made read-only. 

  

7 Verify that the QA Update Utility successfully completed updating the Data 
Pool database and the corresponding XML files in the public Data Pool, for 
other granules whose metadata file access was not altered. 

  

8 Verify that the QA update utility logs the time, DPL granule ID, and DPL file 
name for each granule that it failed to update in the Data Pool. 

  

9 Verify that the QA update utility displays a message indicating failure in 
updating those read-only XML files in Data Pool 
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# Action Expected Result Notes 
10 Verify that the input request file is moved into the failed request directory.   
11 Verify that an email notification is sent to the configured e-mail address for 

the site as well as to the configured internal DAAC email address, indicating 
error in updating Data Pool. 

  

12 Verify in the AIM inventory database that the granules that failed the QA 
updates were flagged with “failed” status in the QA Update working table 

  

13 Correct access permission of the Data Pool XML metadata files for 5 of the 
granules that failed previously so they can be successfully updated in 
subsequent failure recovery run. 

  

14 Add another QA Update request file in the input request directory to perform 
QA update on a different set of granules. Prepare the request file such that it 
will succeed in performing the QA update 

  

15 Submit a QA update failure recovery run using a command-line option 
“recoverOnly” to attempt to recover from the previously failed QA Update 
run. 

  

16 Verify that the QA update run only attempts to recover the previously failed 
granules, and no new request get processed. 

  

17 Verify this time that the QA Update run successfully updated the Data Pool 
XML metadata files for the 5 granules whose errors have been corrected in 
V-3230-9 

  

18 Verify that the QA Update run again failed those granules whose errors were 
not corrected in V-3230-9, and that they are now flagged to indicate that they 
need investigation 

  

19 Correct the Data Pool file access permission for the remaining granules that 
have been flagged as needing investigation, so that they can be successfully 
updated during a subsequent recovery run. 

  

20 Re-submit a QA Update recovery run using a command line option 
“recoverInvestigated”. 

  

21 Verify that the QA Update run successfully updated the XML metadata files 
for those granules that have been corrected in V-3230-15. 

  

22 Verify that QA Update run successfully processed the new QA Update 
request file placed in the input request directory in V-3230-10. 

  

 
 
TEST DATA: 
Any current data types 
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EXPECTED RESULTS: 
 

826 FAULT RECOVERY - DELETE OR DFA : DS_7E_01_GD, CRITERION 1260 (ECS-ECSTC-3236) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Fault recovery - delete or DFA : DS_7E_01_GD, Criterion 1260]</i>  #comment 
2 Run the EcDsBulkDelete utility with the logical delete or DFA option, and 

introduce a system fault during the run. The utility’s input file should be large 
enough that some but not all of the granules in the input file are processed 
before the fault occurs. 

  

3 Remove the fault condition, and restart the utility.   
4 Verify that when the fault is introduced, the utility logs an error and 

terminates gracefully 
  

5 Verify that the utility can be successfully restarted after the fault.   
6 Verify that all granules in the input file are processed successfully.   

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

827 RUNARCHIVE CHECKSUM VALIDATION UTILITY (ACVU) PROVIDING A FILE WITH A LIST 
OF DBIDS WITHOUT THE -CALCULATE OPTION : CK_7F_01, CRITERION 670 (ECS-ECSTC-
3237) 

DESCRIPTION: 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 <i>[RunArchive Checksum Validation Utility (ACVU) providing a file with 

a list of dbIds without the -calculate option : CK_7F_01, Criterion 670]</i> 
 #comment 

2 Choose a list of dbIds that span all the possible checksum status and 
checksum verification time combinations. Run ACVU specifying a file of 
dbIds and days since last checksum without the calculate option. 

  

3 Verify the last checksum times of the appropriate granules were updated.   
4 Verify that none of the dbIds with null last checksum times were updated.   

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

828 AIM XML CHECK UTILITY (ECS-ECSTC-3238) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[AIM XML Check Utility]</i>  #comment 
2 <i>Note: Refer to the AIM XML Check Utility 609 document for detailed 

instructions.</i> 
 #comment 

3 <i>Usage of EcDsAmXcu.pl:<br /><br />EcDsAmXcu.pl &lt;MODE&gt; [-
days &lt;NUMBER OF DAYS&gt;]<br />[-percent &lt;PERCENT 1-
100&gt;]<br />(-ESDT &lt;ESDTS ex. MOD29.005&gt;<br />[-startdate 
&lt;STARTDATE ex: Jan 1 2008&gt;<br />[-enddate &lt;ENDDATE ex: 
Dec 25 2008&gt;]] |<br />    -granuleid &lt;GRANULEIDS&gt; |<br />    -
file &lt;FILENAME&gt;)<br />[-outputDir &lt;DIRECTORY&gt;]</i> 

 #comment 

4 Run XCU to check the well-formedness of all the xml files or only the 
specified xml files (by using the optional parameters) in the small file archive 
in the mode. 
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# Action Expected Result Notes 
5 Verify that the utility reports the validation results and list the xml files which 

are not well-formed. 
  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

829 ECDSCHECKXMLARCHIVE UTILITY (ECS-ECSTC-3239) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[EcDsCheckXMLArchive utility]<br />Note: Refer to the Check XML 

Archive 609 document for detailed instructions.</i> 
 #comment 

2 Ensure that there are at least 5 files in the AmMetadataFile table which are 
not in the XML archive, and at least 5 files in the XML archive for the mode 
which are not in the AmMetadataFile table in the AIM database, 

  

3 Run the EcDsCheckXMLArchive.pl utility in the mode.   
4 Verify that the utility produces two output files: 

MissingXMLArchive.report.YYYY.MM.DD and 
MissingXMLEntryInDB.report.YYYY.MM.DD. 

  

5 Verify that the MissingXMLArchive.report.YYYY.MM.DD file contains the 
entries in the DsMdXMLFile table that are missing files in the XML archive. 

  

6 Verify that the MissingXMLEntryInDB.report.YYYY.MM.DD file contains 
the files in the XML archive that are not in the DsMdXMLFile table. 

  

 
 
TEST DATA: 
Any current data types 
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EXPECTED RESULTS: 
 

830 ON-LINE ARCHIVE REPAIR INCLUDING QA AND PH LINKS: DP_7G_01 CRITERION 300] 
(ECS-ECSTC-3240) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>On-Line Archive Repair including QA and PH links: DP_7G_01 Criterion 

300]</i> 
 #comment 

2 S-1: Turn at least ten public AMSR granules that have associated QA, PH, 
and Browse granules into phantoms, i.e., their Data Pool (and AIM) inventory 
entries are intact, but their science and XML files and their symbolic links are 
missing from the On-Line Archive. At least one of the AMSR granules shall 
be referenced by an order. Remove its hidden links. 

  

3 S-2: Also turn at least two public QA and two PH granules into phantoms, 
i.e., their Data Pool (and AIM) inventory entries are intact, but neither their 
files nor the symbolic links that point to them are still in the On-Line 
Archive, but their AMSR granules are present and public, and are not among 
the phantoms listed in S-1. At least one of the QA and one of the PH granules 
shall be referenced by an order. Remove their hidden links, as well. 

  

4 Submit an on-line archive repair for the AMSR granules and the QA/PH 
granules via the command line, specifying the granules to be repaired in an 
input file; and request restoration of links that may be missing for granules 
whose files are being restored. 

  

5 Verify that all AMSR science granules were repaired, i.e., their files and 
symbolic links are now in the correct public Data Pool locations, have the 
original file respectively, link names, and that the links point to the same QA, 
PH, and Browse files as before. 

  

6 Verify that all QA and PH granules were repaired, i.e., their files are now in 
the correct public Data Pool locations and the symbolic links that point to the 
files have been restored in the correct locations, as well. 

  

7 Verify that the hidden links referenced in S-1 and S-2 were restored.   
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TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

831 DATA POOL CLEANUP UTILITY WORKS AFTER GRANULES DELETED BY AIM GRANULE 
DELETION UTILITY: DP_7F_01 CRITERION 60 (ECS-ECSTC-3241) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Note:, Can be combined with test 5 Granule Logical Deletion—Physical 

and test 6 Granule Logical Deletion – DFA.</i> 
 #comment 

2 Using the AIM granule deletion utility, physically delete at least four science 
granules that are logically deleted (i.e., deleteEffectiveDate is not NULL).<br 
/>Do this before the corresponding logical deletions were processed by the 
Data Pool.<br /><br />Include among these granules: <br /><br />    a. ones 
that are currently in the public Data Pool. <br />    b. public granules with 
browse, where <br />        1. the browse are not also referenced by other 
public granules <br />        2. at least one browse has more than one related 
public science granule and they all shall be physically deleted <br />        3. 
the browse is referenced by a public granule being physically deleted and a 
public granule not being deleted.<br />    Include at least one MISR browse 
for each of these three cases. 

  

3 Using the AIM granule deletion utility, flag at least two science granules as 
deleted from archive (i.e., DeleteFromArchive changed ‘Y’). Include among 
these granules:<br /><br />    a. ones that are currently in the public Data 
Pool. <br />    b. public granules with browse, where <br />        1. the browse 
are not also referenced by other public granules <br />        2. at least one 
browse has more than one related public science granule and they all shall be 
physically deleted <br />        3. the browse is referenced by a public granule 
being physically deleted and a public granule not being deleted.<br />    
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# Action Expected Result Notes 
Include at least one MISR browse for each of these three cases. 

4 Using the AIM granule deletion utility, use the EcDsDeletionCleanup utility 
to physically delete at least two non-science granules that are logically 
deleted (i.e., deleteEffectiveDate is not NULL). 

  

5 Using the AIM granule deletion utility, flag at least two non-science granules 
as deleted from archive (i.e., DeleteFromArchive changed ‘Y’). 

  

6 Using the AIM granule deletion utilities (including the EcDsDeletionCleanup 
utility), cause the deletion of a browse granule that was linked with a public 
science granule. 

  

7 Run the test first by processing the propagated deletions in the Data Pool as 
an additional step during the sequence of AIM deletion steps. 

  

8 Repeat the test and trigger the processing of the propagated deletions in the 
Data Pool via cron. 

  

9 Verify that none of these granules will be in the Data Pool inventory or on the 
Data Pool disks after the next run of the Data Pool utility that handles the 
corresponding interface with the AIM CI. 

  

10 Verify that the browse related to granules that were deleted and where the 
browse are no longer referenced by other science granules are removed from 
the public Data Pool and DPL inventory. 

  

11 Verify that the browse that were referenced by deleted granules as well as 
granules that remain public remain in the public Data Pool and Data Pool 
inventory. 

  

12 Verify that a subsequent execution of the function that propagates these 
actions to the Data Pool will not attempt to process the same actions again. 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

832 ORDER STATUS GUI: DISPLAY ORDER STATUS, OD_S6_05. CRITERION 130 (ECS-ECSTC-
3242) 

DESCRIPTION: 
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PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Request the status of a single, completed order that was handled by the OMS 

and that contains at least two requests by specifying a valid Order Id and user 
contact email address.<br /><br />Each request in the order should contain at 
least 100 granules that have NOT been processed by HEG or the external 
subsetter. 

  

2 <i>Verify the following:</i>  #comment 
3 a. Order Id is correctly displayed.   
4 b. Submission date/time is correctly displayed.   
5 c. Order state is correctly displayed.   
6 d. Order completion date/time is correctly displayed.   
7 e. Request information (Request Id, request state, media type, number of 

granules, request completion date/time) is correctly displayed 
  

8 f. Order state and request states are presented in terms that an end user can 
understand. 

  

9 g. Order and request information are properly segmented across html pages in 
accordance with the user-configurable number of items per page. 

  

10 h. There is an indication that additional request details are available.   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

833 ORDER STATUS GUI: DISPLAY ORDER STATUS BASED ON HISTORY RANGE, 0D_S6_05, 
CRITERION 180 (ECS-ECSTC-3243) 

DESCRIPTION: 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 Request order history by specifying a starting and ending date, user contact 

email address, and one valid Order Id for the user.<br /><br />Ensure that at 
least 100 orders are displayed that represent a mix of orders for which request 
details are available for some orders and  not available for others.<br /><br 
/>Ensure that the date range requires the Order Status Interface to retrieve 
information from both the Order Manager operational tables and archive 
tables.<br /><br />Ensure that at least one of the orders contains granules that 
were processed by the external subsetter and one of the orders contains 
granules that were processed by HEG. 

  

2 Verify that the correct orders are returned and sorted by submission 
date/time. 

  

3 <i>For each order verify the following:</i>  #comment 
4 a. Order Id is correctly displayed.   
5 b. Submission date/time is correctly displayed.   
6 c. Order state is correctly displayed.   
7 d. Order completion date/time is correctly displayed.   
8 e. Request information (Request Id, request state, media type, number of 

granules, request completion date/time) is correctly displayed, including the 
processing description for the granule to be processed by the external 
subsetter, in a manner which should be generally understandable by the user. 

  

9 f. Order state and request states are presented in terms that an end user can 
understand. 

  

10 g. Order and request information are properly segmented across html pages in 
accordance with the user-configurable number of items per page. 

  

11 h. An indication is provided when request details are not available for an 
order. 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
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834 VALIDATING HDG FILES (ECS-ECSTC-3244) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Get two HDF files with known differences.   
2 Use the HDIFF tool to compare them.   
3 Verify that the differences are detected.   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

835 CSS REGISTRY (ECS-ECSTC-3245) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Back up the registry tree.   
2 Remove a component from the mode.   
3 Bring up the registry GUI and verify that the component vanishes from the 

registry GUI. 
  

4 Re-install and configure the component.   
5 Run the registry population utility to populate the values for that component.   
6 Bring up the registry GUI and display the configured parameters and values 

for the component. 
  

7 Return the backed up values to the registry   
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TEST DATA: 
Any current data type 
 
EXPECTED RESULTS: 
 

836 SINGLE GRANULE EXTERNAL PROCESSING ORDER (ECS-ECSTC-3246) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Submit an order through EWOC with a granule that requires spatial 

subsetting. 
  

2 <i>Verify the following occurred:</i>  #comment 
3 a) A Submit message was received by the spatial subsetting external 

processor. 
  

4 b) The Submit message contained the order ID for this order and the request 
ID belonging to subsetting request. 

  

5 c) The request state has been updated to ‘pending’   
6 d) A secondary Submit message was received by EWOC from an External 

Processor. 
  

7 e) An order and request were registered, corresponding to the order 
submitted. 

  

8 f) The order is not marked as an ECHO order.   
9 g) The request is not marked as an External Processing request.   
10 h) A Submit response is received at the client that contains the order ID 

recorded in the database for this request and a successful status. 
  

11 i) Close Provider Order was not invoked in ECHO for the secondary Submit 
sent by an External Processor. 

  

12 j) The subsetted granule is shipped to the customer via FTP PULL and that 
the granule is subsetted correctly. 
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TEST DATA: 
 
EXPECTED RESULTS: 
 

837 SINGLE GRANULE ORDERS FOR ALL MEDIA TYPES (ECS-ECSTC-3247) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Submit a single granule order through EWOC with the following media 

types: FtpPull, FtpPush, scp. 
  

2 Verify that the order is successfully registered in the OMS.   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

838 CANCELLED AND FAILED GRANULES (ECS-ECSTC-3248) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Submit an order through EWOC and then cancel the order in the OMS GUI.   
2 After the order has been canceled, verify that the EWOC sends an order 

update status message to ECHO indicating that the order has been canceled 
within 5 minutes of order status update in ECS. 

  

3 Repeat above test but this time fail the order in the OMS GUI.   
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TEST DATA: 
 
EXPECTED RESULTS: 
 

839 SINGLE GRANULE ORDER FOR INVALID GRANULE ID (ECS-ECSTC-3249) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Submit a single granule order through EWOC for a granule that is not 

available in ECS. 
  

2 Verify that EWOC rejects the submission of the order specifying which 
granules failed validation. 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

840 DOUBLE GRANULE ORDER CONTAINING SIMPLE ITEMS WITH DIFFERENT MEDIA 
REQUIREMENTS (ECS-ECSTC-3250) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Submit an order through EWOC for two products as follows,<br />Using 

the Reverb Testbed to submit two granules with two different collections.</i> 
 #comment 
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# Action Expected Result Notes 
2 a) Product 1 should be a simple granule of media type FTP PULL.<br />This 

is referred to as granule 1 for collection 1. 
  

3 b) Product 2 should be a simple granule of media type FTP PUSH.<br />This 
is referred to as granule 2 for collection 2. 

  

4 Also perform test using the EwocClientDriver to submit a properties file 
similar to /home/hdinh/ewoc/ftpPush.Pull.ops <br /> 

  

5 <i>Verify that the following occurred,</i>  #comment 
6 a) An order was registered in OMS DB corresponding to the order submitted.   
7 b) Two requests were registered with OMS corresponding to the order 

submitted. One request for granule 1 for collection 1 and one request for 
granule 2 collection 2. 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

841 MULTIPLE GRANULES ORDER – SOME REGULAR AND SOME EXTERNAL PROCESSING 
(ECS-ECSTC-3251) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Submit order through EWOC for eight products as follows,</i>  #comment 
2 a) Product 1 should be a simple granule of media type FTP PUSH.<br />This 

is referred to as granule 1 
  

3 b) Product 2 should be a simple granule of media type FTP PUSH with a 
different set of push parameters (excluding user string) to product 1.<br 
/>This is referred to as granule 2 

  

4 c) Product 3 should be a spatially-subsetted granule of media type FTP 
PULL.<br />This is referred to as granule 3 

  

5 d) Product 4 should be a spatially-subsetted (different spatial extent to   
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# Action Expected Result Notes 
product 3) granule of media type FTP PULL.<br />This is referred to as 
granule 4 

6 e) Product 5 should be a simple granule of media type FTP PUSH with the 
same set of push parameters as granule 1 except user string.<br />This is 
referred to as granule 5 

  

7 f) Product 6 should be a spatially-subsetted (same spatial extent  and external 
processor as product 6) granule of media type FTP PULL.<br />This is 
referred to as granule 6 

  

8 <i>Verify that the following occurred,</i>  #comment 
9 a) An order was registered with OMS corresponding to the order submitted.   
10 b) Five requests were registered with OMS corresponding to the order 

submitted. 
  

11 c) Five requests were registered in OMS corresponding to those requests in 
MSS. 

  

12 d) One request in OMS contains 2 granules with the correct processing 
options for granule 1 and 5 

  

13 e) One request in OMS contains 1 granule with the correct processing options 
for granule 2 

  

14 g) One request in OMS contains 2 granules with the correct processing 
options for granules 3 and 6 

  

15 h) One request in OMS contains 1 granule with the correct processing options 
for granule 4 

  

16 <i>Verify that the following occurred,</i>  #comment 
17 All granules are shipped to the customer via the correct distribution method 

and have been processed (if applicable) correctly. 
  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

842 DUPLICATE REQUESTS (ECS-ECSTC-3252) 

DESCRIPTION: 
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PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Configure EWOC to check for duplicate requests by modifying the 

check.duplicate property to YES in the EcDmEwoc.properties and bounce the 
EWOC service. 

  

2 Submit an order through EWOC for a regular single granule  with distribution 
media type of FtpPush. 

  

3 Submit the same order again after a few seconds.   
4 Verify that the OMS shipped only one of the orders.   
5 Repeat the test after changing check.duplicate property to NO.   
6 Verify that the OMS shipped both orders.   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

843 SINGLE GRANULE ORDER USING THE ASTER GDEM FORM (ECS-ECSTC-3253) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Submit a single granule order using the ASTER_GDEM form through 

Reverb. 
  

2 Login to PUMP where the provider is set up (e.g. https://api-
test.echo.nasa.gov/pump). 

  

3 Go to Provider Context and choose appropriate provider context.   
4 Click on Data Management and Option Definition to add the new 

ASTER_GDEM form. 
  

5 Click on Option Assignments to select the collection and assign the 
ASTER_GDEM form to the collection. 
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# Action Expected Result Notes 
6 Go to Reverb and search for the collection that was assigned the new form 

above. 
  

7 Add granules to be ordered to the shopping cart.   
8 When choosing options for granules, select the ASTER_GDEM form and 

choose a value in the intended usage field. 
  

9 Submit the order.   
10 Verify that the intended usage field is correctly populated in 

OmRequestGranule table. 
  

11 Verify the EMS Dataset Extraction Utility provides output of IntendedUsage 
values in flat file that is to be sent on to EMS. 

  

12 Run the following EMS extract utility command with or without the -v flag 
(verbose) with dates entered greater than 24-hour period, ie, one week 
apart:<br />The time period specified should include the orders that have 
IntendedUsage specified for GDEM scenario.<br /><br 
/>EcDbEMSdataExtractor.pl -m &lt;MODE&gt;  -s &quot;&lt;start 
date&gt;&quot; -e &quot;&lt;end date&gt;&quot; -v  -x DistFTP  -o 

  

13 Verify that output dataset file is created for dataset and date range and that 
the file includes the IntendedUsage values for the orders. 

  

 
 
TEST DATA: 
ASTER GDEM 
 
EXPECTED RESULTS: 
 

844 SINGLE GRANULE ORDER WITH ASSOCIATED PH, QA, BROWSE GRANULES (ECS-ECSTC-
3254) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Submit a single granule order, using the form that enables ordering associated   
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# Action Expected Result Notes 
granules through Reverb. 

2 Login to PUMP where the provider is set up (e.g.  https://api-
test.echo.nasa.gov/pump). 

  

3 Go to Provider Context and choose appropriate provider context.   
4 Click on Data Management and Option Definition to add and associate the 

PH/QA ordering form. 
  

5 Click on Option Assignments to select the collection and assign the form to 
the collection. 

  

6 Go to Reverb and search for the collection that was assigned the new form 
above. 

  

7 Add granules to be ordered to the shopping cart.   
8 When choosing options for granules, select the new form and select order PH, 

order QA and order Browse field. 
  

9 Submit the order.   
10 Verify that the associated granules are ordered and delivered in OMS.   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

845 QUALIFIED SUBSCRIPTION INSERT (ECS-ECSTC-3255) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Qualified Subscription Insert]</i>  #comment 
2 Insert a granule with browse into ECS for which there is an existing qualified 

Data Pool insert subscription. 
  

3 Verify that the granule and its browse file were successfully inserted into the 
Data Pool by checking the status of the insert action in the Data Pool database 
(DlInsertActionQueue). 
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# Action Expected Result Notes 
4 Verify, using isql, that the granule was inserted into the DlGranules table and 

the browse granule was inserted into the DlBrowse table. 
  

5 Verify, using UNIX ‘cd’ and ‘ls’ commands, that the files for the granule 
were inserted into the appropriate Data Pool directory and that the browse 
files were inserted into the appropriate Data Pool directory, and that a link to 
the browse file is present in the science file directory. 

  

 
 
TEST DATA: 
Any current data type which has associated browse files 
 
EXPECTED RESULTS: 
 

846 PUBLISH WITH THEME (ECS-ECSTC-3256) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Publish with Theme]</i>  #comment 
2 Insert nonECS granules into the Data Pool using the publish utility.   
3 Use the –theme option to associate these granules with an existing theme.<br 

/>(Use the Data Pool Maintenance GUI Manage Themes tab to see the list of 
existing themes.) 

  

4 Verify that the granules were successfully inserted into the Data Pool by 
checking the status of the insert actions in the Data Pool database 
(DlInsertActionQueue). 

  

5 Verify that the granules were inserted into the AmGranule table.   
6 Verify, using Unix cd and ls commands, that the files for the granules were 

inserted into the appropriate Data Pool directories.<br /><br />select 
fs.absoluteFileSystemPath + c.GroupId + df.DirectoryPath +<br />  
df.OnlineFileName<br />from DlFileSystems fs<br />join AmCollection 
c<br />on fs.fileSystemLabel = c.FileSystemLabel<br />join AmGranule 
g<br />on c.CollectionId = g.CollectionId<br />join AmDataFile df<br />on 
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# Action Expected Result Notes 
g.GranuleId = df.GranuleId<br />where g.GranuleId in (&lt;GranuleIds&gt;) 

7 Verify that the granules are associated with the specified theme, i.e., that 
appropriate rows for the granules have been inserted in the 
DlGranuleThemeXref table. 

  

 
 
TEST DATA: 
Any nonECS data type 
 
EXPECTED RESULTS: 
 

847 DATA POOL MAINTENANCE GUI – CHECK BATCH INSERT STATUS (ECS-ECSTC-3257) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Data Pool Maintenance GUI – Check Batch Insert Status]</i>  #comment 
2 Use the Data Pool Maintenance GUI to check the status of the batch insert 

using the Batch Summary tab and also using the List Insert Queue tab (filter 
by batch label). 

  

3 Verify that the GUI correctly reports the status in the DlInsertActionQueue.   

 
 
TEST DATA: 
Any current data type 
 
EXPECTED RESULTS: 
 

848 DRILL DOWN BY THEME (ECS-ECSTC-3258) 

DESCRIPTION: 
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PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Drill Down by Theme]</i>  #comment 
2 Use the Data Pool Web Access GUI to perform a drill down search for the 

granules inserted in Test Case 3, drilling down by Theme. 
  

3 Verify that the granules inserted in Test Case 3 are in the drill down results 
set for the theme. 

  

 
 
TEST DATA: 
See Test Case 3 
 
EXPECTED RESULTS: 
 

849 DOWNLOAD GRANULES VIA WEB (ECS-ECSTC-3259) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Download Granules via Web]</i>  #comment 
2 Verify that anonymous ftp is configured for the mode in which you are 

testing. 
  

3 From outside of the firewall, use the Data Pool Web Access GUI to download 
the granules inserted in Test Cases 1 and 3. 

  

4 Verify that the granules are correctly downloaded to the specified download 
directory. 

  

 
 
TEST DATA: 
See Test Cases 1 and 3 
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EXPECTED RESULTS: 
 

850 DOWNLOAD GRANULES VIA FTP (ECS-ECSTC-3260) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Download Granules via Ftp]</i>  #comment 
2 Verify that anonymous ftp is configured for the mode in which you are 

testing. 
  

3 From outside of the firewall, use the Data Pool ftp URL on your browser, and 
download the Data Pool granules that were inserted in Test Cases 1 and 3. 

  

4 Request on-the-fly compression for at least one of these granules.   
5 Verify that the granules are correctly downloaded and that the download is 

recorded correctly in the Data Pool firewall ftp log (datapoolftplog.x in 
/usr/ecs/OPS/COTS/firewall/logs on x4dpl01) (next day). 

  

6 Try to identify and download files which have a checksum in AmDataFile 
and confirm that the checksum was calculated and successful during 
download. 

  

7 For the granule(s) where on-the-fly compression was requested, verify that 
the granules were correctly compressed on download. 

  

 
 
TEST DATA: 
See Test Cases 1 and 3 
 
EXPECTED RESULTS: 
 

851 UPDATE GRANULE UTILITY (ECS-ECSTC-3261) 

DESCRIPTION: 
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PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Update Granule Utility]</i>  #comment 
2 Use the Update Granule utility (EcDlUpdateGranule.pl) to update the 

retention priority and expiration date of nonECS granules. 
  

3 Verify using isql that the retention priority and expiration date for the 
granules was updated properly in the DlGranuleExpirationPriority table. 

  

 
 
TEST DATA: 
nonECS data types 
 
EXPECTED RESULTS: 
 

852 WEB ACCESS STATISTICS UTILITY (ECS-ECSTC-3262) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Web Access Statistics Utility]</i>  #comment 
2 Use the Web Access Statistics Utility (EcDlRollupWebLogs.pl) to collect 

http access statistics for the time period during which Test Case 2 was 
executed. 

  

3 Verify that information regarding the xml file access and browse file access 
was collected from the web logs and stored in the Data Pool database 
(DlGranuleAccess table). 

  

 
 
TEST DATA: 
See Test Case 2 
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EXPECTED RESULTS: 
 

853 FIREWALL FTP ACCESS STATISTICS UTILITY (ECS-ECSTC-3263) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Firewall FTP Access Statistics Utility]</i>  #comment 
2 Use the Firewall FTP Access Statistics Utility (EcDlRollupFwFtpLogs.pl) to 

collect ftp access statistics for the time period during which Test Case 6 was 
executed. 

  

3 Verify that the information regarding the download of the file was collected 
from the Data Pool firewall ftp log (/var/log/xferlog) and stored in the Data 
Pool database (DlGranuleAccess table). 

  

4 <i>[Firewall FTP Access Statistics Utility]</i>  #comment 
5 Use the Firewall FTP Access Statistics Utility (EcDlRollupWuFtpLogs.pl) to 

collect ftp access statistics for the time period during which Test Case 6 was 
executed. 

  

6 Verify that the information regarding the download of the file was collected 
from the Data Pool firewall ftp log (/var/log/xferlog) and stored in the Data 
Pool database (DlGranuleAccess table). 

  

 
 
TEST DATA: 
see Test Case 6 
 
EXPECTED RESULTS: 
 

854 DATA POOL CLEANUP, DP_7F_01, CRITERION 400 (ECS-ECSTC-3264) 

DESCRIPTION: 
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PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Data Pool Cleanup, DP_7F_01, Criterion 400]</i>  #comment 
2 Remove at least five (5) granules from the Data Pool that are public and five 

(5) that are not public by listing the granules individually in an input file.<br 
/>At least one of the public granules shall be linked with a browse that is not 
referenced by any other public science granule.<br />At least one of the non-
public granules shall currently be referenced by orders. 

  

3 Verify that the identified granules are removed except for the granules 
referenced by orders. 

  

4 Wait until the orders are cleaned up by OMS, then verify that the granules 
whose cleanup as delayed because of references by orders are removed from 
the Data Pool during the next cleanup. 

  

 
 
TEST DATA: 
see Test Cases 1 and 3 
 
EXPECTED RESULTS: 
 

855 INVENTORY VALIDATION (ORPHAN, PHANTOM AND LINK CHECKING) (ECS-ECSTC-3265) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>This criterion was derived from criterion 240 in ticket DP_7F_01.</i>  #comment 
2 <i>S-1 Perform orphan, phantom and link checking on a Data Pool that 

includes at least two of each of the following cases:<br />  a. Orphan ECS 
XML files, both public and non-public<br />  b. Orphan ECS granule files, 
both public and non-public<br />  c. Public orphan granule and metadata files 
with hidden links<br />  d. DELETED<br />  e. Orphan browse granules files 
in the Data Pool unreferenced by a science granule where no entry for the 

 #comment 



 

2708 
 

# Action Expected Result Notes 
Browse exists in the AIM Inventory Catalog.  (Include both orphan MISR 
and MODIS browse granules.)<br />  f. DELETED<br />  g. DELETED<br 
/>  h. Phantom science granules without any files in the online archive, both 
public and non-public<br />  i. Phantom science granules with science files 
but lacking XML files in the online archive, both public and non-public<br />  
j. Phantom science granules with XML files but lacking science files, both 
public and non-public<br />  k. Phantom browse granules referenced by 
public science granules but lacking their browse files in the Online 
Archive<br />  l. Invalid browse links that do not point to an existing browse 
file<br />  m. Missing browse links (i.e., browse links that are implied by 
browse cross-references but are not present on disk)<br />  n. Invalid hidden 
links that do not point to an existing public file<br />  o. Orphaned files 
whose age is less than the maximum orphan age<br />  p. Public Science 
Granules with associated Public QA granules where the links to the QA 
granules are missing in the Data Pool.<br />  q. Public Science Granules with 
associated Public PH granules where the links to the PH granules are missing 
in the Data Pool.<br />  r. Public Science Granules with associated Public QA 
granules where the links to the QA granules exist but the underlying QA 
granule files are missing from the Data Pool / Online Archive.<br />  s. 
Public Science Granules with associated Public PH granules where the links 
to the PH granules exist but the underlying PH granule files are missing.<br 
/>  t. Public granules in hidden directories<br />  u. Hidden granules in a 
public directory<br /><br />Perform the test while there are concurrent Ingest 
and Distribution activities, with at least twenty granules ingested and twenty 
granules being newly ordered and distributed during the test.</i> 

3 Execute EcDlCleanupFilesOnDisk.pl as mentioned in S-4 and save off the 
output files and log files.<br />This will be used later to verify V-5. 

  

4 <i>To create orphans, use touch –d ’yymmdd hh:mm’ &lt;file&gt; to alter the 
file modification time to make the file appear older/younger than the orphan 
age limit.</i> 

 #comment 

5 <i>For the following data setup record the granule/browse/ecs ids, 
shortname, version id, DPL file system, DPL group, file path, and filename 
for each granule.</i> 

 #comment 

6 a. Ingest the granules in test data S1a.<br />Remove the XML file entry in 
AmDataFile using SQL.<br />Perform the touch command on the science 
and XML files in the file system to be at least 7 days old. 

  

7 b. Ingest the granules in test data S1b.<br />Remove the science granule entry 
in AmDataFile using SQL.<br />Perform the touch command on the science 
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# Action Expected Result Notes 
and xml files in the file system to be at least 7 days old. 

8 c. Ingest the granules in test data S1c.<br />Place an order for the granules to 
create the hidden links in the file system.<br />Remove the science granule 
and XML file entries in AmDataFile using SQL.<br />Perform the touch 
command on the science and XML files in the file system to be at least 7 days 
old. 

  

9 e. Ingest the granules in test data S1e.<br />Remove the association between 
the science and browse granules from AmGranuleBrowseXref table using 
SQL. 

  

10 <i>f. DELETED</i>  #comment 
11 <i>g. DELETED.</i>  #comment 
12 h. Ingest the granules in test data S1h.<br />Remove the science and XML 

file for these granules from the file system. 
  

13 i. Ingest the granules in test data S1i.<br />Remove the XML file for these 
granules from the file system. 

  

14 j. Ingest the granules in test data S1j.<br />Remove the science file for these 
granules from the file system. 

  

15 k. Ingest the granules in test data S1k.<br />Record the browse granules dpl 
ids and filename.<br />Remove the browse file for these granules from the 
file system. 

  

16 l. Ingest the granules in test data S1l.<br />Move the file that the browse links 
are pointing at to another name causing the browse links to point to 
something invalid. 

  

17 m. Ingest the granules in test data S1m.<br />Remove the browse link in the 
file system. 

  

18 n. Ingest the granules in test data S1n.<br />Place an order for these granules 
so hidden links are created.<br />Move the file that the hidden links are 
pointing at to another name causing the hidden links to point to nothing. 

  

19 o. Ingest the granules in test data S1o.<br />Remove the granule’s entries in 
AmDataFile.<br />Perform the touch command on the browse files in the file 
system to be younger than 3 days. 

  

20 p. Ingest the granules in test data S1p and but then delete the associated QA 
granules files. 

  

21 q. Ingest the granules in test data S1q with associated PH granules.<br />Use 
SQL to delete the links to the PH files from the file system. 

  

22 r. Ingest the granules in test data S1r with associated QA granules.<br 
/>Delete the associated QA granule files. 
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# Action Expected Result Notes 
23 S. Ingest the granules in test data S1s with associated PH granules.<br 

/>Delete the PH granules files. 
  

24 t. Ingest granules in test data S1t.<br />Change the IsOrdered attribute in 
AmGranule table to H. 

  

25 u. Locate a hidden granule in the AmGranule table and record its 
GranuleId.<br />Using the GranuleId and AmDataFile locate the granule 
path.<br />Change the granule path to the complementary public location. 

  

26 <i>S-2 Use a maximum orphan age of seven days.</i>  #comment 
27 Use the –maxFileAge 7, see S-4.   
28 <i>S-3 Specify the location of the output report file(s).</i>  #comment 
29 Use the –outputDir 240, see S-4   
30 <i>S-4 Perform the test while there are concurrent Ingest and Distribution 

activities, with at least twenty granules ingested and twenty granules being 
newly ordered and distributed during the test.</i> 

 #comment 

31 After the data setup is complete, ingest and prepare an order (but do not yet 
submit) for 20 granules.<br />Also prepare to ingest 20 more granules.<br 
/><br />In quick succession, initiate:<br />Place an order for 20 granules 
from OMS<br />Ingest 20 granules<br /><br />Run 
EcDlCleanupFilesOnDisk.pl &lt;mode&gt; -maxFileAge 7 –outputDir 
240<br /><br />Run EcDlLinkCheck.ksh /datapool/&lt;mode&gt;/user/ 
/usr/ecs/&lt;mode&gt;/CUSTOM/data/DPL/Validation/240 /brokenLinks 

  

32 <i>V-1 Verify that the validation logs the orphans in S-1a through S-1f, that 
all of the orphans have an age &gt;= the specified maximum orphan age, that 
the nature of the orphan is correctly identified, and that the pathname of the 
orphan is included.</i> 

 #comment 

33 vi the EcDlCleanupFilesOnDisk.log and verify that the orphans generated in 
S-1a though S-1g are logged. 

  

34 <i>V-2 Verify that the validation logs the phantoms in S-1h through S-1k and 
that the nature of the phantom is correctly identified.</i> 

 #comment 

35 vi the EcDlCleanupFilesOnDisk.log and verify that the phantoms generated 
in S-1h through S-1k are logged. 

  

36 <i>V-3 Verify that the missing browse links referenced in S-1m are correctly 
identified and the missing link information (including the Pathname) is 
logged.</i> 

 #comment 

37 vi the EcDlCleanupFilesOnDisk.log and verify that the missing browse links 
generated in S-1m are logged. 

  

38 <i>V-4 Verify that the validation logs the invalid links in S-1l, S-1n, and S-  #comment 
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# Action Expected Result Notes 
1p through S-1 s and that the nature of the incorrect link is correctly 
identified, and that the pathname of the link is included.</i> 

39 vi the brokenLinks file and verify that the invalid links generated in S1l and 
S1-n are logged. 

  

40 <i>V-5 Verify that granules located in the wrong directory (S-1t and S-1u) 
are logged.</i> 

 #comment 

41 vi EcDlCleanupFilesOnDisk.log and verify that the granules in the wrong 
directory (S-1t and S-1u) are logged. 

  

42 <i>V-6 Verify that the granules that are missing the order links (S-1v) are 
logged.</i> 

 #comment 

43 vi EcDlCleanupFilesOnDisk.log and verify that the the granules that are 
missing the order links (S-1v) are logged. 

  

44 <i>V-7 DELETED</i>  #comment 
45 <i>V-8 Verify that the orphans, phantoms and incorrect links were not 

removed.</i> 
 #comment 

46 For orphans, go to the file system and verify that the files exist.<br />For 
phantoms, go to the file system and verify that the files are not there but the 
entries remain in the database.<br />For broken links, go to the file system 
and verify the links are indeed broken or doesn’t exist. 

  

47 <i>V-9 Verify that the log includes no orphans, phantoms, or link errors other 
than those specified in V-1 through V-3.<br />diff the outputs from the 
previous run to the current run and verify that the output files are the 
same.</i> 

 #comment 

48 <i>V-10 Verify that the inventory validation creates output files reporting the 
discrepancies in the specified location.</i> 

 #comment 

49 Verify that an output report was generated in the 
/usr/ecs/${MODE}/CUSTOM/data/DPL/Validation/240 directory from the 
orphan and phantom checker and that the brokenLinks file exists for the link 
checker. 

  

50 <i>V-11 Verify that the output report(s) include all the discrepancies that 
were logged and no others.</i> 

 #comment 

51 Open the report indicated in V-7 and verify that the report generated contains 
the orphans, phantoms, and broken links that were logged and no other. 

  

52 <i>V-12 Verify that the validation exits with an exit code indicating that 
errors occurred.</i> 

 #comment 

53 Verify that the two utilities exits with an exit code of 2 indicating that orphan, 
phantom, and broken links were found. 
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TEST DATA: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Crit   sub # Public ESDT Browse Ordered Notes Detect Repair[N1]  
110 S1 a 2 Y MOD29P1D 

  
  DPL Orphan XML files OP 

Chk 
Publish 

110 S1 a 2 N MYD29P1N 
  

  DPL Orphan XML files OP 
Chk 

Publish 

110 S1 b 2 Y MOD29P1D 
  

  DPL Orphan granule files (include MODIS) OP 
Chk 

Publish 
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110 S1 b 2 N MYD29P1N 
  

  DPL Orphan granule files OP 
Chk 

Publish 

110 S1 c 2 Y MOD29P1D 
  

Y DPL Orphan granule & metadata w/ hidden links OP 
Chk 

Publish 

110 S1 e 2 
 
2 
 
2 

Y MOD29P1D 
 
Browse 
 
MB2LME 
 
MISBR 
 
2 browse 
(MISBR) 

Y 

  Orphan browse granules (XRef entry missing, AmCollection entries OK) OP 
Chk 

Publish 

110 S1 e 2 Y MB2LME 
Y 

  Orphan browse granules (XRef entry missing, AmCollection entries OK) OP 
Chk 

Publish 

110 S1 f 2 
 
2 

Y MOD29P1D 
 
Browse 
 
2 shared linkage 

shared 

  Remove the link between the public granule and the browse.  Orphan browse 
referenced by the non-public granule but not the public granule. 

OP 
Chk 

Publish 

      2     
  

    OP 
Chk 

Publish 
  

110 S1 f 2 Y MB2LME 
shared 

  Remove the link between the public granule and the MISBR.  Orphan browse 
referenced by the non-public granule but not the public granule. 

OP 
Chk 

Publish 

110 S1 f 2 N MISBR 
  

    OP 
Chk 

Publish 
  

            
 
2 browse 

  
        

  

        
 
  

    
 
MISBR 
 
2 
browse(MISBR) 

  

        

  

110 S1 h 2 Y MOD29P1D 
N 

  Phantom science granules (all files missing) OP 
Chk 

Publish 
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110 S1 h 2 N MYD29P1N 
N 

  Phantom science granules (all files missing) OP 
Chk 

Publish 

110 S1 i 2 Y MOD29P1D 
N 

  Phantom: XML file missing (Science file present) OP 
Chk 

Publish 

110 S1 i 2 N MYD29P1N 
N 

  Phantom: XML file missing (Science file present) OP 
Chk 

Publish 

110 S1 j 2 Y MOD29P1D 
N 

  Phantom: Science file missing (XML file present) OP 
Chk 

Publish 

110 S1 j 2 N MYD29P1N 
N 

  Phantom: Science file missing (XML file present) OP 
Chk 

Publish 

110 S1 k   
 
2 

Y MOD29P1D 
 
Browse 

Y 
  Phantom: Browse file missing (Science file present) OP 

Chk 
Publish 

110 S1 l   
 
2 

Y MOD29P1D 
 
Browse 

Y 
  Link to browse file modified to point to a non-existent file Lnk 

Chk 
Publish 

110 S1 m 2 Y MYD29P1D 
Y 

  Browse linkage file missing Lnk 
Chk 

Publish 

110 S1 n 2 Y MOD29P1D 
N 

Y Modify the linkage (to the public file) in the .orderdata to be invalid Lnk 
Chk 

Publish 

110 S1 o 2 Y MOD29P1D N   Create an orphan granule w/ files LESS than the minimum age n/a n/r 
110 S1 p 2 

 
2 

Y MOD29P1D 
 
QA 

n/r 
Y /sotestdata/DROP_801/DP_81_01/Criteria/110/110_P     

110 S1 q 2 Y MOD29P1D 
 
PH 

n/r 
Y /sotestdata/DROP_801/DP_81_01/Criteria/110/110_Q     

 
EXPECTED RESULTS: 
 

856 REPAIR – DP_7F_01, CRITERION 300 PARTIALLY (ECS-ECSTC-3266) 

DESCRIPTION: 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 <i>[Repair – DP_7F_01, Criterion 300 partially]</i>  #comment 
2 Perform repairs of the discrepancies listed test case 13.   
3 Verify that the orphans identified mentioned in test case 13 have been 

repaired, that is, that the files are either no longer in the Data Pool or that 
there are now granule entries which reference these files.<br />(For 13-b, use 
DPL CleanupFileOnDisk to repair) 

  

4 Verify that the phantoms mentioned in test case 13 have been repaired, i.e., 
that all files and links for these granules are now present in the Data Pool 
inventory and in the public or hidden Data Pool location. 

  

5 Verify that the invalid links mentioned in test case 13 have been repaired, i.e., 
that they have been removed or replaced. 

  

6 Verify that the success or failure of the repairs can be verified either via the 
Data Pool Maintenance GUI or via exit codes returned by the repair utilities. 

  

 
 
TEST DATA: 
Test data in test case 13 
 
EXPECTED RESULTS: 
 

857 MOST RECENT INSERTS UTILITY (ECS-ECSTC-3267) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Most Recent Inserts Utility]</i>  #comment 
2 Run the “Most Recent Inserts Utility” (EcDlMostRecentInsert.pl).   
3 Inspect the files generated by the utility, at the top level of the Data Pool 

directory structure (DPRecentInserts_&lt;YYYYMMDD&gt;), and at each 
collection level 
(DPRecentInserts_&lt;Shortname&gt;_&lt;VersionId&gt;_&lt;YYYYMMD
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# Action Expected Result Notes 
D&gt;), randomly checking the paths of a few granules, and verify that the 
information written by the utility is correct. 

 
 
TEST DATA: 
n/a 
 
EXPECTED RESULTS: 
 

858 REMAP COLLECTION TO NEW GROUP, DP_7F_01, CRITERION 2020 (ECS-ECSTC-3268) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Remap Collection to New Group, DP_7F_01, Criterion 2020]</i>  #comment 
2 Take DPL Ingest and DPAD down.   
3 Choose a populated collection from a group with more than one collection 

assigned to it.<br />The collection must have at least one Most Recent Data 
Pool Inserts, collection-level file in its collection-level directory. 

  

4 Use the Data Pool Maintenance GUI to turn off the insertEnabledFlag for this 
collection.<br />Use the Collection-to-Group Remapping utility to re-assign 
this collection to a new group for which a directory does not already exist in 
the Data Pool file system. 

  

5 Verify that the utility accepts the required command line parameters.<br 
/>Verify that the DlDimensionGroupESDT table has been updated correctly 
to reflect the new collection-to-group mapping. 

  

6 Verify that the DlCollection table has been updated correctly to reflect the 
new collection-to-group mapping. 

  

7 Verify that the DlFactGroupESDT table has been updated correctly for all 
granules in the collection. 

  

8 Verify that the new parent group directory is created on the Data Pool file 
system. 

  

9 Verify that the collection directory is accessible from the new parent group   
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# Action Expected Result Notes 
directory. 

10 Verify that the Most Recent Data Pool Inserts file(s) in the collection level 
directory is (are) accessible via the &lt;new parent group 
directory&gt;/&lt;collection directory&gt; path. 

  

11 Verify that the correct information is written to the utility log file.   
12 Find a granule that resides in the Data Pool that has an associated browse file 

and that will not expire before the test is complete. 
  

13 Bookmark the Data Pool URLs that are obtained through mechanisms other 
than EDG for this science granule, its associated metadata file, and its 
associated browse file.<br />Remap the collection to which this granule 
belongs to a different group. 

  

14 After the remapping operation has completed successfully, verify that the 
science granule, its associated metadata, and its associated browse can be 
retrieved successfully using the bookmarked URLs. 

  

15 Attempt to start the Collection-to-Group Remapping utility while another 
copy of the utility is running in the same mode. 

  

16 Verify that the second copy exits and returns the appropriate error messages 
both on the command line and in its log. 

  

17 Attempt a drill down operation on a collection which is being remapped.   
18 Verify that either the drill down is prevented, or that no drill down errors 

occurs during the remapping operation, and that after the remapping is 
completed, granules in the collection can be downloaded from a drill down 
results page. 

  

19 Attempt to run the Cleanup utility to clean up granules that were removed 
from AIM, i.e., for which EcDsDeletionCleanup was run for the collection 
that is being remapped. 

  

20 Verify that the granules in the collection are eventually cleaned up correctly 
from the database and from disk. 

  

21 Perform collection remapping while Data Pool Ingest and OMS are operating.   
22 Choose a collection that is large enough such that at least ten (10) granules 

can be ingested and ten (10) public granules can be distributed via FTP Pull 
during the remapping operation; and attempt to ingest and distribute at least 
this number of granules from the collection during the remapping operation. 

  

23 Verify that the remapping operation completes successfully.   
24 Verify that if any ingest or distribution errors occur, they all result in operator 

interventions and one can recover from them (i.e., complete the 
corresponding ingest request respectively order successfully) by closing the 
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# Action Expected Result Notes 
intervention after the collection remapping operation completed 

 
 
TEST DATA: 
use a collection with only a few granules, but for which there are pending orders, i.e., with granules residing in the hidden directory for the collection 
 
EXPECTED RESULTS: 
 

859 GUI SECURITY (ECS-ECSTC-3269) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[GUI Security]</i>  #comment 
2 For the DPM GUI, verify that on startup the operator is asked to login and is 

allowed the use of “full access” features only after successful login. 
  

 
 
TEST DATA: 
n/a 
 
EXPECTED RESULTS: 
 

860 S4 ORDER (ECS-ECSTC-3270) 

DESCRIPTION: 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 <i>[S4 order]</i>  #comment 
2 Place an order through OMS for a granule that is not already in the Data Pool 

and the collection is not configured public. 
  

3 Verify that the granule is stored in the hidden Data Pool, that the “order only” 
flag is set correctly for the granule in the DlGranules table, and that the 
granule does not appear on a Data Pool drill down search results using the 
Data Pool Web Access GUI. 

  

 
 
TEST DATA: 
n/a 
 
EXPECTED RESULTS: 
 

861 HEG ORDER FROM WEB ACCESS (ECS-ECSTC-3271) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[HEG Order from Web Access]</i>  #comment 
2 Insert an AST_L1B granule into the Data Pool, using the Batch Insert utility.   
3 Use the Data Pool Web Access GUI to drill down for this granule.   
4 Perform a HEG order for this granule.   
5 Verify that the band subsetting icon appears for this granule on the HEG 

order page (although you do not need to select it). 
  

6 Verify that the HEG order completes successfully, and that the HEG output 
files are placed in the 
/datapool/&lt;mode&gt;/user/&lt;fs&gt;/.orderdata/OUTPUTS&lt;encrypt&g
t;/HEGOUT.001&lt;encrypt&gt;/HEG/&lt;requested&gt;.&lt;granuleid&gt; 
directory. 

  

7 Verify that the order status appears on the OMS GUI.   
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TEST DATA: 
AST_L1B.003 (current version), or any current HEGable data type with band subsetting 
 
EXPECTED RESULTS: 
 

862 HIDDEN SCRAMBLER UTILITY (ECS-ECSTC-3272) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Hidden Scrambler Utility]</i>  #comment 
2 With Data Pool inserts shut down, use the Data Pool Hidden Scrambler utility 

with the –shortname/-versionid command line parameters to generate a new 
hidden directory name for a single collection, where there are pending orders 
for granules in that collection. 

  

3 Verify that the new hidden directory is created, that all files for pending 
orders for the collection are moved to the new hidden directory, that all 
FTPPull links for existing orders referencing the old hidden directory now 
point to the new hidden directory, and that the old hidden directory is 
removed. 

  

 
 
TEST DATA: 
Any current data type which is already in the DlCollections table with Data Pool inserts enabled. 
 
EXPECTED RESULTS: 
 

863 CREATE COLLECTIONS ON DPL MAINTENANCE GUI (ECS-ECSTC-3273) 

DESCRIPTION: 
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PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Create Collections on DPL Maintenance GUI]</i>  #comment 
2 Using the Data Pool Maintenance GUI, define a new collection group, as well 

as two new collections for that group. 
  

3 Verify the following:   
4 Corresponding secret directory names are created and saved in the Data Pool 

inventory database. 
  

5 A subsequent order that references at least one granule in each of the 
collections that is not yet in the Data Pool stages the granules successfully 
and the corresponding hidden directories have been created 

  

 
 
TEST DATA: 
Any current data types that are not already in the DlCollections table in the Data Pool 
 
EXPECTED RESULTS: 
 

864 DETECTION OF ILLEGAL ACCESS TO HIDDEN DIRECTORIES: OD_S5_06, CRITERION 90 
(ECS-ECSTC-3274) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Detection of Illegal Access to Hidden Directories: OD_S5_06, Criterion 

90]</i> 
 #comment 

2 Note the complete path for two order-only granules each in two different 
collections. 

  

3 Use anonymous ftp to download those granules from outside the firewall 
several times such that the total number of accesses to each collection 
directory are not the same. 
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# Action Expected Result Notes 
4 Configure an alert e-mail address for the firewall ftp rollup script (i.e., 

NOTIFICATION_EMAIL_FOR_HIDDEN_BREECH in 
EcDlFwWuFtpRollup.CFG on p4ftl01). 

  

5 After the firewall log containing the anonymous ftp accesses has been 
downloaded to the Data Pool host, run the firewall ftp rollup script. 

  

6 Verify the following:   
7 An e-mail is sent to the alert address.   
8 The email lists each accessed collection, and for each, the correct external 

address, the correct number of access, and the correct time of the first and last 
access. 

  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

865 DPL MAINTENANCE GUI (ECS-ECSTC-3275) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[DPL Maintenance GUI]</i>  #comment 
2 Open the DPL Maintenance GUI in a web browser.   
3 Verify that<br />    g. A collection can be added<br />    h. A collection can 

be deleted<br />    i. A collection can be updated<br />    j. A collection 
group can be added<br />    k. A collection group can be updated<br />    l. A 
theme can be added<br />    m. A theme can be deleted<br />    n. A theme 
can be updated 
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TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

866 MOVE COLLECTION UTILITY (ECS-ECSTC-3276) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Move Collection Utility]</i>  #comment 
2 Use the Move Collection Utility to move a collection to a new file system.   
3 Ensure that granules are inserted into the collection in the DataPool at 10 

granules per minute. 
  

4 Ensure there are OMS ftp pull orders being executed at the same time as well 
as Ingest requests against the collection. 

  

5 Verify the public directories for the collection were moved and contain all the 
granules that existed in the original collection, plus the newly inserted ones, 
plus the one that was made public. 

  

6 Verify the hidden directories for the collection were moved, a link to the new 
location was left behind, and the moved directories contain all the granules 
they contained originally minus the one granule that become public, plus the 
granules that were newly inserted. 

  

7 Verify that only a link to the collection in the target collection remains in the 
collection directory in the source. 

  

8 The OMS granules that were ordered during the move can be pulled 
successfully after the move completed. 

  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
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867 WIST ACCESS TO DATA POOL: BE_S3_05, CRITERION 10 (ECS-ECSTC-3277) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[WIST Access to Data Pool: BE_S3_05, Criterion 10]</i>  #comment 
2 Via the WIST client, submit an inventory search containing a mixture of 

science data types, all of which will find a match in the archive and in the 
Data Pool. 

  

3 Visually inspect the Inventory Search Result to verify that the information for 
each granule, contains the ftp DataPool URL for the granule and all of the 
associated files (metadata and browse if available). 

  

4 Select the displayed URLs in the Inventory Search Result.   
5 Verify that each product downloads correctly.   

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

868 PUBLISHING HIDDEN SCIENCE GRANULE WITH BROWSE (ECS-ECSTC-3278) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Publishing Hidden Science Granule with Browse]</i>  #comment 
2 Use Publish Utility to publish an existing science granule in the hidden Data 

Pool.<br />The science granule has an associated browse. 
  

3 For each science granule, verify that the granule file and associated xml files   
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# Action Expected Result Notes 
are stored in the public Data Pool. 

4 For the science granule, verify that the browse linkage information is 
included in the Data Pool xml file for the science granule. 

  

5 For each browse granule, verify that the jpeg versions of the associated 
browse granule(s) are stored in the Data Pool in the public directory structure. 

  

6 [Regression] Verify that the start and completion of the publishing operations 
are logged. 

  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

869 BACKFILL : DP_72_01, CRITERION 170 (ECS-ECSTC-3279) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Backfill : DP_72_01, Criterion 170]</i>  #comment 
2 Place a (or find an existing) qualified Data Pool insert subscription for a 

collection which is configured to be archived but NOT to be inserted into the 
public Data Pool and that is enabled for HEG processing 

  

3 Submit a PDR for a granule which satisfies the subscription 
qualifications.<br />The PDR should include an associated Browse 
granule.<br />The granule should be a real granule. 

  

4 Verify that the granule is inserted into the public Data Pool directories, and 
that all information in the Inventory database that should be present for public 
granules is populated (i.e., band information). 

  

5 Verify that the HEG Band extraction took no more than five seconds.   
6 Verify that the associated Browse granule files are also in the public Data 

Pool. 
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# Action Expected Result Notes 
7 Verify that the tape archive was not accessed, i.e., no transfer from archive 

and no checksumming took place. 
  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

870 GRANULE REPLACEMENT ON, COLLECTION CONFIGURED FOR PUBLIC DATA POOL 
INSERT : DP_72_01, CRITERION 180 (ECS-ECSTC-3280) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Granule Replacement ON, Collection Configured For Public Data Pool 

Insert : DP_72_01, Criterion 180]</i> 
 #comment 

2 Submit a PDR for a granule in a collection that is configured for Granule 
Replacement, and is configured for archiving and for public Data Pool insert 
on Data Pool Ingest.<br /><br />After the Ingest request completes 
successfully, submit a second PDR for another granule in this collection 
which is a replacement for the first (i.e. has the same acquisition date and 
either the same LocalGranuleId or the same RangeBeginningTime). 

  

3 <i>[NOTE: This criterion requires DPL Ingest capabilities as specified in 
DP_S6_01.]</i> 

 #comment 

4 Verify that the second granule replaces the first granule in the public Data 
Pool directories and that the first granule is now in the hidden Data Pool. 

  

5 Verify that both granules are archived successfully.   

 
 
TEST DATA: 
Any current data types 



 

2727 
 

 
EXPECTED RESULTS: 
 

871 GRANULE REPLACEMENT ON, OLDER GRANULE DOES NOT REPLACE NEWER GRANULE 
(ECS-ECSTC-3281) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Granule Replacement ON, Older Granule Does not Replace Newer 

Granule]</i> 
 #comment 

2 Submit a PDR for a granule in a collection that is configured for Granule 
Replacement, and is configured for archiving and for hidden Data Pool insert 
on Data Pool Ingest. 

  

3 After the Ingest request completes successfully, modify the collection to 
enable public Data Pool insert, then submit a second PDR for another granule 
in this collection which is a replacement for the first (i.e. has the same 
acquisition date and either the same LocalGranuleId or the same 
RangeBeginningTime). 

  

4 After the second Ingest request completes successfully, use the Publish 
Utility to publish the first ingested granule. 

  

5 Verify that the second granule stays in public Data Pool, the second granule 
stays in the hidden Data Pool, and the publication request failed. 

  

6 Verify that both granules are archived successfully.   

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
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872 GRANULE REPLACEMENT OFF, COLLECTION CONFIGURED FOR PUBLIC DATA POOL 
INSERT : DP_72_01, CRITERION 185 WITH MODIFICATION (ECS-ECSTC-3282) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Granule Replacement OFF, Collection Configured For Public Data Pool 

Insert : DP_72_01, Criterion 185 with modification]</i> 
 #comment 

2 Submit a PDR for a granule in a collection that is NOT configured for 
Granule Replacement, but is configured for public Data Pool insert on Data 
Pool Ingest. 

  

3 After the Ingest request completes successfully, submit a second PDR for 
another granule in this collection which is a replacement for the first (i.e. has 
the same acquisition date and either the same LocalGranuleId or the same 
RangeBeginningTime). 

  

4 After the second Ingest request completes, submit a third PDR for another 
granule in this collection which is a replacement for the first (i.e. has the 
same acquisition date and either the same LocalGranuleId or the same 
RangeBeginningTime). 

  

5 Verify that the first granule is stored in the public Data Pool, and the second 
and the third granules fail publication but is inserted into the hidden 
DataPool.<br /><br />Verify the suffix of the second and the third granules 
are consecutive numbers. 

  

6 Verify that the PAN is sent for three granules, and that neither PAN reports 
an ingest error 

  

7 Verify that three granules are archived successfully, that the second and the 
third granules are stored in the Data Pool hidden directory, and that each 
granule has unique filenames. 

  

 
 
TEST DATA: 
Any current data types 
 



 

2729 
 

EXPECTED RESULTS: 
 

873 PUBLISH UTILITY, DP_7F_01, CRITERION 500 (ECS-ECSTC-3283) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Publish Utility, DP_7F_01, Criterion 500]</i>  #comment 
2 Use Publish Utility to insert at least two granules for each of the following 

conditions; all granules shall be on tapes that are currently resident in the tape 
silo unless explicitly noted otherwise:<br />    a. granule is not in the AIM 
inventory.<br />    b. granule is flagged deleted from archive in the AIM 
inventory (DeleteFromArchive set to ‘Y’).<br />    c. granule is hidden in the 
AIM inventory (DeleteFromArchive set to ‘H’)<br />    d. granule is flagged 
as logically deleted in the AIM inventory (deleteEffectiveDate is not 
NULL).<br />    e. granule is not flagged as logically deleted, deleted from 
archive, or hidden in the AIM inventory and belongs to a collection 
configured for publishing during ingest.<br />    f. granule is not flagged as 
logically deleted, deleted from archive, or hidden in the AIM inventory and 
does not belong to a collection configured for publishing during ingest.<br />    
g. granule is not flagged as logically deleted, deleted from archive, or hidden 
in the AIM inventory, belongs to a collection configured for granule 
replacement and publishing during ingest, and will trigger the granule 
replacement logic but is not eligible to replace the existing public granule.<br 
/>    h. granule is not flagged as logically deleted, deleted from archive, or 
hidden in the AIM inventory, belongs to a collection configured for granule 
replacement and publishing during ingest, and will trigger the granule 
replacement logic and is eligible to replace the existing public granule.<br />  
<br />    j. granule belongs to a collection that resides on a file system that is 
currently flagged as unavailable.<br /> <br />    l. granule is flagged as 
golden in the AIM inventory (DeleteFromArchive set to ‘G’) and belongs to a 
collection configured for granule publication during ingest.<br />   <br />    n. 
hidden browse granule is flagged as logically deleted in the AIM inventory 
(deleteEffectiveDate is not NULL)<br />    o. hidden browse granule is not 
flagged as logically deleted 
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# Action Expected Result Notes 
3 Verify that the Data Pool Publish Utility rejects the granules referenced in a, 

b. 
  

4 Verify that the Data Pool Publish Utility logs the rejected granules with the 
reason for the rejection. 

  

5 Verify that the Data Pool Publish Utility queued insert actions with the Data 
Pool Insert Service for the granules referenced in c, d, e, f, g, h, j, l, n,o 

  

6 Verify that the granules referenced in e, h, l, o were inserted into the public 
Data Pool. 

  

7 Verify that the granules referenced in 1 c, d, f, g, n were inserted into the 
hidden Data Pool. 

  

8 Verify that the granule referenced in j remained queued for Data Pool 
inserts.<br /> 

  

9 Verify that the Data Pool database contains the correct status detail for each 
of the insert actions.<br /> 

  

10 Make the Data Pool file system available into which the granule referenced in 
j needs to be inserted, and verify that the insert of the granule into the Data 
Pool completes successfully.<br /> 

  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

874 PUBLISH AFTER VALIDATION, DP_7F_01, CRITERION 130 (ECS-ECSTC-3284) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Publish After Validation, DP_7F_01, Criterion 130]</i>  #comment 
2 Perform a Data Pool inventory validation that reports at least four (4) 

granules from a collection configured for publishing during ingest as missing 
from the public Data Pool and pick up the output of that run with a publishing 
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# Action Expected Result Notes 
run. 

3 Verify that the granules are indeed published, i.e., the granules are no longer 
flagged as not public in the Data Pool inventory and their files are in the 
correct public Data Pool directory and no longer in the hidden Data Pool area. 

  

4 Verify that the start and completion of the publishing run are logged, as well 
as the publishing attempt/success for each of the granules reported by the 
Data Pool inventory validation run. 

  

5 Verify that the start and completion of the publishing run are logged, as well 
as the publishing attempt/success for each of the granules reported by the 
Data Pool inventory validation run. 

  

6 Verify that the next automatic BMGT export will include the URL insertions 
of the granules that were published. 

  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

875 ON-LINE ARCHIVE BULK REPAIR, DP_7F_01, CRITERION 330 (ECS-ECSTC-3285) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[On-Line Archive Bulk Repair, DP_7F_01, Criterion 330]</i>  #comment 
2 Perform a bulk repair using the output from an inventory validation utility 

that discovered at least 500 granules in the AIM inventory that are missing 
from the Data Pool (i.e., their Data Pool inventory entries and files are both 
missing).<br />Ensure that the granules include at least one non-science 
granule of each type (DAP, PH, QA) in the repair.<br />The granules shall be 
distributed over at least three (3) tapes.<br />Between 90% and 95% of these 
granules shall belong to collections configured for publication during ingest; 
the rest shall not belong to such collections.<br />At least one of the granules 
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# Action Expected Result Notes 
shall be a non-science granule. 

3 Identify the hosts to be used for checksumming operations.   
4 Specify limits for the number of concurrent checksumming operations, tape 

volumes accessed concurrently, and concurrent tape read operations for the 
same tape; all these limits shall be greater than one. 

  

5 Provide the command line parameters respectively configuration settings that 
are needed to control the number of Data Pool publications 
(maxnumconactions) . 

  

6 Provide a concurrent ingest workload of at least ten granules per minute, all 
of which shall belong to collections being published. 

  

7 Verify that all granules were repaired, i.e., are in the Data Pool inventory.   
8 Verify that the granules that belong to collections configured for publication 

during ingest are in public Data Pool directories and are public in the Data 
Pool inventory. 

  

9 Verify that the granules that do not belong to collections configured for 
publication during ingest are in hidden Data Pool directories and are 
identified as non-public in the Data Pool inventory. 

  

10 Verify that utility parallelized its operation; including access to multiple tape 
volumes concurrently, multiple concurrent checksumming operations, and 
multiple concurrent read operations; and that it did so within the constraints 
imposed by the limits specified in a. to h.. 

  

11 Verify that utility caused parallel Data Pool publishing operations, but that its 
publishing activity is constrained in accordance with settings chosen in a. to 
h.. 

  

12 Verify that the successful repair can be verified by an operator via the Data 
Pool Maintenance GUI or an exit code returned by the utility. 

  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
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876 UN-PUBLISH GRANULES THAT WERE REPORTED BY DATA POOL INVENTORY 
VALIDATION, DP_7F_01, CRITERION 90 (ECS-ECSTC-3286) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Un-publish Granules that were Reported by Data Pool Inventory 

Validation, DP_7F_01, Criterion 90]</i> 
 #comment 

2 Perform a Data Pool inventory validation that reports at least four granules as 
being public that are not eligible to be public as per S-DPL-08180f(listed 
below) and pick up the output of that run with an un-publishing run. 

  

3 Verify that the granules are indeed un-published, i.e., the granules are no 
longer flagged as public in the Data Pool inventory and their files are in the 
correct hidden Data Pool directory and no longer in the public Data Pool area. 

  

4 Verify that the start and completion of the un-publishing run are logged, as 
well as the un-publishing attempt/success for each of the granules reported by 
the Data Pool inventory validation run. 

  

5 Verify that the un-publishing run exits with an exit code indicating success.   
6 Verify that the next automatic BMGT export will include the URL deletions 

of the granules that were un-published. 
  

7 S-DPL-08180f - The DPL CI shall not make granules public that are 
currently flagged as logically deleted (i.e., have a non-NULL 
deleteEffectiveDate), deleted from archive (i.e., DeleteFromArchive set to 
‘Y’), or hidden from normal users (i.e., DeleteFromArchive set to ‘H’) in the 
AIM CI inventory. 

  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
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877 NON-ECS INSERT: DP_S3_02, CRITERION 110 (ECS-ECSTC-3287) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>The only use case that we currently have for non-ECS granules is at the 

ASDC DAAC, who put MISR campaign data into their Data Pool as non-
ECS granules.<br />These non-ECS granules have no browse, so we don't 
need to support or test non-ECS browse.<br />These non-ECS granules have 
either bounding coordinates or no coordinates, so we don't need to support 
any other spatial types for non-ECS granules.<br />These non-ECS granules 
have a RangeDateTime attributes, so we don't need to support 
SingleDateTime attributes.<br />These non-ECS granules have no day night 
flag, so we don't need to support day night flags.</i> 

 #comment 

2 As cmshared, create a working directory, such as 
/tools/common/test/8.2/regression/dpl/893. 

  

3 Copy all of the files from the /sotestdata/SynergyVI/DP_S3_02/Criteria/100 
directory to the working directory.<br /><br />The metadata data files have 
the following: <br /><br />MISR_AEROSOL...xml has a LocalGranuleID 
(external identifier), no spatial attributes, no day night flag, and no measured 
parameters<br /><br />MISR_AM1_CGAS...xml has a LocalGranuleID, 
global coordinates, no day night flag, and 1 measured parameter<br /><br 
/>MISR_AM1_CGLS...xml has no LocalGranuleID, global coordinates, no 
day night flag, and 1 measured parameter <br /><br 
/>MISR_ELLIPSOID...xml has a LocalGranuleID, no spatial attributes, no 
day night flag, and no measured parameters<br /><br 
/>MISR_TERRAIN...xml has no LocalGranuleID, no spatial attributes, no 
day night flag, and no measured parameters 

  

4 Change the paths in the Criteria_100.BIR file to match the working directory.   
5 Use the Publish Utility to insert the selected granules into the public data 

pool.<br /><br />Specify a valid batch label, retention priority, retention 
period, and dispatch priority. 

  

6 Verify the insert actions are queued correctly and contain the correct 
contents.<br />Their execution can be monitored using the Data Pool 
Monitoring GUI, and batch label and dispatch priority can be displayed.<br 
/>XML file and path name can be displayed by the Data Pool Monitoring 
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# Action Expected Result Notes 
GUI. 

7 Verify the granule and metadata files are inserted correctly into the data pool.   
8 Verify the granule and metadata file pathnames are recorded correctly in the 

data pool inventory. 
  

9 Verify the publish log contains the required entries.   
10 Verify the source files have been removed from the source directory (the 

working directory where the files were copied earlier). 
  

 
 
TEST DATA: 
Non-ECS data types 
 
EXPECTED RESULTS: 
 

878 RUN DPCV AGAINST DPL, PROVIDE A LIST OF GRANULE IDS : CK_7F_01, CRITERION 540 
(ECS-ECSTC-3288) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Run DPCV against DPL, Provide a List of Granule IDs : CK_7F_01, 

Criterion 540]</i> 
 #comment 

2 Select several granules (at least 10) from Data Pool that belong to at least two 
ESDTs. 

  

3 Manually alter the checksum values in the Data Pool database for at least 2 
granule files. 

  

4 Set the Last Verification time to null for 2 other granules.   
5 Set the Checksum Verification Status to “failed” for 2 granules.   
6 Run DPCV against Data Pool providing the list of granule IDs as input.   
7 Verify that the DPCV run completed successfully.   
8 Verify that DPCV performed checksum verification for all data files that 

belong to the list of granules in S-540-1. 
  



 

2736 
 

# Action Expected Result Notes 
9 Verify that DPCV checksum verification was successful for those files whose 

checksum values were not altered in S-540-1. Verify the following in DPL 
database:<br />    Checksum time was updated correctly for each affected 
file<br />    Checksum origin was updated as “DPCV” for each affected file 
that had a null last checksum verification time.<br />    Checksum 
verification status was set to a success status. 

  

10 Verify that DPCV failed checksum verification for those files whose 
checksums have been altered as described in S-540-2. Verify the following in 
DPL database:<br />    Checksum verification status was set to a failure 
status. 

  

11 Verify that DPCV logs an error message for each file that failed checksum 
verification, and that the error message includes information specified in the 
L4 requirement S-DPL-49180. 

  

12 Verify that the Last Verification time and status for the granules modified in 
S-540-3 was populated. 

  

13 Verify that the verification status was set to “success” for the granules 
modified in S-540-4. 

  

14 Verify that DPCV logs an error message for each file that failed checksum 
verification, and that the error message includes information specified in the 
L4 requirement S-DPL-49180 and S-DPL-49190. 

  

 
 
TEST DATA: 
any current collection group 
 
EXPECTED RESULTS: 
 

879 RUN DPCV FOR A SINGLE ESDT, WITH GRANULE INSERT DATE RANGE WITH CHECKSUM 
FAILURES: CK_7F_01, CRITERION 510 (ECS-ECSTC-3289) 

DESCRIPTION: 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 <i>[Run DPCV for a Single ESDT, with Granule Insert Date Range with 

Checksum Failures: CK_7F_01, Criterion 510].</i> 
 #comment 

2 Select an ESDT in Data Pool that has at least 30 granules.   
3 Note the earliest insert date and latest insert date of the granules selected. 

Choose a date range that will contain some, but not all of the granules. 
  

4 Manually alter the checksum values in the Data Pool database for at least 2 of 
science files belonging to granules whose insert time lies within the chosen 
date range. 

  

5 Run DPCV against Data Pool for the ESDT selected above, specifying the 
insert date range determined in S-510-1 

  

6 Verify that DPCV run completed successfully.   
7 Verify that DPCV performed checksum verification for only those data files 

selected in S-510-1 whose granule insert times fall within the desired granule 
insert time range. 

  

8 Verify that DPCV checksum verification was successful for those files whose 
checksum values were not altered in S-510-1. Verify the following in DPL 
database:<br />    Checksum time was updated correctly for each affected 
file<br />    Checksum origin was updated as “DPCV” for each affected file 
that had a null last checksum verification time.<br />    Checksum 
verification status was set to a success status for files with checksums that 
were not altered. 

  

9 Verify that DPCV failed checksum verification for those files whose 
checksums have been altered as described in S-510-1. Verify the following in 
DPL database: 

  

10 Checksum verification status was set to a failure status.   
11 Verify that DPCV logs all the information specified S-DPL-49180 and S-

DPL-49190. 
  

 
 
TEST DATA: 
any current collection group 
 
EXPECTED RESULTS: 
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880 CLOUD COVER UTILITY (ECS-ECSTC-3290) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Cloud Cover Utility]</i>  #comment 
2 Run Cloud Cover Utility with operations correct, remove, populate, 

repopulate on collections which have core metadata and PSA metadata for 
cloud cover source respectively. 

  

3 Verify the results based on the CCU test plan.   

 
 
TEST DATA: 
See CCU test plan 
 
EXPECTED RESULTS: 
 

881 QA/PH DPL INGEST, INSERT:DP_7G_01, CRITERION 100 (ECS-ECSTC-3291) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[QA/PH DPL Ingest, Insert and Web Access:DP_7G_01, Criterion 

100]</i> 
 #comment 

2 Configure QA and PH collections to be public (i.e., have their granules 
queued for publishing as part of ingest processing). 

  

3 Use the DPM GUI to enable at least two public AMSR collections for 
distribution of QA, PH and Browse. 

  

4 Ensure that there is at least one public collection X (non AMSR) that is not 
enabled in that manner but does have Browse. 
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# Action Expected Result Notes 
5 For each type of associated granule, ensure that there is at least one granule 

(granule set Y) in each AMSR collection that does not have that associated 
granule (but does offer the others). 

  

6 Ensure that there is at least one granule (granule set Z) in each AMSR 
collection that does not have any associated granules. 

  

7 For each public AMSR collection, ingest at least two science granules 
(granule set W) with their QA, PH and Browse. 

  

8 Cause the Science and Browse granules to be published before the associated 
QA and associated PH. 

  

9 For each public AMSR collection, ingest at least two science granules 
(granule set W) with their QA, PH and Browse. 

  

10 Cause the Science and Browse granules to be published before the associated 
QA and associated PH. 

  

11 Verify that the QA, PH, and Browse granules are published.   
12 Verify that the directories into which the science granules were placed 

contain symbolic links pointing to the correct QA, PH, and Browse granules 
and that these links are correctly named, as per S-DPL-10220. 

  

13 <i>steps related to Web Access starting from step 12 are removed for 8.2</i>  #comment 

 
 
TEST DATA: 
any current collection group 
 
EXPECTED RESULTS: 
 

882 QA/PH/BROWSE DPL REPLACEMENT (ECS-ECSTC-3292) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[QA/PH/Browse DPL Replacement]</i>  #comment 
2 Configure QA and PH collections to be public (i.e., have their granules   
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# Action Expected Result Notes 
queued for publishing as part of ingest processing).<br /><br />Use the DPM 
GUI to enable at least two public AMSR collections for distribution of QA, 
PH, and Browse.<br /><br />For one of these collections (C1), Browse 
granules shall be related to one science granule.<br /><br />For the other 
collection (C2), Browse granules shall be related to many science 
granules.<br /><br />Ensure that granule replacement is turned on for the 
AMSR and the QA and PH collections. 

3 Ingest at least one AMSR granule for collections C1, together with its PH, 
QA, and Browse (granule set G2).<br /><br />Ensure that there is at least one 
granule (granule set G1) from this AMSR collection in the public Data Pool 
for a previous date, together with its QA, PH and Browse (also from a 
previous date).<br /><br />These granule sets will be used to test science 
granule replacement (together with QA, PH and Browse). 

  

4 Ingest at least one AMSR granule for collections C1, together with its PH, 
QA, and Browse (granule set G3).<br /><br />Ensure that there is at least one 
granule (granule set G4) from this AMSR collection in the public Data Pool 
for a previous date, together with its QA, PH and Browse (also from a 
previous date).<br /><br />These granule sets will be used to test browse 
granule replacement. 

  

5 Ingest at least one set of granules for collection C2 that share a Browse, 
together with the Browse and their QA and PH granules (granule set G5).<br 
/><br />Ensure that there is at least one other set of such granules from that 
collection in the public Data Pool for a previous date, together with their QA, 
PH and Browse (granule set G6).<br /><br />These granule sets will be used 
to test science granule replacement (together with QA, PH and Browse). 

  

6 Ingest at least one other set of granules for collection C2 that share a Browse, 
together with the Browse and their QA and PH granules (granule set G7).<br 
/><br />Ensure that there is at least one other set of such granules from that 
collection in the public Data Pool for a previous date, together with their QA, 
PH and Browse (granule set G8).<br /><br />These granule sets will be used 
to test Browse granule replacement. 

  

7 Ingest at least one other set of granules for collection C2 that share a Browse, 
together with the Browse and their QA and PH granules, but omit one of the 
science granules of this set that would be linked with that Browse granule, as 
well (granule set G9).<br /><br />Ensure that there is at least one other set of 
such granules from that collection in the public Data Pool for a previous date, 
together with their QA, PH and Browse (granule set G10).<br /><br />These 
granule sets will be used to test addition of a science granule (with its QA, 
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# Action Expected Result Notes 
PH, and Browse) to an existing set of science granules, thereby replacing 
their Browse. 

8 After the ingest and publishing operations complete, verify that the symbolic 
links for the PH, QA, and Browse files are created, point to the correct files, 
and have the correct names. 

  

9 Ingest a replacement granule for each newly ingested AMSR granule in 
granule set G2 together with its QA, PH, and Browse (i.e., on the same 
day).<br /><br />Verify that the new PH, QA, and Browse granules and their 
files are in the public Data Pool. 

  

10 Verify that the symbolic links for the new PH, QA, and Browse granules are 
present, point to the files of the replacement granules, and have the correct 
names. 

  

11 Verify that the previous versions of the AMSR granules and their PH and QA 
granules were unpublished and reside in the hidden Data Pool. 

  

12 Verify that the previous version of the Browse granule was removed from the 
Data Pool. 

  

13 Verify that the Data Pool inventory contains a Browse cross reference 
between the new science granule and its Browse. 

  

14 Verify that the AIM inventory contains the cross references between the new 
science granule and the new QA, PH, and Browse granules. 

  

15 Ingest a replacement granule for a granule in each AMSR granule in granule 
set G1 together with its QA, PH, and Browse.<br /><br />Verify that the new 
PH, QA, and Browse granules and their files are in the public Data Pool. 

  

16 Verify that the symbolic links for the new QA, PH, and Browse granules are 
present, point to the correct files of the replacement granules, and have the 
correct names. 

  

17 Verify that the previous versions of the AMSR granules are unpublished, but 
that the previous versions of the QA and PH granules remain public. 

  

18 Verify that the previous version of the Browse granule was removed from the 
Data Pool. 

  

19 Verify that the Data Pool inventory contains a Browse cross reference 
between the new science granule and its Browse. 

  

20 Verify that the AIM inventory contains the cross references between the new 
science granule and the new QA, PH, and Browse granules. 

  

21 Ingest a replacement granule for each of the Browse granules used by the 
science granules in granule set G3.<br /><br />Verify that the new Browse 
granules and their files are in the public Data Pool. 
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# Action Expected Result Notes 
22 Verify that the symbolic links for the new Browse granules are present, point 

to the correct files of the replacement Browse, and have the correct names. 
  

23 Verify that the previous version of each Browse granules was removed from 
the Data Pool. 

  

24 Verify that the Data Pool inventory contains a Browse cross reference 
between each science granule and its new Browse. 

  

25 Verify that the AIM inventory contains the cross references between the 
science granules and their new Browse granules and no cross-references 
between these science granules and their old Browse granules. 

  

26 Ingest a replacement granule for each of the Browse granules used by the 
science granules granule set G4.<br /><br />Verify that the new Browse 
granules and their files are in the public Data Pool. 

  

27 Verify that the symbolic links for the new Browse granules are present, point 
to the correct files of the replacement Browse, and have the correct names. 

  

28 Verify that the previous version of each Browse granules was removed from 
the Data Pool. 

  

29 Verify that the Data Pool inventory contains a Browse cross reference 
between each science granule and its new Browse. 

  

30 Verify that the AIM inventory contains the cross references between the 
science granules and their new Browse granules and no cross-references 
between these science granules and their old Browse granules. 

  

31 Ingest a replacement granule for one of the newly ingested AMSR granules in 
each granule set G5 together with its QA, PH, and Browse (i.e., on the same 
day).<br /><br />Verify that the new PH, QA, and Browse granules and their 
files are in the public Data Pool. 

  

32 Verify that the symbolic links for the new PH, QA, and Browse granules are 
present, point to the files of their replacement granules, and have the correct 
names. 

  

33 Verify that the previous versions of the ingested AMSR granules and their 
PH and QA granules were unpublished and reside in the hidden Data Pool. 

  

34 Verify that each previous version of the ingest Browse granules was removed 
from the Data Pool. 

  

35 Verify that the Data Pool inventory contains a Browse cross reference 
between all of the science granules in each set G5 and their Browse. 

  

36 Verify that the AIM inventory contains the cross references between each 
new science granule and the corresponding new QA and PH Browse 
granules. 

  



 

2743 
 

# Action Expected Result Notes 
37 Verify that the AIM inventory replaced the cross references between all of 

the science granules in each set G5 with cross references to their 
corresponding newly ingested Browse. 

  

38 Verify that the AIM inventory still contains the cross references between the 
replaced science granules and their corresponding QA, PH and old Browse 
granules. 

  

39 Ingest a replacement granule for one of the AMSR granule in each granule set 
G6 together with its QA, PH, and Browse.<br /><br />Verify that the new 
PH, QA, and Browse granules and their files are in the public Data Pool. 

  

40 Verify that the symbolic links for the new PH, QA, and Browse granules are 
present, point to the files of their replacement granules, and have the correct 
names. 

  

41 Verify that the previous versions of the AMSR granules are unpublished, but 
that the previous versions of the QA and PH granules remain public. 

  

42 Verify that the previous versions of the AMSR granules are unpublished, but 
that the previous versions of the QA and PH granules remain public. 

  

43 Verify that the Data Pool inventory contains a Browse cross reference 
between all of the science granules in each set G6 and their Browse. 

  

44 Verify that the AIM inventory contains the cross references between each 
new science granule and the corresponding new QA and PH Browse 
granules. 

  

45 Verify that the AIM inventory replaced the cross references between all of 
the science granules in each set G6 with cross references to their 
corresponding newly ingested Browse. 

  

46 Verify that the AIM inventory still contains the cross references between the 
replaced science granules and their corresponding QA, PH and old Browse 
granules. 

  

47 Ingest a replacement granule for each of the Browse granules used by the 
science granules in granule set G7.<br /><br />Verify that the new Browse 
granules and their files are in the public Data Pool. 

  

48 Verify that the symbolic links for the new Browse granules are present, point 
to the correct files of the replacement Browse, and have the correct names. 

  

49 Verify that the previous version of each Browse granules was removed from 
the Data Pool. 

  

50 Verify that the Data Pool inventory contains a Browse cross reference 
between the science granules in each granule set G7 and their respective new 
Browse. 
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# Action Expected Result Notes 
51 Verify that the AIM inventory contains the cross references between the 

science granules and their new Browse granules and no cross-references 
between these science granules and their old Browse granules. 

  

52 Ingest a replacement granule for each of the Browse granules used by the 
science granules in granule set G8.<br /><br />Verify that the new Browse 
granules and their files are in the public Data Pool. 

  

53 Verify that the symbolic links for the new Browse granules are present, point 
to the correct files of the replacement Browse, and have the correct names. 

  

54 Verify that the previous version of each Browse granules was removed from 
the Data Pool. 

  

55 Verify that the Data Pool inventory contains a Browse cross reference 
between the science granules in each granule set G8 and their respective new 
Browse. 

  

56 Verify that the AIM inventory contains the cross references between the 
science granules and their new Browse granules and no cross-references 
between these science granules and their old Browse granules. 

  

57 For each of the granule sets G9, ingest the granule that was originally omitted 
from the set, together with is QA, PH and a new Browse.<br /><br />Verify 
that the added science granules, their QA and PH granules, and their Browse 
granules are in the public Data Pool. 

  

58 Verify that the symbolic links for the new PH, QA, and Browse granules are 
present, point to the files of their replacement granules, and have the correct 
names. 

  

59 Verify that each previous version of the ingest Browse granules was removed 
from the Data Pool. 

  

60 Verify that the Data Pool inventory contains a Browse cross reference 
between all of the science granules in each set G9 and their Browse. 

  

61 Verify that the AIM inventory contains the cross references between each 
new science granule and the corresponding new QA and PH granules. 

  

62 Verify that the AIM inventory replaced the cross references between all of 
the science granules in each set G9 with cross references to their newly 
ingested Browse. 

  

63 Verify that each previous version of the ingest Browse granules was removed 
from the Data Pool. 

  

64 Verify that the Data Pool inventory contains a Browse cross reference 
between all of the science granules in each set G10 and their Browse. 

  

65 Verify that the AIM inventory contains the cross references between each   
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# Action Expected Result Notes 
new science granule and the corresponding new QA and PH granules. 

66 Verify that the AIM inventory replaced the cross references between all of 
the science granules in each set G10 with cross references to their newly 
ingested Browse. 

  

67 Ensure that the inventory changes in the verification steps (but not the ingest 
operation in the setup steps) are performed in a single automatic BMGT 
export cycle.<br /><br />Cause that export to occur and verify that it includes 
the URLs for the replacement AMSR granules, including their PH and QA 
and Browse URLs; includes the URL deletions for all the replaced AMSR 
science granules; and that the QA and PH and Browse URLs are correct and 
are labeled in accordance with S-BGT-31940. 

  

68 Perform an inventory validation and verify that it does not report invalid 
links, orphans, or phantoms associated with any of the science, QA, and PH 
granules used for this test (use a maximum orphan age of zero). 

  

 
 
TEST DATA: 
See CCU test plan 
 
EXPECTED RESULTS: 
 

883 QA/PH PUBLISHING AND UNPUBLISHING (ECS-ECSTC-3293) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[QA/PH publishing and unpublishing] Choose an AMSR science granule 

with associated QA, PH, and Browse.</i> 
 #comment 

2 Unpublish the science granule. Verify that the symbolic links to the QA, PH, 
and Browse are removed. 

  

3 Verify that the Browse granule stays in public Data Pool.   
4 Publish the science granule.   
5 Verify that the symbolic links to the QA, PH, and Browse are re-established,   
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# Action Expected Result Notes 
point to the correct files, and have the correct names. 

6 Unpublish the QA and PH granule. Verify that the QA and PH granules are 
no longer public and that their files reside in the hidden Data Pool. 

  

7 Verify that the symbolic links to the QA and PH files were removed.   
8 Ensure that the inventory changes in the above steps occur in a single 

automatic BMGT export cycle. Cause the automatic export to occur. Verify 
that the net effect of the export will be the removal of the QA and PH URLs 
from ECHO, but not that of the other granule URLs. 

  

9 Perform an inventory validation and verify that it does not report invalid 
links, orphans, or phantoms associated with the science, QA, and PH granules 
used for this test (use a maximum orphan age of zero). 

  

10 Submit an ECHO order that includes the granule whose QA and PH granules 
were unpublished and request distribution of the associated QA and PH (the 
ECHO order can be submitted via an EWOC test driver). Verify that the 
order completes successfully and the granule including its QA and PH 
granules are distributed. 

  

11 Publish the QA and PH granules. Verify that the QA and PH granules are 
now public and that their files reside in the public Data Pool. 

  

12 Ensure that the inventory changes in the above step occur in a single 
automatic BMGT export cycle. Cause the automatic export to occur. 

  

13 Verify that the net effect of the export will be the addition of the QA and PH 
URLs to ECHO. 

  

14 Verify that the symbolic links to the QA and PH files were re-established, 
point to the correct files, and have the correct names. 

  

15 Unpublish the Browse granule. Verify that the Browse granule was removed 
from Data Pool. 

  

16 Verify that the symbolic links to the Browse files were removed.   
17 Publish the Browse granule. Verify that the Browse granule is now public and 

that its files reside in the public Data Pool. 
  

18 Verify that the symbolic links to the Browse files were re-established, point 
to the correct files, and have the correct names. 

  

 
 
TEST DATA: 
See CCU test plan 
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EXPECTED RESULTS: 
 

884 ON-LINE ARCHIVE REPAIR INCLUDING QA AND PH LINKS (ECS-ECSTC-3294) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[On-Line Archive Repair including QA and PH links]</i>  #comment 
2 Turn at least ten public AMSR granules that have associated QA, PH, and 

Browse granules into phantoms, i.e., their Data Pool (and AIM) inventory 
entries are intact, but their science and XML files and their symbolic links are 
missing from the On-Line Archive.<br />At least one of the AMSR granules 
shall be referenced by an order.<br />Remove its hidden links.(S1) 

  

3 Also turn at least two public QA and two PH granules into phantoms, i.e., 
their Data Pool (and AIM) inventory entries are intact, but neither their files 
nor the symbolic links that point to them are still in the On-Line Archive, but 
their AMSR granules are present and public, and are not among the phantoms 
listed in S-1.<br />At least one of the QA and one of the PH granules shall be 
referenced by an order.<br />Remove their hidden links, as well.(S2) 

  

4 Submit an on-line archive repair for the AMSR granules in S-1 and the 
QA/PH granules in S-2 via the command line, specifying the granules to be 
repaired in an input file; and request restoration of links that may be missing 
for granules whose files are being restored.(S3) 

  

5 Verify that all AMSR science granules were repaired, i.e., their files and 
symbolic links are now in the correct public Data Pool locations, have the 
original file respectively, link names, and that the links point to the same QA, 
PH, and Browse files as before. 

  

6 Verify that all QA and PH granules were repaired, i.e., their files are now in 
the correct public Data Pool locations and the symbolic links that point to the 
files have been restored in the correct locations, as well. 

  

7 Verify that the hidden links referenced in S-1 and S-2 were restored.   
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TEST DATA: 
 
EXPECTED RESULTS: 
 

885 MOVE AMSR COLLECTION (ECS-ECSTC-3295) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Move AMSR Collection]</i>  #comment 
2 Move at least two AMSR collection each having at least 5,000 granules with 

QA, PH, and Browse associations.<br />Each AMSR collection shall be 
distributed over at least ten (10) directories.<br />At least one of the AMSR 
collections shall be coresident with the QA and/or PH collection on the same 
file system and at least one shall be on a different file system.<br />Unless 
each DAAC has reserved a separate file system for Browse, at least one of the 
AMSR collections shall be coresident with the Browse collection on the same 
file system and at least one shall be on a different file system.<br />Ensure 
that the move is performed during a single BMGT export cycle. 

  

3 Verify that the collections are moved to the new file system, including their 
QA, PH, and Browse links. 

  

4 For each collection, verify for at least five granules in five different 
directories that their Browse, QA, and PH links are correct. 

  

5 Perform an inventory validation and verify that it does not report invalid 
links, orphans, or phantoms associated with any of the science granules in the 
moved collections, nor for any QA and PH granules referenced by the 
granules in these collections (use a maximum orphan age of zero). 

  

6 Cause the automatic BMGT export for the cycle.   
7 Verify that the export packages will not cause changes to the QA and PH 

URLs in the ECHO inventory, i.e., does not export QA and PH URL updates, 
or if it does, the exported QA/PH URLs are not different from the QA/PH 
URLs prior to the move. 
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TEST DATA: 
 
EXPECTED RESULTS: 
 

886 FAULT RECOVERY – DATA POOL CLEANUPGRANULES WITH –FILE OPTION, DP_SY_03 
CRITERION 140 (ECS-ECSTC-3296) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Fault Recovery – Data Pool CleanupGranules with –file Option, 

DP_SY_03 criterion 140]</i> 
 #comment 

2 Run the EcDlCleanupGranules.pl utility with the –file option, specifying an 
input file that identifies at least 200 non ecs granules for cleanup, all of which 
reside in the Data Pool. 

  

3 Kill the CleanupGranule utility while it is in progress, and has cleaned 
between 75% and 90% of the total number of granules expected to be 
removed. 

  

4 Restart the Cleanup utility with the –file option and the same input file.   
5 Verify that the utility completes correctly, and that all granules in the input 

file are removed from the Data Pool database and from the Data Pool 
directories. 

  

 
 
TEST DATA: 
Any currentNon ECS data type 
 
EXPECTED RESULTS: 
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887 FAULT RECOVERY – DATA POOL CLEANUPGRANULE WITH PROPAGATION OF GRANULE 
DELETION, DP_SY_03, CRITERION 140 (ECS-ECSTC-3297) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Fault Recovery – Data Pool CleanupGranule with propagation of granule 

deletion, DP_SY_03, Criterion 140]</i> 
 #comment 

2 Run the Granule Deletion utility to delete at least 200 granules from the ECS 
archive and inventory that are also in the data pool. 

  

3 Then run the CleanupGranules utility with the -ecsgrandel option, being 
careful not to clean up any granules, which must be retained in the mode 
(check with the lab lead). 

  

4 Kill the Cleanup utility while it is in progress, and has cleaned between 75% 
and 90% of the total number of granules expected to be removed. 

  

5 Restart the Cleanup utility, again with -ecsgrandel.   
6 Verify that the utility completes correctly, and that all granules deleted by the 

Granule Deletion utility are removed from the Data Pool database and from 
the Data Pool directories. 

  

 
 
TEST DATA: 
Any current data type 
 
EXPECTED RESULTS: 
 

888 LINK CHECKING RESTART AFTER FAULT, DP_7F_01, CRITERION 1022 (ECS-ECSTC-3298) 

DESCRIPTION: 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 <i>[Link Checking Restart After Fault, DP_7F_01, Criterion 1022]</i>  #comment 
2 Check the links in a Data Pool path containing at least 360,000 links and of 

which at least ten (10) are invalid links. 
  

3 Perform the link check specified above, but cause it to terminate due to a fault 
after 20-25% of its run time and then restart it. 

  

4 The test can be executed in the absence of concurrent workload if this is 
necessary to achieve the required throughput. 

  

5 Verify that the discrepancies are logged and reported correctly and only once.   
6 Verify that the check completes in less than X hours, where X is the number 

of symbolic links in the hidden Data Pool path selected for the test divided by 
180,000, plus a 10% allowance for the recovery (i.e., the sum of the run times 
of the interrupted and the restarted run is less than X). 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

889 FAULT RECOVERY – COLLECTION TO GROUP REMAPPING UTILITY (ECS-ECSTC-3299) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Fault Recovery – Collection to Group Remapping utility]</i>  #comment 
2 Turn off the InsertEnabledAllowPublishFlagflag for the collections to be used 

in this test. 
  

3 Run the Collection to Group Remapping utility (EcDlRemap.pl), remapping a 
collection with enough granules to allow the utility to be killed while in 
progress. 

  

4 Then run the utility again, mapping a different collection to a new group.   
5 Verify that when the utility is run the second time, the log indicates that a   
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# Action Expected Result Notes 
recovery of the first run took place. 

6 Verify that both collections are correctly remapped to the specified new 
groups (check the DlCollection table, the DlFile table, and the Data Pool 
directories). 

  

 
 
TEST DATA: 
Any current data type 
 
EXPECTED RESULTS: 
 

890 FAULT RECOVERY – MOST RECENT INSERTS UTILITY (ECS-ECSTC-3300) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Fault Recovery – Most Recent Inserts Utility]</i>  #comment 
2 Run the Most Recent Inserts utility, and kill the utility process while it is 

running. 
  

3 Rerun the utility for the same reporting date, and let it run to completion.   
4 Verify that only one set of files is created at the top level and at each 

collection level for the date which the utility was reporting, and that the 
contents of these files are correct. 

  

 
 
TEST DATA: 
n/a 
 
EXPECTED RESULTS: 
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891 FAULT RECOVERY – HIDDEN SCRAMBLER UTILITY (ECS-ECSTC-3301) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Fault Recovery – Hidden Scrambler Utility]</i>  #comment 
2 Run the Hidden Scrambler utility with the –collgroup option (check with the 

lab lead before choosing a collection group).<br />There should be 
outstanding orders for granules from collections in this collection group. 

  

3 Kill the Hidden Scrambler utility AFTER the “Updating DlCollections with 
new orderOnly SNDir Names” message appears in the log, but before the run 
completes. 

  

4 Restart the utility with the same –collgroup option.   
5 Verify that the utility log indicates a recovery is in process.   
6 At the end of the second run of the utility, verify that new hidden directories 

have been generated for all collections in the group, that all hidden files for 
the collection group have been copied to the new hidden directories, that all 
FTPPull links for granules in these collections now point to the new hidden 
directories, and that all old hidden directories for collections in the group 
have been removed. 

  

 
 
TEST DATA: 
any current collection group 
 
EXPECTED RESULTS: 
 

892 FAULT RECOVERY - DATA POOL UN-PUBLISHING – RESTART AFTER FAULT, DP_7F_01, 
CRITERION 1032 (ECS-ECSTC-3302) 

DESCRIPTION: 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 <i>[Fault Recovery - Data Pool Un-publishing – Restart after Fault, 

DP_7F_01, Criterion 1032]</i> 
 #comment 

2 Process the logical deletion of at least 50,000 science granules from the AIM 
inventory, as communicate by the AIM CI via the corresponding AIM-DPL 
interface. 

  

3 Each of these granules shall be related with a Browse granule that is not 
referenced by any other science granules. 

  

4 The collection shall be public and all of the science granule shall be public.   
5 Use Unpublish Utility to unpublish the above granules and cause the utility to 

terminate due to a fault after 20-25% of its run time and then restart it. 
  

6 The test can be executed in the absence of concurrent workload if this is 
necessary to achieve the required throughput, but do not run this test 
immediately after that for criterion 1030 (Data Pool Un-publishing 
Performance) to limit database cache effects. 

  

7 Verify that the science granules are un-published.   
8 Verify that the Browse granules are removed from the public Data Pool.   
9 Verify that the utility completes in X hours or less, where X is the number of 

science granules included in the test divided by 50,000. 
  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

893 FAULT RECOVERY - BULK ON-LINE ARCHIVE REPAIR – RESTART AFTER FAULT, DP_7F_01 
CRITERION 1052 (ECS-ECSTC-3303) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Fault Recovery - Bulk On-Line Archive Repair – Restart after Fault,  #comment 
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# Action Expected Result Notes 
DP_7F_01 Criterion 1052]</i> 

2 Perform a bulk repair that requires restoring at least 150 GB and at least 
7,000 granules that reside on at least 2 and no more than 5 different LTO 
tapes. 

  

3 The granules shall not reside in the archive cache.   
4 Preferably, the tapes used for the test will not already reside in drives at the 

start of the test; for any tapes that are already loaded, no tape mount 
allowance shall be applied (see V-3.) 

  

5 The Data Pool inventory entries for these granules shall be intact.   
6 Between 90 and 95% of the granules shall be public, the remainder shall not 

be public. Identify the hosts to be used for checksumming operations. 
  

7 Specify limits for the number of concurrent checksumming operations, tape 
volumes accessed concurrently, and concurrent tape read operations for the 
same tape; all these limits shall be greater than one. 

  

8 The test can be executed in the absence of concurrent workload if this is 
necessary to achieve the required throughput. 

  

9 Perform a bulk repair as specified above. Cause it to terminate due to a fault 
after 20-25% of its run time and then restart it. 

  

10 The test can be executed in the absence of concurrent workload if this is 
necessary to achieve the required throughput. 

  

11 Verify that all granules were repaired.   
12 Verify that the repair completes in X seconds or less, where X is the total 

volume that was restored divided by 150MB, plus a 10% allowance for 
recovery (i.e., the sum of the run times of the interrupted and the restarted run 
is less than X), plus the allowances for tape loading and media information 
look-up as specified in criterion 1050 step V-3: Verify that the repair 
completes in X seconds or less, where X is the total volume that was restored 
divided by 150 MB, plus one minute for each tape that did not reside in a tape 
drive at the start of the test (allowance for tape loading) and half a minute for 
every 1,000 granules (allowance for media information look-up). 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
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894 FAULT RECOVERY - DATA POOL MOVE COLLECTION UTILITY WHEN THE MOVE OF THE 
COLLECTION IS INTERRUPTED AND THEN RESTARTED (ECS-ECSTC-3304) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Fault Recovery - Data Pool Move Collection Utility when the Move of 

the Collection is Interrupted and then Restarted]</i> 
 #comment 

2 After running the Move Collection about &frac12; the elapsed time of test 
case 26, type a control-c at the command line to interrupt the Move 
Collection. A Linux prompt is returned. 

  

3 Restart the MoveCollection utility again using the same arguments.   
4 View the Move Collection log and find out if the interrupt was done before or 

after the fileSystemLabel update in DlCollection.<br />If it is found, the 
interrupt is after otherwise the interrupt was before.<br />In either case a 
BEFORE or AFTER recovery menu is displayed.<br />    a. Test deferring a 
move 

  

5 Verify the move collection script exits.<br />    b.Test completing a move in 
recovery 

  

6 Verify the Web Access Gui will not allow the user to drill down any further 
than the data set (collection level) page.<br />Note the move collection 
message under the data set description on the data set page. Verify that the 
data set name is text and not a hyperlink. 

  

7 Verify the recovery run is completed. Verify that new hidden directories have 
been generated for all collections in the group, that all hidden files for the 
collection group have been copied to the new hidden directories, that all 
FTPPull links for granules in these collections now point to the new hidden 
directories, and that all old hidden directories for collections in the group 
have been removed. 

  

 
 
TEST DATA: 
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EXPECTED RESULTS: 
 

895 DPL XML CHECK UTILITY (ECS-ECSTC-3305) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[DPL XML Check Utility]</i>  #comment 
2 Note: Refer to the DPL XML Check Utility 609 document for detailed 

instructions. 
  

3 Usage of EcDlXcu.pl:   
4 EcDlXcu.pl &lt;MODE&gt; [-days &lt;NUMBER OF DAYS&gt;]<br />    [-

percent &lt;PERCENT 1-100&gt;]<br />    (-ESDT &lt;ESDTS ex. 
MOD29.005&gt;<br />    [-startdate &lt;STARTDATE ex: Jan 1 
2008&gt;<br />    [-enddate &lt;ENDDATE ex: Dec 25 2008&gt;]] |<br />    
-granuleid &lt;GRANULEIDS&gt; |<br />    -file &lt;FILENAME&gt;)<br 
/>    [-outputDir &lt;DIRECTORY&gt;] 

  

5 Run XCU to check the well-formedness of all the xml files or only the 
specified xml files (by using the optional parameters) in the Data Pool Online 
Archive of the mode. 

  

6 Verify that the utility reports the validation results and list the xml files which 
are not well-formed. 

  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

896 WEB ACCESS DRILL DOWN (ECS-ECSTC-3306) 

DESCRIPTION: 
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PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Use the Data Pool Web Access GUI to perform a drill down search for the 

granule inserted in Test Case 1. 
  

2 View the XML for that granule by clicking on the XML metadata icon for 
that granule in the drill down results set. 

  

3 Verify that the drill down search criteria used to find the granule correspond 
to the information in the XML file. 

  

4 View the browse image for the granule by clicking on the browse icon for the 
granule in the drill down results set. 

  

5 Verify that the browse image is correctly displayed.   
6 <i></i>  #comment 
7 Insert a granule into the hidden Data Pool.   
8 Use the Web Access GUI to perform a drill down search for the hidden 

granule just inserted. 
  

9 Verify the hidden granule is not visible via Web Access.   

 
 
TEST DATA: 
Any current data type that has associated browse files. 
 
EXPECTED RESULTS: 
 

897 USE THE DPL INGEST GUI TO CONFIGURE DATA PROVIDERS (ECS-ECSTC-3307) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Description and Objectives: Verifies Data Providers can be configured 

using the DPL Ingest GUI</i> 
 #comment 

2 <i>[View Data Providers]</i>  #comment 
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# Action Expected Result Notes 
3 As the ‘ingest admin’ operator, navigate to the Data Provider page on the 

Data Pool Ingest GUI. 
  

4 Verify that all provider information in the INGST CI database appears 
correctly on the Data Provider page. 

  

5 <i>[Configure Data Providers]</i>  #comment 
6 Edit existing provider information (if any) and define new providers to fulfill 

the following requirements:<br />    At least one data provider should have an 
FTP notification method,<br />    at least one data provider should have an 
scp notification method,<br />    at least one data provider should have an 
email notification method,<br />    at least one data provider should have a 
combination FTP/email notification method,<br />    and at least one data 
provider should have a combination scp/email notification method.<br />Scp 
type/cipher combinations to include in the test are:<br />    F-
secure/None;<br />    OpenSSH/aes128;<br />    OpenSSH/3des.<br />At 
least one provider must use active mode.<br />At least one should use 
passive mode. 

  

7 Verify that the Data Pool Ingest GUI allows the ‘ingest admin’ operator to 
edit data provider information. 

  

8 Verify that the Data Pool Ingest GUI prompts the operator to confirm 
changes to existing data providers before saving this information. 

  

9 Verify that the ingest admin operator has the authorization to define new data 
providers (i.e., has access to the data provider pages on the Data Pool Ingest 
GUI, and that information entered by this operator is stored in the database.) 

  

10 Verify that the Data Pool Ingest GUI allows all information in S-DPL-16110 
to be entered. 

  

11 Verify that all of the notification methods in S-DPL-16150 can be entered or 
selected on the Data Pool Ingest GUI, as appropriate for the selected transfer 
method as per S-DPL-16110. 

  

12 For one provider with an FTP Notification method, verify that the Data Pool 
Ingest GUI allows the related FTP information to be entered (FTP host, 
destination directory, login id, password) 

  

13 Verify that the FTP password entered is not shown or stored in the clear.   
14 Verify that the FTP password entered is not shown in the Data Pool Ingest 

GUI log. 
  

15 For one provider with an email notification method, verify that the Data Pool 
Ingest GUI allows the related email address to be entered. 

  

16 Verify that the Data Pool Ingest GUI prompts the operator to confirm   
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# Action Expected Result Notes 
definitions of new data providers before saving this information. 

17 For one provider with an scp notification method, verify that the Data Pool 
Ingest GUI allows the related scp information to be entered (scp host, 
destination directory, login id, password, scp type, and cipher). 

  

18 Verify that the scp password entered is not shown or stored in the clear.   
19 Verify that the scp password entered is not shown in the Data Pool Ingest 

GUI log. 
  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

898 USE THE DPL INGEST GUI TO CONFIGURE POLLING LOCATIONS (ECS-ECSTC-3308) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Description and Objectives: Verifies Polling Locations can be configured 

using the DPL Ingest GUI</i> 
 #comment 

2 <i>[Configure Polling Locations]</i>  #comment 
3 As the Ingest Admin operator use the Data Pool Ingest GUI to define all 

polling locations that will be used for testing this ticket.<br />(Table of data 
provider to polling location mappings, and related S-DPL-16230 information 
for each polling location TBS as part of ITP).<br />    At least one polling 
location should have an FTP polling method,<br />    at least one polling 
location should have a local polling method,<br />    and at least one polling 
location should have an scp polling method.<br />At least one polling 
location using FTP shall be for a provider using local transfers. 

  

4 Verify that the ingest admin operator has the authorization to define the 
polling locations (i.e., has access to the polling location pages on the Data 
Pool Ingest GUI, and that information entered by this operator is stored in the 
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# Action Expected Result Notes 
database.) 

5 Verify that the Data Pool Ingest GUI allows all information in S-DPL-16230 
to be entered. 

  

6 Verify that all of the polling methods in S-DPL-16250 can be entered or 
selected on the Data Pool Ingest GUI. 

  

7 Verify that the Data Pool Ingest GUI prompts the operator to confirm 
definitions of new polling locations before saving this information. 

  

8 <i>[Edit Polling Locations]</i>  #comment 
9 For one polling location, as the ‘ingest admin’ operator, edit all of its existing 

configuration parameters.<br />(NOTE: After this criterion is complete, 
values of these configuration parameters should be reset to appropriate values 
for processing all PDRs in criterion 300). 

  

10 Verify that the Data Pool Ingest GUI allows the ‘ingest admin’ operator to 
edit polling location information. 

  

11 Verify that the Data Pool Ingest GUI prompts the operator to confirm 
changes to existing polling locations before saving this information. 

  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

899 USE THE DPL INGEST GUI TO CONFIGURE FTP HOSTS (ECS-ECSTC-3309) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Description and Objectives: Verifies FTP Hosts can be configured using 

the DPL Ingest GUI</i> 
 #comment 

2 <i>[Configure FTP hosts]</i>  #comment 
3 As the ‘ingest admin’ operator, navigate to the FTP Host page on the Data   
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# Action Expected Result Notes 
Pool Ingest GUI. 

4 Edit existing ftp host information (if any, from the INGST CI), per S-DPL-
16260, and define new ftp hosts such that all ftp hosts which will be used for 
testing this ticket are defined.<br />(Table of ftp hosts and related S-DPL-
16260 information TBS as part of ITP).<br />At least two ftp hosts should be 
defined that are not configured for the INGST subsystem. 

  

5 Verify that the Data Pool Ingest GUI allows the ‘ingest admin’ operator to 
edit ftp host information. 

  

6 Verify that the Data Pool Ingest GUI prompts the operator to confirm 
changes to existing ftp hosts and definitions of new ftp hosts before saving 
this information. 

  

7 Verify that the ingest admin operator has the authorization to define the ftp 
hosts (i.e., has access to the ftp host pages on the Data Pool Ingest GUI, and 
that information entered by this operator is stored in the database.) 

  

8 Verify that the Data Pool Ingest GUI allows all information in S-DPL-16260 
to be entered. 

  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

900 USE THE DPL INGEST GUI TO SCP HOSTS CAN BE CONFIGURED USING THE DPL INGEST 
GUI (ECS-ECSTC-3310) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Description and Objectives: Verifies SCP Hosts can be configured using 

the DPL Ingest GUI</i> 
 #comment 

2 <i>[Configure hosts for scp access]</i>  #comment 
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# Action Expected Result Notes 
3 As the ‘ingest admin’ operator, navigate to the host page on the Data Pool 

Ingest GUI. 
  

4 Edit existing information for hosts accessed via scp (if any, from the INGST 
CI), per S-DPL-16290, and define new scp hosts such that all scp hosts which 
will be used for testing this ticket are defined.<br />(Table of hosts accessed 
via scp, and related S-DPL-16290 information TBS as part of ITP.)<br />Scp 
type/cipher combinations to include in the test are:<br />    F-
secure/None;<br />    OpenSSH/aes128;<br />    OpenSSH/3des,<br />i.e., 
the test needs to involve several different providers. 

  

5 Verify that the Data Pool Ingest GUI allows the ‘ingest admin’ operator to 
enter and edit the scp host information in S-DPL-16290. 

  

6 Verify that the Data Pool Ingest GUI prompts the operator to confirm 
changes to existing scp host parameters and definitions of new scp host 
parameters before saving this information. 

  

7 Verify that the ingest admin operator has the authorization to define the scp 
host parameters in S-DPL-16290 (i.e., has access to the host pages on the 
Data Pool Ingest GUI, and that information entered by this operator is stored 
in the database.) 

  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

901 VIEW AND MODIFY THE DPL INGEST GUI CONFIGURATION (ECS-ECSTC-3311) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Description and Objectives: Verifies DPL Ingest GUI configuration can 

be viewed and modified correctly.</i> 
 #comment 

2 <i>[View collection configuration]</i>  #comment 
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# Action Expected Result Notes 
3 As an ‘ingest admin’ operator, use the Data Pool Ingest GUI to list all data 

types for which configuration parameters were entered in criterion 120. 
  

4 Verify that ”Ignore Validation Warnings” and “Public in Data Pool” are 
displayed for each ESDT. 

  

5 Verify that the Data Pool Ingest GUI provides the operator a method to 
quickly select or scan for a subset of existing Data Pool collections without 
having to enter the full ESDT name and version. 

  

6 <i>[Edit collection configuration]</i>  #comment 
7 As an ‘ingest admin’ operator, use the Data Pool Ingest GUI to edit 

publication policy configuration parameters for a Data Pool collection. 
  

8 Verify that the edited configuration parameters are correctly updated in the 
database. 

  

9 <i>[Reconfigure data type parameters.]</i>  #comment 
10 Log into the DPL Ingest GUI as an ‘ingest admin’ operator, and configure a 

data type (ESDT and Version) to be published in the public Data Pool upon 
insert. 

  

11 Submit several PDRs for the data type configured above.<br />There needs to 
be a sufficient number of PDRs and granules such that some granules will 
complete ingest before the configuration change made during the test (see 
next step), and some granules will not start ingest until after the configuration 
change has been applied. 

  

12 After the first few granules completed ingest, re-configure the data type via 
the DPL Ingest GUI such that the data type no longer will be published in the 
Data Pool.<br />Also change the minimum retention period sufficiently long 
so that the ingested granules are not cleaned up immediately after archiving, 
to allow time for the verification steps below. 

  

13 Verify that the first few granules that were ingested before the re-
configuration are queued with the Data Pool Insert Service for insertion into 
the public Data Pool area. 

  

14 Verify that all granules that started ingest one minute or more after the re-
configuration are inserted into the non-public Data Pool area, and are NOT 
queued with the Data Pool Insert Service for insertion into the public Data 
Pool area.  NOTE: if the Science granule has an associated Browse the 
Browse will be published even if the Science granule is &quot;hidden.&quot; 

  

15 Verify that ALL browse granules ingested as part of the test are recorded as 
public in the AIM schema and that the required browse JPEG files are created 
in the correct location in the public data pool (as recorded in the aim schema). 
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TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

902 INGEST SIPS GRANULES WITHOUT PUBLISHING TO THE DATA POOL (ECS-ECSTC-3312) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Description and Objectives: Verifies SIPS ingest without publishing to the 

Data Pool. This is the main regression test of DPL Ingest where all logging 
and ECS Service Host functionality should be tested.</i> 

 #comment 

2 <i>[SIPS Ingest, but not to public Data Pool]</i>  #comment 
3 Filter the list of insert requests by request status SUCCESSFUL.   
4 Select one successful request from the filtered list where the collection in the 

request is configured not to be inserted into the public Data Pool. 
  

5 Verify that the request details are displayed on the Data Pool Ingest GUI, and 
include all information in S-DPL-16670. 

  

6 Verify that the request details include a list of all granules associated with the 
request, in the default order described in S-DPL-16690, and including all 
granule information listed in S-DPL-16690. 

  

7 Verify that all granules in the request are in a SUCCESSFUL state.   
8 Verify that the start and completion of PDR Validation, and the PDR 

Validation information in S-DPL-18345, are included in the application log 
for this request. 

  

9 Verify that the files for each granule in the request are transferred to a 
temporary directory on the file system configured for the collection. 

  

10 Verify that the files for each granule in the request are transferred using the 
configured transfer method. 

  

11 Verify that file transfers for all granules in the request were performed on one 
of the ECS platforms configured for that purpose. 
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# Action Expected Result Notes 
12 Verify that the start and completion of all file transfers, and the file transfer 

information in S-DPL-18350, are included in the application log for this 
request. 

  

13 Verify that the start and completion of ingest operations for the request, and 
all request information in S-DPL-18385, are included in the application log 
for this request. 

  

14 Verify that the start and completion of ingest operations for each granule in 
the request, and all granule information in S-DPL-18380, are included in the 
application log for this request. 

  

15 Verify that the Science granules in the request were inserted into a non-public 
directory on the Data Pool, and that all Data Pool inventory database 
information for non-public granules has been populated.  Also verify all 
Browse granules ingested in this test are PUBLIC (AmGranule(IsOrderOnly) 
is NULL and the AmBrowseOnlineFile contains at least one entry for each 
Browse.   Also verify the Browse JPEG files are stored in the appropriate 
public DataPool directory (as recorded in AmBrowseOnlineFile). 

  

16 Verify that queuing the Data Pool insert and all information in S-DPL-18375 
are included in the application log for this request. 

  

17 Verify that all granules in the request are copied to the ECS archive, to the 
archive locations and volume groups that are configured for the collection in 
the AIM database. This includes all primary, backup, forward processing and 
reprocessing volume groups. 

  

18 Verify that the start and completion of archiving operations for all granules in 
the request, and all granule archiving information in S-DPL-18366, appears 
in the Data Pool Ingest Service application log. 

  

19 Verify that the start and completion of archiving operations for all files in the 
request, and all file archiving information in S-DPL-18367, appears in the 
Data Pool Ingest Service application log. 

  

20 Verify that the ECS archive file names of all granules in the request are 
consistent with the internal file naming convention. (Verify that the file 
names contain the ECS granule id which is the same as the ECS granule id in 
the inventory database and identify the physical file format correctly. 

  

21 Verify that the archive write operations for the granule were executed on one 
of ECS service hosts configured for that purpose. 

  

22 Verify that the XML metadata file is copied into the appropriate directory in 
the small file archive. 

  

23 Verify that the metadata for the granule is correctly inserted into the AIM   
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# Action Expected Result Notes 
database, and that the metadata was inserted in the AIM database AFTER the 
granule(s) in the request were copied to the ECS archive. 

24 Verify that the internal file(s) for the granule(s) are in the AIM metadata for 
the granule(s), and that this information is correct. 

  

25 Verify that the start and completion of metadata insert, and all metadata insert 
information in S-DPL-18370, appears in the Data Pool Ingest Service 
application log. 

  

26 Verify that an xml metadata file is stored in the non-public directory on the 
Data Pool for each granule in the request. 

  

27 Verify that the xml metadata file contents are correct for at least one granule 
of each ESDT used by the test. 

  

28 Verify that the ECSid of the granules in the request are stored in the 
&quot;aim&quot; schema, and in the Data Pool and AIM XML files. 

  

29 Verify that ALL browse granules ingested as part of the test are recorded as 
public in the AIM schema and that the required browse JPEG files are created 
in the correct location in the public data pool (as recorded in the aim schema). 

  

 
 
TEST DATA: 
Any SIPS data type 
 
EXPECTED RESULTS: 
 

903 SIPS INGEST AND PUBLISH TO PUBLIC DATA POOL, BAND EXTRACTION (ECS-ECSTC-3313) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Description and Objectives: Verifies SIPS Data Pool Ingest and 

publication in the Data Pool works for a HEG-able granule.</i> 
 #comment 

2 <i>[SIPS Ingest and to public Data Pool, Band Extraction]</i>  #comment 
3 Select one successful request from the filtered list where the collection in the 

request is configured to be inserted into the public Data Pool.<br /><br 
  



 

2768 
 

# Action Expected Result Notes 
/>THE GRANULES IN THE REQUEST MUST BE REAL HDFEOS 
DATA, BELONGING TO A HEG-ABLE COLLECTION.<br /><br />One 
of the granules shall have invalid band data;<br />all other granules shall 
have valid band data. 

4 Verify that all granules in the request have been successfully queued with the 
Data Pool Insert Service for insertion into the public Data Pool. 

  

5 Verify that the queuing of the Data Pool insert and all information in S-DPL-
18375 are included in the application log for this request. 

  

6 Verify, using the debug log or other method supplied in ITP, that the state of 
the request and the state(s) of all granules in the request were updated 
appropriately during processing of the request, and that each non-error state 
in S-DPL-18200 (for the request) and S-DPL-18210 (for granules) was 
logged in the correct order. 

  

7 Verify that start and completion of band extraction was logged for all 
granules, showing successful extraction for the granules with valid band 
information and a band extraction failure for the granule with invalid band 
information. 

  

8 For the granules with valid band information, verify that the band information 
was made available for insertion into the Data Pool inventory and is correct. 
(This can be verified, for example, by checking that the correct information is 
present in the Data Pool inventory or by completing a DPL publishing step 
and verifying that the granules can be ordered for HEG processing from the 
DPL Web GUI and the correct band subsetting options are offered.) 

  

9 Verify that all granules in the request are copied to the ECS archive.   
10 Verify that throughput statistics for archiving operations are stored in the 

Data Pool Ingest database, per the time interval configured in criterion 150, 
and that all statistics required in S-DPL-18850 are recorded (number of 
granules by archive, data volume by archive, number of granules per Data 
Pool file system, data volume per Data Pool file system). 

  

 
 
TEST DATA: 
Any SIPS data type that is HEG-able 
 
EXPECTED RESULTS: 
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904 CROSS-DAAC INGEST (ECS-ECSTC-3314) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Description and Objectives: Verifies Cross-DAAC Ingest.</i>  #comment 
2 <i>[Perform Cross-DAAC Ingest.]</i>  #comment 
3 This criterion may be verified by a separate test procedure or as part of the 

test procedure for criteria 300 to 395. 
  

4 This test uses the new capability that allows OMS to distribute metadata in 
.met file format. 

  

5 Identify collections that are transferred from one DAAC to another via cross 
DAAC ingest. Include at least two collections that represent ancillary 
granules and two collections that do not. 

  

6 Distribute at least one granule for each collection via OMS to a directory that 
is polled for Data Pool Ingest. Ensure that the corresponding DN includes a 
checksum and that the distribution includes an ODL metadata file (configure 
OMS accordingly). 

  

7 Verify that the corresponding Distribution Notices include a checksum.   
8 Verify that the distribution includes an ODL metadata file (configure OMS 

accordingly) 
  

9 Verify that the granules are ingested successfully.   
10 Reconfigure OMS to distribute metadata files to the destination in XML file 

format. 
  

11 Distribute at least one granule for each collection via OMS to a directory that 
is polled for Data Pool Ingest. Ensure that the corresponding DN includes a 
checksum and that the distribution includes a XML metadata file (configure 
OMS accordingly). 

  

12 Verify that the granules are ingested successfully.   
13 Verify that the AIM inventory contains the correct metadata.   

 
 
TEST DATA: 
Any DDIST data type 
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EXPECTED RESULTS: 
 

905 INGEST EDOS EXPEDITED EDRS (ECS-ECSTC-3315) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Description and Objectives: Verifies Expedited EDOS / ASTER 

Ingest.</i> 
 #comment 

2 <i>[Ingest EDOS Expedited EDRs]</i>  #comment 
3 With the Data Pool Ingest Service down, place all EDOS Expedited EDRs 

and signal files that will be used for testing in their appropriate polling 
directories.<br />Functional testing will require a typical volume of 
Expedited operational data ingested from EDOS.<br />(It is up to the tester to 
determine whether to perform testing with one subset of the full set of EDRs 
at a time, but all EDRs must ultimately be tested and be successfully 
processed.) 

  

4 Ensure the EDOS Expedited data types are configured not to be published 
upon insert. 

  

5 Ensure that mandatory checksum presence and 100% checksum verification 
is configured for the EDOS Expedited provider. 

  

6 Use the original data type and file type templates and source MCF 
information as defined in the INGST CI. 

  

7 Configure the maximum number of concurrent metadata extractions low 
enough to guarantee that the metadata extractions will run up against the 
configured maximum at least once during testing. 

  

8 Include at least one non-EDOS ingest request in the set of ingest requests that 
are included in the test and ensure that all the information needed to perform 
this ingest operation is configured. 

  

9 Set the default priority for the associated provider to be lower than the highest 
priority. 

  

10 Include at least one EDOS non-expedited request in the set of ingest requests 
that are included in the test and ensure that all the information needed to 
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# Action Expected Result Notes 
perform this ingest operation is configured.<br />The provider for the EDOS 
non-expedited request should be the same as the provider for the EDOS 
expedited request The polling location may be the same or different. 

11 Set the default priority for this provider to be lower than the highest priority.   
12 Start the Data Pool Ingest Service. Wait until all requests are in a stopped 

state (Suspended, Successful, Failed, Partial_Failure) on the Request Page of 
the Data Pool Ingest GUI. 

  

13 Verify that the application log includes the start and completion of the 
metadata extraction steps and that no more than the configured maximum 
number of metadata extractions occurred simultaneously. 

  

14 <i>[Regression, see criterion 340 in DP_S6_01.]</i>  #comment 
15 Select at least one successful EDOS Expedited ingest request and perform for 

it the verification steps 1, 2, 3, 5, 6, 11, 13, 16, 18, 19, 21, and 22 in criterion 
340 in DP_S6_01.  NOTE: for step 11 Browse granules included in the Ingest 
request will be public, on the Science Granules will be in the Hidden Data 
Pool. 

  

16 Verify that the start and completion of EDR Validation, and the EDR 
validation information corresponding to the PDR validation information in S-
DPL-18345, are included in the application log for this request. 

  

17 <i>[Regression, see criterion 340 step V-21.1 in DP_S6_01.]</i>  #comment 
18 For at least one granule of each of the EDOS Expedited data types included 

in the test verify that the metadata stored in the Data Pool XML file are 
correct and match what should have been extracted from the input granule. 

  

19 For at least one granule of each of the EDOS Expedited data types included 
in the test verify that the metadata stored in the AIM inventory are correct 
and match what should have been extracted from the input granule. 

  

20 Verify that all EDRs and PDRs are eventually processed successfully and that 
none of the EDRs or PDRs was processed twice. 

  

21 Verify that the EDOS Expedited data requests were processed at the highest 
possible priority, and that the non-EDOS and EDOS non-expedited requests 
were processed at the default priority configured for their associated data 
providers. 

  

22 Verify that for at least one successful EDOS Expedited EDR that a Expedited 
Acceptance Notice (EAN) was inserted into the DAAC configured local 
directory and was not inserted into the directory configured for EDOS 
notification. 

  

23 Verify for at least one successful EDOS Expedited ingest request that the   
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# Action Expected Result Notes 
EAN was constructed in compliance with ESDIS document 423-ICD-
EDOS/EGS and follows the naming convention defined in that document. 

24 Verify that all temporary information (files, etc.) associated with the EDOS 
Expedited ingest request are removed after the request is complete and the 
EAN was deposited. 

  

25 Verify that ALL browse granules ingested as part of the test are recorded as 
public in the AIM schema and that the required browse JPEG files are created 
in the correct location in the public data pool (as recorded in the aim schema). 

Since no browse files were ingested 
with EDOS data, this step can be 
skipped. 

 

 
 
TEST DATA: 
Any Expedited data types 
 
EXPECTED RESULTS: 
 

906 VERIFIES EMOS INGEST (POLLING WITHOUT DELIVERY RECORD FUNCTIONALITY) (ECS-
ECSTC-3316) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Description and Objectives: Verifies EMOS Ingest (Polling without 

delivery record functionality).</i> 
 #comment 

2 <i>[Submit EMOS Data Files]</i>  #comment 
3 Configure the EMOS Data Provider.   
4 Place several EMOS Data Files into the EMOS polling location.   
5 Start the Data Pool Ingest Service.   
6 Wait until all requests are in a stopped state (Suspended, Successful, Failed, 

Partial_Failure) on the Request page of the Data Pool Ingest GUI. 
  

7 Verify that the application log includes the start and completion of the 
metadata extraction steps for each granule. 

  

8 Verify that no more than the configured maximum number of metadata   
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# Action Expected Result Notes 
extraction steps were performed concurrently. 

9 Verify that the shortname and version id corresponding to the volume group 
used for archiving the granules are the shortname and version id configured 
for the EMOS data provider. 

  

10 For at least one EMOS granule included in the test, verify that the metadata 
stored in the Data Pool XML file are correct and match what should have 
been extracted from the input granule, according to the source MCF 
configuration in the Ingest database. 

  

11 For at least one EMOS granule included in the test, verify that the metadata 
stored in the AIM inventory database are correct and match what should have 
been extracted from the input granule, according to the source MCF 
configuration in the Ingest database. 

  

12 Verify that the shortname and version id for the granule in the AIM database 
are the shortname and version id configured for the EMOS data provider. 

  

13 Verify that all EMOS Data Files are eventually processed successfully and 
that none of the Data Files is processed twice. 

  

14 For at least one successful EMOS ingest request, verify that all temporary 
information (files, etc.) associated with the ingest request are removed after 
the request is complete. 

  

15 Verify no PAN is generated and no notification is queued in Ingest database 
for Notification Service. 

  

16 Verify the file size in DPL database and Inventory database match the real 
file size of the granule. 

  

17 Verify the file size saved in Datapool xml file and small file archive xml file 
match the real file size of the granule. 

  

 
 
TEST DATA: 
ActSched.001 
 
EXPECTED RESULTS: 
 

907 VERIFIES EDOS INGEST (ECS-ECSTC-3317) 

DESCRIPTION: 
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PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Description and Objectives: Verifies EDOS Ingest.</i>  #comment 
2 <i>[Submit EDOS PDRs]</i>  #comment 
3 With the Data Pool Ingest Service down, place all EDOS PDRs and signal 

files (XFR files) that will be used for testing in the configured EDOS polling 
directories. 

  

4 Ensure the EDOS data types are configured not to be published upon insert, 
and to be retained in the Data Pool for 24 hours. 

  

5 Use the original data type and file type templates and source MCF 
information as defined in the INGST CI. 

  

6 Start the Data Pool Ingest Service. Wait until all requests are in a stopped 
state (Suspended, Successful, Failed, Partial_Failure) on the Request Page of 
the Data Pool Ingest GUI. 

  

7 Verify that the application log includes the start and completion of the 
metadata extraction steps. 

  

8 Use the application log to verify that no more than the configured maximum 
number of metadata extraction steps were performed concurrently. 

  

9 Verify that the metadata stored in the Data Pool XML file are correct and 
match what should have been extracted from the input granule. 

  

10 Verify that the metadata stored in the AIM inventory are correct and match 
what should have been extracted from the input granule. 

  

11 Verify that all PDRs are eventually processed successfully and that none of 
the PDRs was processed twice. 

  

12 Verify that for at least one successful EDOS PDR that a Product Acceptance 
Notice was inserted into the DAAC configured local directory and was not 
inserted into the directory configured for EDOS notification. 

  

13 Verify for at least one successful EDOS ingest request that the PAN was 
constructed in compliance with ESDIS document 423-ICD-EDOS/EGS and 
follows the naming convention defined in that document. 

  

14 Verify that all temporary information (files, etc.) associated with the ingest 
request are removed after the request is complete and the PAN was deposited. 

  

15 Verify that ALL browse granules ingested as part of the test are recorded as 
public in the AIM schema and that the required browse JPEG files are created 
in the correct location in the public data pool (as recorded in the aim schema). 
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TEST DATA: 
Any EDOS data types 
 
EXPECTED RESULTS: 
 

908 VERIFIES ASTER INGEST (ECS-ECSTC-3318) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Description and Objectives: Verifies ASTER Ingest.</i>  #comment 
2 <i>[Submit all ASTER PDRs]</i>  #comment 
3 Configure ASTER L1A not to be published in the Data Pool.   
4 Use the original data type and file type templates and source MCF 

information as defined in the INGST CI. 
  

5 Submit several ASTER PDRs to an ASTER polling location (Provider’s 
preprocessing type is NONE). 

  

6 Start Data Pool Ingest and wait until all requests are in a stopped state 
(Suspended, Successful, Failed, Partial_Failure) on the Request Page of the 
Data Pool Ingest GUI. 

  

7 Verify that the Data Pool Ingest Service application log includes information 
about the start and completion of metadata extraction steps. 

  

8 Using the application or performance log, verify that the number of 
concurrent metadata extraction steps did not exceed the configured 
maximum. 

  

9 Verify that the DAR identifications are included correctly in the metadata.   
10 Verify that the Local Granule ID is constructed correctly, that is, from the 

ESDT short name and version, the calendar date and time of day of the 
observation, and the production date and time, according to the following 
example:<br /><br 
/>'AST_L1A#00301032001055217_01162001155025.hdf'. 

  

11 Verify that the value of the product specific attribute ASTERGRANULEID   
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# Action Expected Result Notes 
matches the id of the ASTER granule provided in the PDR. 

12 For the ASTER Browse granule(s), verify that the Browse linkages have been 
performed correctly in the AIM database. 

  

13 Verify that the Data metadata and linkage information in the Data Pool 
inventory database and in the XML files is correct. 

  

14 Verify that the PAN was correctly transmitted as per configured notification 
method. 

  

15 Verify that the PAN was constructed in compliance with the applicable ICD.   
16 Verify that ALL browse granules ingested as part of the test are recorded as 

public in the AIM schema and that the required browse JPEG files are created 
in the correct location in the public data pool (as recorded in the aim schema). 

  

 
 
TEST DATA: 
Any ASTER data types 
 
EXPECTED RESULTS: 
 

909 VERIFIES MISBR INGEST AND LINKAGES ARE HANDLED CORRECTLY (ECS-ECSTC-3319) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Description and Objectives: Verifies MISBR Ingest and linkages are 

handled correctly.</i> 
 #comment 

2 <i>[Ingest MISBR, MISR L1, MISR L2]</i>  #comment 
3 Ingest one L1, one L2, and one MISBR which should link together.   
4 <i>Verify that the MISR granules are successfully ingested into ECS.<br 

/>Specifically, verify for at least one MISR Level 1 granule, one MISR Level 
2 granule, and one MISBR granule that:</i> 

 #comment 

5  1. the granule information is recorded 
correctly in the AIM inventory 
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# Action Expected Result Notes 
database 

6  2. the granule XML metadata files are 
stored in XML Archive and their 
contents are correct 

 

7  3. the science data files are stored into 
archive 

 

8  4. the links between the MISR science 
granules and the matching MISBR 
granules are correctly recorded in the 
AIM database. 

 

9 Verify that ALL browse granules that were created (because the MISBR was 
configured as public and the MISBR matched the criteria of a L1 or L2 
granule  and thus generated browse granules) are recorded as public in the 
AIM schema and that the required browse JPEG files are created in the 
correct location in the public data pool (as recorded in the aim schema). 

  

 
 
TEST DATA: 
MISR Level 1, MISR Level 2, and MISBR.005 
 
EXPECTED RESULTS: 
 

910 FTP POLLING, TRANSFERS, AND NOTIFICATION (ECS-ECSTC-3320) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Description and Objectives: Verifies successful Ingest is possible using 

FTP as the transferring mechanism.</i> 
 #comment 

2 <i>[FTP Polling, Transfers, and Notification]</i>  #comment 
3 Use a provider which has an FTP polling location, the provider transfer type 

configured to FTP, and the Notification method set to FTP.<br />Also ensure 
that Active FTP is used.<br />If no such provider exists, then create a new 
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# Action Expected Result Notes 
provider or modify an existing provider. 

4 Place a PDR in the polling location and verify that an ingest request is created 
for that PDR within the configured polling interval. 

  

5 Verify in the Polling log that the file was transferred via FTP.   
6 Verify that eventually the request completes successfully.   
7 Verify in the Processing log that each file for each granule in the request was 

transferred via FTP. 
  

8 Verify that a PAN file is present in the notification directory.   
9 Verify in the Notification log file that the PAN file was transferred via FTP.   
10 Reconfigure the provider to use Passive FTP.   
11 Submit another PDR and verify that a new request is created and completes 

successfully. 
  

12 Also verify that a PAN file is present in the notification directory.   

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

911 LOCAL POLLING, TRANSFERS, AND EMAIL NOTIFICATION (ECS-ECSTC-3321) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Description and Objectives: Verifies successful Ingest is possible using 

local copies as the transferring mechanism. Also verifies email 
notification.</i> 

 #comment 

2 <i>[Local Polling, Transfers, and Email Notification]</i>  #comment 
3 Use a provider which has a local polling location, the provider transfer type 

configured to Local, and the Notification method set to Email.<br />If no 
such provider exists, then create a new provider or modify an existing 
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# Action Expected Result Notes 
provider. 

4 Place a PDR in the polling location and verify that an ingest request is created 
for that PDR within the configured polling interval. 

  

5 Verify in the Polling log that the file was transferred locally (via a copy).   
6 Verify that eventually the request completes successfully.   
7 Verify in the Processing log that each file for each granule in the request was 

transferred via a local copy command. 
  

8 Verify that an email is received which contains the PAN file information.   

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

912 SCP POLLING, TRANSFERS, AND NOTIFICATION (ECS-ECSTC-3322) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Description and Objectives: Verifies successful Ingest is possible using 

SCP as the transferring mechanism.</i> 
 #comment 

2 <i>[SCP Polling, Transfers, and Notification]</i>  #comment 
3 Use a provider which has an SCP polling location, the provider transfer type 

configured to SCP, and the Notification method set to SCP using F-Secure 
and no cipher.<br />If no such provider exists, then create a new provider or 
modify an existing provider.<br /><br />Note that once a provider is 
configured for other than SCP, it cannot be changed to SCP. 

  

4 Place a PDR in the polling location and verify that an ingest request is created 
for that PDR within the configured polling interval. 

  

5 Verify in the Polling log that the file was transferred via SCP.   
6 Verify that eventually the request completes successfully.   
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# Action Expected Result Notes 
7 Verify in the Processing log that each file for each granule in the request was 

transferred via SCP. 
  

8 Verify that a PAN file is present in the notification directory.   
9 Verify in the Notification log file that the PAN file was transferred via SCP.   
10 Reconfigure the provider to use scp using OpenSSH and cipher aes128.   
11 Submit another PDR and verify that a new request is created and completes 

successfully. Also verify that a PAN file is present in the notification 
directory. 

  

12 Reconfigure the provider to use scp using OpenSSH and cipher des.   
13 Submit another PDR and verify that a new request is created and completes 

successfully. Also verify that a PAN file is present in the notification 
directory. 

  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

913 BROWSE GRANULE(S) IN SAME PDR AS SCIENCE GRANULE, WHERE SCIENCE GRANULE IS 
TO BE INSERTED IN PUBLIC DATA POOL (ECS-ECSTC-3323) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Description and Objectives: Verifies ingest of Browse granule in the same 

PDR as the science granule is successful and that the linkage is recorded 
successfully.</i> 

 #comment 

2 <i>[Browse granule(s) in same PDR as science granule, where science 
granule is to be inserted in public Data Pool]</i> 

 #comment 

3 Select one successful request from the filtered list where one or more science 
granules in the request have associated Browse granule(s) in the same PDR 
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# Action Expected Result Notes 
(e.g., AMSR Level 3), and the science collection is configured to be inserted 
in the public Data Pool. 

4 Verify that the browse linkage information is included in the AIM metadata 
(database) for the science granule. 

  

5 Verify that the science granule(s) are queued with the Data Pool Insert 
Service for insertion into in the public Data Pool. 

  

6 Verify that the original (hdfeos) version(s) of the associated browse 
granule(s) are stored in the Data Pool in the hidden directory structure. 

  

7 Verify that the science granule(s) and the original version(s) of the associated 
browse granule(s) are copied to the archive. 

  

8 Verify that the browse file name in the archive includes the ECS id that was 
pre-assigned to the browse granule. 

  

9 Verify that the science granule(s) and the original version(s) of the associated 
browse granule(s) are removed from the Data Pool hidden directory structure 
after their ingest request completes, subject to the rules in S-DPL-18455 and 
S-DPL-18460. 

  

10 Verify that the start and completion of preprocessing operations, and all 
preprocessing information in S-DPL-18365, is included in the Data Pool 
Ingest Service application log for this request.  Note: all Browse granules 
should be public at the completion of the test.  This means they should have 
JPEG files in the public data pool. 

  

 
 
TEST DATA: 
Any data type with Browse 
 
EXPECTED RESULTS: 
 

914 BROWSE GRANULE(S) IN SEPARATE PDR FROM SCIENCE GRANULE, WHERE SCIENCE 
GRANULE IS TO BE INSERTED IN PUBLIC DATA POOL (ECS-ECSTC-3324) 

DESCRIPTION: 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 <i>Description and Objectives: Verifies correct linking when ingesting a 

browse granule with a linkage file.</i> 
 #comment 

2 <i>[Browse granule(s) in separate PDR from science granule, where science 
granule is to be inserted in public Data Pool]</i> 

 #comment 

3 Submit two PDRs, the first for ingest of a science granule, and the second for 
ingest of (an) associated Browse granule(s), where the science collection is 
configured for public Data Pool insert (e.g., AMSR Level 2).<br />The PDRs 
should be submitted far enough apart in time such that the science granule is 
archived and queued for insertion into the public Data Pool before the browse 
PDR is submitted. 

  

4 Verify that the browse linkage information is included in the AIM metadata 
(database) for the science granule. 

  

5 Verify that the science granule(s) are queued with the Data Pool Insert 
Service for insertion into in the public Data Pool. 

  

6 Verify that the original (hdfeos) version(s) of the associated browse 
granule(s) are stored in the Data Pool in the hidden directory structure. 

  

7 Verify that the science granule(s) and the original version(s) of the associated 
browse granule(s) are copied to the archive. 

  

8 Verify that the browse file name in the archive includes the ECS id that was 
pre-assigned to the browse granule. 

  

9 Verify that the science granule(s) and the original version(s) of the associated 
browse granule(s) are removed from the Data Pool hidden directory structure 
after their ingest request completes, subject to the rules in S-DPL-18455 and 
S-DPL-18460. 

  

10 Verify that the start and completion of preprocessing operations, and all 
preprocessing information in S-DPL-18365, is included in the Data Pool 
Ingest Service application log for this request. 

  

11 Verify that ALL browse granules ingested as part of the test are recorded as 
public in the AIM schema and that the required browse JPEG files are created 
in the correct location in the public data pool (as recorded in the aim schema). 

  

 
 
TEST DATA: 
Any current data types with Browse 
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EXPECTED RESULTS: 
 

915 QA GRANULE(S) IN SAME PDR AS SCIENCE GRANULE, WHERE SCIENCE GRANULE IS TO 
BE INSERTED IN PUBLIC DATA POOL (ECS-ECSTC-3325) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Description and Objectives: Verifies correct linking when ingesting a QA 

granule and science granule in the same PDR.</i> 
 #comment 

2 <i>[QA granule(s) in same PDR as science granule, where science granule is 
to be inserted in public Data Pool]</i> 

 #comment 

3 Select one successful request from the filtered list where one or more science 
granules in the request have associated QA granule(s) in the same PDR, and 
the science collection is configured to be archived and to be inserted in the 
public Data Pool. 

  

4 Verify that the QA linkage information is included in the AIM metadata 
(database) for the science granule. 

  

5 Verify that the science granule(s) are queued with the Data Pool Insert 
Service for insertion into the public Data Pool. 

  

6 Verify that the science granule(s) and the associated QA granule(s) are copied 
to the archive. 

  

7 Verify that the QA file name in the archive includes the ECS id that was pre-
assigned to the QA granule. 

  

8 Verify that the science granule(s) and the QA granule(s) are removed from 
the Data Pool hidden directory structure after their ingest request completes, 
subject to the rules in S-DPL-18455. 

  

 
 
TEST DATA: 
Any current data types with associated QA 
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EXPECTED RESULTS: 
 

916 PH GRANULE(S) IN SAME PDR AS SCIENCE GRANULE, WHERE SCIENCE GRANULE IS TO 
BE INSERTED IN PUBLIC DATA POOL (ECS-ECSTC-3326) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Description and Objectives: Verifies correct linking when ingesting a PH 

granule and a science granule in the same PDR.</i> 
 #comment 

2 <i>[PH granule(s) in same PDR as science granule, where science granule is 
to be inserted in public Data Pool]</i> 

 #comment 

3 Select one successful request from the filtered list where one or more science 
granules in the request have associated PH granule(s) in the same PDR, and 
the science collection is configured to be inserted in the public Data Pool.<br 
/>Assume PH will not be enabled for public Data Pool insert. 

  

4 Verify that the PH linkage information is included in the AIM metadata 
(database) for the science granule. 

  

5 Verify that the science granule(s) and associated PH granule(s) are stored in 
the Data Pool hidden directory structure. 

  

6 Verify that the science granule(s) and associated PH granule(s) are copied to 
the archive. 

  

7 Verify that the PH file name in the archive includes the ECS id that was pre-
assigned to the PH granule. 

  

8 Verify that the science granule(s) and the PH granule(s) are removed from the 
Data Pool hidden directory structure after their ingest request completes, 
subject to the rules in S-DPL-18455. 

  

 
 
TEST DATA: 
Any current data types with associated PH 
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EXPECTED RESULTS: 
 

917 PH GRANULE(S) IN DIFFERENT PDR FROM SCIENCE GRANULE, WHERE SCIENCE 
GRANULE IS TO BE INSERTED IN PUBLIC DATA POOL (ECS-ECSTC-3327) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Description and Objectives: Verifies correct linking when ingesting a PH 

granule with a linkage file.</i> 
 #comment 

2 <i>[PH granule(s) in different PDR from science granule, where science 
granule is to be inserted in public Data Pool]</i> 

 #comment 

3 Submit two PDRs, the first for ingest of a science granule, and the second for 
ingest of (an) associated PH granule(s), where the science collection is 
configured for public Data Pool insert.<br />The PDRs should be submitted 
far enough apart in time such that the science granule is archived and queued 
for insertion into the public Data Pool before the PH PDR is submitted. 

  

4 Verify that the PH linkage information is included in the AIM metadata 
(database) for the science granule. 

  

5 Verify that the science granule(s) and associated PH granule(s) are stored in 
the Data Pool hidden directory structure. 

  

6 Verify that the science granule(s) and associated PH granule(s) are copied to 
the archive. 

  

7 Verify that the PH file name in the archive includes the ECS id that was pre-
assigned to the PH granule. 

  

8 Verify that the science granule(s) and the PH granule(s) are removed from the 
Data Pool hidden directory structure after their ingest request completes, 
subject to the rules in S-DPL-18455. 

  

 
 
TEST DATA: 
Any current data types with associated PH 
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EXPECTED RESULTS: 
 

918 DATA POOL REGISTRATION ERROR – RETRIED (ECS-ECSTC-3328) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Description and Objectives: This test verifies that the Data Pool Ingest 

system properly handles, reports on, and recovers from Data Pool 
Registration Errors:</i> 

 #comment 

2 <i>[Data Pool Registration Error – Retried.]</i>  #comment 
3 <i>This criterion may be verified by a separate test procedure or as part of the 

test procedure for criteria 300 to 395.</i> 
 #comment 

4 Ensure that an e-mail address for operator notification regarding ingest 
interventions is configured. 

  

5 Submit a valid PDR for at least two granules neither of which will be 
published in the Data Pool as part of the insert. 

  

6 Cause one of the granules to return a retriable error during Data Pool 
registration i.e. while trying to register the granule and its file in the Data 
Pool inventory. 

  

7 Verify that the Data Pool registration is retried using the configured retry 
interval and retry limit but ensure that the error condition persists. 

  

8 Verify that each error is logged in the ingest application log in accordance 
with S-DPL-18320. 

  

9 Verify that the granule is suspended after the configured retry limit is 
exhausted. 

  

10 Verify that the request state eventually changes to ‘Suspended’<br />[Note: 
the request may temporarily be in the ‘Partially_Suspended’ state depending 
on how quickly the retries are exhausted as compared to the time needed to 
complete the remaining granules.] 

  

11 Verify that an operator intervention is queued for the request after all 
remaining granules complete ingest and that the intervention appears in the 
monitoring screen. 

  

12 Verify that an e-mail is sent to the configured e-mail address regarding the   
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# Action Expected Result Notes 
intervention that provides the information mandated in S-DPL-17255. 

13 Verify that the operator intervention request is logged in the Data Pool Ingest 
Service application log. 

  

14 Verify that the intervention monitoring screen shows the information 
mandated in S-DPL-17265. 

  

15 Verify that the error type displayed in the monitoring screen is appropriate.   
16 Verify that it is possible to select an intervention and access its details from 

the intervention monitoring screen. 
  

17 Verify that the intervention details include a granule list showing suspended 
granules first. 

  

18 Verify that the granule list contains the information mandated by S-DPL-
17330 and indicates the correct error type. 

  

19 Verify that it is possible to display granule details for a suspended granule as 
mandated by S-DPL-17340 and that the information includes information 
pertinent to the specific Data Pool registration error. 

  

20 Correct the problem that caused the Data Pool registration error and verify 
that it is possible to resume the granule. 

  

21 Verify that the closure of the intervention is recorded correctly as per S-DPL-
17370. 

  

22 Verify that the closure of the intervention is correctly recorded in the request 
annotations as per S-DPL-17216. 

  

23 Verify that the request completes and the request state changes to 
‘Successful’. 

  

24 Verify that a PAN is transmitted using the notification method configured for 
the provider. 

  

25 Verify that the PAN is formatted in compliance with the SIPS ICD.   
26 Verify that the PAN correctly identifies the request as having been successful 

as per SIPS ICD. 
  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
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919 DATA POOL REGISTRATION ERROR – FAILED. (ECS-ECSTC-3329) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Data Pool Registration Error – Failed.]</i>  #comment 
2 <i>This criterion may be verified by a separate test procedure or as part of the 

test procedure for criteria 300 to 395.</i> 
 #comment 

3 Ensure that an e-mail address for operator notification regarding ingest 
interventions is configured. 

  

4 Submit a valid PDR for at least two granules neither of which will be 
published in the Data Pool as part of the insert. 

  

5 Cause one of the granules to return a retriable error during Data Pool 
registration i.e. while trying to register the granule and its file in the Data 
Pool inventory. 

  

6 Verify that the Data Pool registration is retried using the configured retry 
interval and retry limit but ensure that the error condition persists. 

  

7 Verify that each error is logged in the ingest application log in accordance 
with S-DPL-18320. 

  

8 Verify that the granule is suspended after the configured retry limit is 
exhausted. 

  

9 Verify that the request state eventually changes to ‘Suspended’<br />[Note: 
the request may temporarily be in the ‘Partially_Suspended’ state depending 
on how quickly the retries are exhausted as compared to the time needed to 
complete the remaining granules.] 

  

10 Verify that an operator intervention is queued for the request after all 
remaining granules complete ingest and that the intervention appears in the 
monitoring screen. 

  

11 Verify that an e-mail is sent to the configured e-mail address regarding the 
intervention that provides the information mandated in S-DPL-17255. 

  

12 Verify that the operator intervention request is logged in the Data Pool Ingest 
Service application log. 

  

13 Verify that the intervention monitoring screen shows the information 
mandated in S-DPL-17265. 

  

14 Verify that the error type displayed in the monitoring screen is appropriate.   
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# Action Expected Result Notes 
15 Verify that it is possible to select an intervention and access its details from 

the intervention monitoring screen. 
  

16 Verify that the intervention details include a granule list showing suspended 
granules first. 

  

17 Verify that the granule list contains the information mandated by S-DPL-
17330 and indicates the correct error type. 

  

18 Verify that it is possible to display granule details for a suspended granule as 
mandated by S-DPL-17340 and that the information includes information 
pertinent to the specific Data Pool registration error. 

  

19 Verify that it is possible to select the suspended granule and fail it.   
20 Verify that the closure of the intervention was recorded correctly as per S-

DPL-17370. 
  

21 Verify that the closure of the intervention is correctly recorded in the request 
annotations as per S-DPL-17216. 

  

22 Verify that the request state becomes ‘Partial_Failure’.   
23 Verify that the granule state becomes ‘PreprocErr’.   
24 Verify that a PAN is transmitted using the notification method configured for 

the provider. 
  

25 Verify that the PAN is formatted in compliance with the SIPS ICD.   
26 Verify that the PAN correctly identifies the disposition of each granule as 

specified in the SIPS ICD. 
  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

920 ADD & MODIFYING VOLUME GROUPS (ECS-ECSTC-3330) 

DESCRIPTION: 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 <i>Description and Objectives: Verifies it is possible to add and modify 

volume groups using the DPL Ingest GUI and that the server correctly uses 
the new volume groups.</i> 

 #comment 

2 <i>[Add &amp; Modifying Volume Groups]</i>  #comment 
3 Using the DPL Ingest GUI add a primary and backup Volume Group for a 

collection. 
  

4 Ingest a granule and verify that it goes to the primary and backup volume 
groups. 

  

5 Modify Volume group and give it a new path   
6 Ingest a granule and verify that it goes to the new path.   
7 Click on reports and verified that the addition and modification from above 

are displayed in the report. 
  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

921 VERIFIES CORRECT LINKING OF AST_L1A, AST_L1B, AND BROWSE (ECS-ECSTC-3331) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Description and Objectives: Verifies correct linking of AST_L1A, 

AST_L1B, and Browse. Covers several use cases at LP DAAC including 
replacement scenarios.</i> 

 #comment 

2 <i>[Ingest of AST_L1A with Browse]</i>  #comment 
3 Ensure AST_L1A.003 is not be configured for public Data Pool insert.   
4 Ingest an AST_L1A.003 granule with an associated Browse granule.   
5 Verify that the ingest requests for the AST_L1A and Browse granules are in   
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# Action Expected Result Notes 
the SUCCESSFUL state. 

6 Verify that both the AST_L1A granule and the associated Browse granule are 
successfully stored in the correct archive file location(s), corresponding to the 
open volume groups for the AST_L1A and Browse ESDTs respectively. 

  

7 Verify that the NDPIU stores metadata for both the AST_L1A and the 
Browse granule in the Inventory database, and that this metadata is complete 
and correct. 

  

8 Verify that the NDPIU stores complete and correct linkage information in the 
Inventory database, linking the correct AST_L1A granule to the Browse 
granule. 

  

9 Verify that the DPL Ingest Service stores Browse linkage information in the 
AST_L1A XML metadata file, including the UR of the Browse granule. 

  

10 <i>[AST_L1B linkage]</i>  #comment 
11 Configure the AST_L1B.003 ESDT for insert into the public Data Pool.   
12 Ingest an AST_L1B granule produced from the first AST_L1A granule 

ingested. The AST_L1B granule does not have to be produced as part of this 
test. 

  

13 Verify that the ingest request for AST_L1B reaches a SUCCESSFUL state.   
14 Verify that the AST_L1B granule is successfully stored in the correct archive 

file location(s), corresponding to the open volume groups for the AST_L1B 
ESDT. 

  

15 Verify that the NDPIU stores complete and correct linkage information in the 
Inventory database, linking the AST_L1B granule to the Browse granule 
associated with the most recently inserted AST_L1A which matches the 
temporal range of the AST_L1B. 

  

16 Verify that the DPL Ingest Service stores Browse linkage information in the 
AST_L1B XML metadata file for the correct Browse file, including the UR 
of the Browse granule. 

  

17 <i>[Duplicate AST_L1A]</i>  #comment 
18 Submit a second PDR for the same AST_L1A.003 granule that was ingested 

previously, with the same associated browse granule. 
  

19 Verify that the ingest requests for the AST_L1A and Browse granules are in 
the SUCCESSFUL state. 

  

20 Verify that the NDPIU stores complete and correct linkage information in the 
Inventory database, linking the second Browse granule to the second 
AST_L1A granule, and not to the original AST_L1A granule inserted. 

  

21 Verify that the XML file for the second AST_L1A granule contains linkage   
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# Action Expected Result Notes 
information for the second Browse granule, that the XML file for the first 
AST_L1A inserted has not been updated, and that the XML file for the 
AST_L1B has not been updated. 

22 <i>[AST_L1B produced from duplicate AST_L1A]</i>  #comment 
23 Ingest an AST_L1B granule produced from the second AST_L1A granule 

ingested. 
  

24 Ensure that Data Pool granule replacement is turned on for the AST_L1B 
collection. 

  

25 Verify that the ingest request for AST_L1B reaches a SUCCESSFUL state.   
26 Verify that the NDPIU stores complete and correct linkage information in the 

Inventory database, linking the AST_L1B granule ingested in this criterion to 
the second Browse granule ingested. 

  

27 Verify that the XML file for the AST_L1B granule ingested in this criterion 
contains linkage information for the second Browse granule ingested, and that 
the XML file for the first AST_L1B inserted has not been updated. 

  

28 <i>[Browse replacement]</i>  #comment 
29 Ingest a new Browse granule that references the local granule id shared by the 

two AST_L1A granules. 
  

30 <i>(This test simulates the LPDAAC practice of replacing a bad browse 
granule).</i> 

 #comment 

31 Verify that the Browse granule reaches a SUCCESSFUL state in Data Pool 
ingest. 

  

32 Verify that the Browse granule is stored in the browse archive.   
33 Verify that the NDPIU successfully stores all required metadata for the 

Browse granule in the Inventory database. 
  

34 Verify that the NDPIU links the Browse to the second AST_L1A and second 
AST_L1B granules. 

  

35 Verify that the NDPIU removes the existing links between the second 
AST_L1A and second AST_L1B granules, and the Browse granule linked to 
them. 

  

36 Verify that the Data Pool Ingest Service replaces the browse linkage 
information in the XML metadata files for the second AST_L1A and second 
AST_L1B granules with the new browse granule id. 

  

37 Verify that the existing links between the first AST_L1A and first AST_L1B 
granules ingested and the first Browse granule ingested are not updated. 

  

38 Verify that the XML file for the first AST_L1A inserted has not been 
updated, and that the XML file for the first AST_L1B inserted has not been 
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# Action Expected Result Notes 
updated. 

39 <i>[Special PSA handling for ASTER data]</i>  #comment 
40 For the AST_L1A and AST_L1B granules ingested, verify that the IIU 

extracted the Product Specific Attribute named RadiometricDBVersion and 
stored it in the Inventory database. 

  

41 For the AST_L1A and AST_L1B granules ingested, verify that the IIU 
extracted the Product Specific Attribute named GeometricDBVersion and 
stored it in the Inventory database. 

  

42 For the AST_L1A and AST_L1B granules ingested, verify that the IIU 
extracted the Product Specific Attribute named DAR_ID and stored it in the 
Inventory database. 

  

 
 
TEST DATA: 
AST_L1A.003, AST_L1B.003, Browse 
 
EXPECTED RESULTS: 
 

922 CHECKSUM DURING DPL INGEST OF BROWSE, QA, PH, DAP (ECS-ECSTC-3332) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Description and Objectives: Verifies DPL Ingest correctly calculates and 

stores checksum information for ancillary types.</i> 
 #comment 

2 <i>[Checksum during DPL Ingest of Browse, QA, PH, DAP]</i>  #comment 
3 Configure a data provider whose granules are public in the Data Pool to 

checksum 100% of the files ingested. Ingest at least one Browse and one of 
each ancillary (QA, PH, DAP). 

  

4 Verify the Ingest GUI allows for configuration of a default checksum 
algorithm of cksum or md5sum. 

  

5 Verify the checksum value of each browse and ancillary file is stored in the 
Ingest database along with the checksum algorithm used and a checksum 
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# Action Expected Result Notes 
origin of “DPLIngst”. 

6 Verify that the default configured checksum algorithm was used to calculate 
the checksum. 

  

7 Verify that one of the configured checksum service hosts was used to perform 
the checksum verification and that this was not the same service host used for 
the file transfer. 

  

8 Verify that the database tables in the DataPool database are populated with 
the appropriate checksum information for every data file. 

  

9 Verify that the database tables in the AIM Inventory database are populated 
with the appropriate checksum information for every data file. 

  

10 Verify that the checksum information is included in the datapool xml file for 
every ancillary file. 

  

11 Verify that the checksum is stored in the Data Pool Database for every 
ancillary files. 

  

 
 
TEST DATA: 
Browse, QA, PH, DAP 
 
EXPECTED RESULTS: 
 

923 FAULT RECOVERY (ECS-ECSTC-3333) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Description and Objectives: Verifies DPL Ingest correctly recovers 

granules and requests during a fault recovery situation.</i> 
 #comment 

2 <i>[Fault Recovery]</i>  #comment 
3 Kill the Data Pool Ingest processing service while granules are actively being 

ingested. 
  

4 Bring the Data Pool Ingest processing service back up.   
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# Action Expected Result Notes 
5 Verify that all granules active at the time of shutdown complete successfully.   

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

924 EMS EXTRACT UTILITY: THE EMS DATASET EXTRACTION UTILITY SHALL PROVIDE THE 
OPERATOR THE CAPABILITY TO SPECIFY AN OUTPUT DIRECTORY FOR THE FLAT FILES. 
(ECS-ECSTC-3334) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[EMS Extract Utility: The EMS Dataset Extraction Utility shall provide 

the operator the capability to specify an output directory for the flat files.]</i> 
 #comment 

2 L4 Requirement 80   
3 Verify that the directory listed for the EMSEXTRACTDIR tag in the 

EcDbEMSdataExtractor.CFG file is the directory where the EMS extract 
utility has extracted the dataset files to. The EcDbEMSdataExtractor.CFG file 
is located in the /usr/ecs/&lt;MODE&gt;/CUSTOM/cfg directory. 

  

4 DataSets: All<br />[EMS Extract Utility:The EMS Dataset Extraction Utility 
shall apply filenames that uniquely distinguish each flat file based on the 
following:<br />a)Beginning date for the reporting period<br />b)DAAC 
name<br />c)EMS flat file type] 

  

5 L4 Requirement 90   
6 Verify that the Name given to a file is the same name listed in the 

EcEMSextractRecord table for that extract run and that the name contains the 
Beginning date for the reporting period, the DAAC name, and the EMS flat 
file type. 

  

7 DataSets: All<br />[EMS Extract Utility: A record of the Extract utility run   
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# Action Expected Result Notes 
shall be kept in a log file and in the EcEMSextractRecord table] 

8 L4 Requirement 100   
9 Run the EMS extract utility using a command similar to the following:   
10 EcDbEMSdataExtractor.pl -m &lt;MODE&gt; -s &quot;start date&quot; -e 

“end date” -v -x DistFTP –o 
  

11 Verify that a record of the run can be found in the log that is created and that 
a record for the run can be found in the EcEMSextractRecord table. 

  

12 DataSets: All<br />[EMS Extract Utility: Verify that in extracted dataset 
files, there is one record per line and each record is divided into fields using 
‘|&amp;|’ as a delimiter.] 

  

13 Visually inspect the files that have been created by the extract script.   
14 DataSets: All   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

925 EMS EXTRACT UTILITY: THE EMS DATASET EXTRACTION UTILITY SHALL PROVIDE THE 
OPERATOR THE CAPABILITY TO OVERRIDE THE DEFAULT 24-HOUR PERIOD EXECUTION 
WITH AN ALTERNATIVE STARTING AND ENDING DATE. (ECS-ECSTC-3335) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[EMS Extract Utility: The EMS Dataset Extraction Utility shall provide 

the operator the capability to override the default 24-hour period execution 
with an alternative starting and ending date.]</i> 

 #comment 

2 <i>L4 Requirement 50</i>  #comment 
3 Run the following EMS extract utility command with or without the –v flag 

(verbose) with dates entered &gt; than 24-hour period, i.e., one week 
apart:<br /><br />EcDbEMSdataExtractor.pl -m &lt;MODE&gt; -s 
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# Action Expected Result Notes 
&quot;&lt;start date&gt;&quot; -e &quot;&lt;end date&gt;&quot; -v -x 
&lt;Dataset&gt; -o 

4 This command can be run using any of the dataset ExtractType tags: Meta, 
searchExp, Ing, DistFTP, DistHTTP, or Arch. 

  

5 Verify that one (1) output dataset file is created for dataset and date range and 
that the file is scp’d to the configured destination. 

  

6 Verify that a record for this dataset run has been entered in the 
EcEMSextractRecord table and that the starting and ending reporting period 
matches the start date and end date entered in the command. 

  

7 Verify that the ExecutionMode for the record is recorded as override in the 
table. 

  

8 <i>[(see Note) EMS Extract Utility: The EMS Dataset Extraction Utility shall 
provide the operator the capability to specify a single flat file type for 
generation and export.]</i> 

 #comment 

9 <i>L4 Requirement 70</i>  #comment 
10 Run the following EMS extract utility command with or without the –v flag 

(verbose) with dates entered for 24-hour period, or larger date range: Data for 
the specified dataset will be extracted in files for each 24-hour period.<br 
/><br />EcDbEMSdataExtractor.pl -m &lt;MODE&gt; -s &quot;&lt;start 
date&gt;&quot; -e &quot;&lt;end date&gt;&quot; -v -x &lt;Dataset&gt; 

  

11 This command can be run using any of the dataset ExtractType tags: Meta, 
searchExp, Ing, DistFTP, DistHTTP or Arch. 

  

12 Note: This capability allows the user to recover missing data for a specific 
dataset between a specified start date and end date.<br />This test can be 
verified with test 2. 

  

13 Verify that the command run above has specified a single flat file type for 
generation and export for each 24-hour period between the start date and end 
date. 

  

14 Verify that a single record for this dataset run has been entered in the 
EcEMSextractRecord table. 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
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926 EMS EXTRACT UTILITY: THE EMS DATASET EXTRACTION UTILITY SHALL RENAME A 
FLAT FILE IF IT HAS BEEN RESENT TO THE EMS. (ECS-ECSTC-3336) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[EMS Extract Utility: The EMS Dataset Extraction Utility shall rename a 

flat file if it has been resent to the EMS.]</i> 
 #comment 

2 L4 Requirement 100   
3 Run the EMS extract utility using a command similar to the following:   
4 EcDbEMSdataExtractor.pl -m &lt;MODE&gt; -s &quot;start date&quot; -e 

“end date” -v -x DistFTP –o 
  

5 Run the command again and verify that the file name created is the same 
except for “.rev1” appended to the end of the name. 

  

6 Verify that for each subsequent run of the command, the rev number is 
incremented 1. 

  

7 Note: this capability ensures that if a flat file for a dataset has already been 
sent to EMS, that subsequent runs of the data extract script will not overwrite 
the previously sent file. 

  

8 DataSets: All   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

927 EMS EXTRACT UTILITY: (SEE NOTE) VERIFY THAT THE EMS EXTRACT UTILITY CAN BE 
RUN AS A CRON (ECS-ECSTC-3337) 

DESCRIPTION: 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 <i>[EMS Extract Utility: (see Note) Verify that the EMS extract utility can 

be run as a cron]</i> 
 #comment 

2 L4 Requirement 100   
3 Log into LINUX as the user that the cron will be run as. Set-up the cron by 

running the crontab –e command on the server that the cron will be run. 
  

4 The command will be something like: 51 16 * * 2 (export 
LD_LIBRARY_PATH=/tools/sybOCv12.5.1/lib:/home/cmops/lib;/bin/csh -c 
&quot;cd /usr/ecs/TS1/CUSTOM/utilities; EcDbEMSdataExtractor.pl -m 
TS1&quot;) 

  

5 Note: command may be different based on the configuration for the server. 
This command should only be run after setting the defaults for execution of 
the script in default mode. If test 1 is set-up to run as a cron, this test is 
verified. 

  

6 DataSets: All   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

928 RECOVERY (SEE NOTE) EMS EXTRACT UTILITY: VERIFY FOR THE DEFAULT 
CONFIGURATION RUN OF THE EMS EXTRACT UTILITY, THATIF THE SCRIPT DOES NOT 
RUN FOR A FEW DAYS, THE SCRIPT CAN DETERMINE WHEN IT LAST RAN SUCCESSFULLY 
BY RETRIEVING THE LAST SUCCESSFUL RUN INFOR (ECS-ECSTC-3338) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[RECOVERY (see Note) EMS Extract Utility: Verify for the default 

configuration run of the EMS extract utility, thatif the script does not run for 
a few days, the script can determine when it last ran successfully by 

 #comment 
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# Action Expected Result Notes 
retrieving the last successful run information from the EcEMSextractRecord 
table and automatically create files for missing days for each 24-hour period 
since the last successful run.]</i> 

2 This can be verified and simulated by setting the defaults for execution of the 
script in default mode about a week earlier than the current date. Then the 
Execution script can be run using the following parameters: 

  

3 EcDbEMSdataExtractor.pl -m TS1   
4 Verify that after execution files have been created for each dataset, upto the 

current date. Verify that the file is located in the extract directory and a record 
has been created in the EcEMSextractRecord table. 

  

5 Note: this capability of the EMS extract utility ensures that if the utility has 
not been run for a period of time, that the script can start running from the 
time it was previously run. 

  

6 DataSets: All   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

929 RECOVERY (SEE NOTE) EMS EXTRACT UTILITY: VERIFY THAT IF A DATASET FILE HAS 
BEEN EXTRACTED TO THE EXTRACT DIRECTORY, BUT NOT SFTP’D, A SUBSEQUENT RUN 
OF THE UTILITY WILL SFTP THIS FILE AND MARK THE FILE AS SFTP’D (ECS-ECSTC-3339) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[RECOVERY (see Note) EMS Extract Utility: Verify that if a dataset file 

has been extracted to the extract directory, but not sftp’d, a subsequent run of 
the utility will sftp this file and mark the file as sftp’d]</i> 

 #comment 

2 From the files that have been recently created during testing, find a record for 
the file in the EcEMSextractRecord table. In this table for that record set the 
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# Action Expected Result Notes 
FTPcompletionTime to NULL. 

3 Run the EMS Extract utility using the following command.   
4 EcDbEMSdataExtractor.pl -m TS1 -s &quot;start date&quot; -e &quot;end 

date&quot; 
  

5 Verify that the files that have had the FTPcompletionTime set to NULL have 
been scp’d to the sftp site and that the FTPcompletionTime has been updated. 

  

6 Note: This simulates files that have not previously been sftp’d, picked up 
automatically by the Extract script. This capability of the EMS extract script 
allows files to be sent that may not have been sent previously because of a 
down link between the DAAC and EMS. 

  

7 DataSets: All   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

930 RECOVERY (SEE NOTE) EMS EXTRACT UTILITY: VERIFY THAT IF A DATASET FILE HAS 
BEEN REMOVED FROM THE EXTRACT DIRECTORY, BUT NOT SFTP’D, A SUBSEQUENT RUN 
OF THE UTILITY WILL NOT CRASH WHEN AN ATTEMPT TO SFTP THIS FILE IS MADE. 
INSTEAD, THE FILE WILL BE MARKED (ECS-ECSTC-3340) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[RECOVERY (see Note) EMS Extract Utility: Verify that if a dataset file 

has been removed from the extract directory, but not sftp’d, a subsequent run 
of the utility will not crash when an attempt to sftp this file is made. Instead, 
the file will be marked sftp’d and a note documenting this will be written to 
the log.]</i> 

 #comment 

2 From the files that have been recently created during testing, find a record for 
the file in the EcEMSextractRecord table. In this table for that record set the 
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# Action Expected Result Notes 
FTPcompletionTime to NULL. 

3 Locate this file in the bcp extract directory and remove it.   
4 Run the EMS Extract utility using the following command.   
5 EcDbEMSdataExtractor.pl -m TS1 -s &quot;start date&quot; -e &quot;end 

date&quot; -v 
  

6 Verify that the files that have had the FTPcompletionTime set to NULL and 
removed from the directory have had their FTPcompletionTime updated. 
Verify that a corresponding note for this file has been place in the log. Verify 
that the script finishes. 

  

7 Note: This simulates files that have not previously been sftp’d and have been 
removed or moved from the location that has been documented in the 
EcEMSextractRecord table. This capability ensures that the EMS extract 
script will continue to run, even if it is unable to locate the file that is to be 
sent to EMS. 

  

8 DataSets: All   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

931 (SEE NOTE) EMS EXTRACT UTILITY: THE EMS DATASET EXTRACTION UTILITY SHALL 
PROVIDE THE OPERATOR THE CAPABILITY TO OVERRIDE THE DEFAULT 24-HOUR 
PERIOD EXECUTION WITH AN ALTERNATIVE STARTING AND ENDING DATE. THE DATA 
WILL BE OUTPUT TO EXTRACT FILES IN 24-HOUR (ECS-ECSTC-3341) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[(see Note) EMS Extract Utility: The EMS Dataset Extraction Utility shall 

provide the operator the capability to override the default 24-hour period 
execution with an alternative starting and ending date. The data will be output 

 #comment 
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# Action Expected Result Notes 
to extract files in 24-hour periods between the date range specified ]</i> 

2 Run the following EMS extract utility command with or without the –v flag 
(verbose) with dates entered &gt; than 24-hour period, ie, one week apart: 

  

3 EcDbEMSdataExtractor.pl -m &lt;MODE&gt; -s &quot;&lt;start 
date&gt;&quot; -e &quot;&lt;end date&gt;&quot; -v 

  

4 To verify this, specify a date range of about one week.   
5 Verify that output dataset files are created for each dataset and the date range 

specified and that the file is scp’d to the configured destination. Verify that a 
dataset file is created for each 24-hour period. Verify that a record for this 
dataset run has been entered in the EcEMSextractRecord table and that the 
starting and ending reporting period matches the start date of each dataset 
file. Verify that the ExecutionMode for the record is recorded as override in 
the table. 

  

6 Note: This EMS extract script capability allows files for datasets to be 
generated for a user specified period of time. 

  

7 DataSets: All   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

932 EMS EXTRACT UTILITY: THE EMS DATASET EXTRACTION UTILITY WILL NOT OUTPUT 
DATA IN LESS THAN A 24-HOUR PERIOD (ECS-ECSTC-3342) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[EMS Extract Utility: The EMS Dataset Extraction Utility will not output 

data in less than a 24-hour period]</i> 
 #comment 

2 Run the following EMS extract utility command with or without the –v flag 
(verbose) with dates entered less than than 24-hour period: 
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# Action Expected Result Notes 
3 EcDbEMSdataExtractor.pl -m &lt;MODE&gt; -s &quot;&lt;start 

date&gt;&quot; -e &quot;&lt; end date &gt;&quot; -v 
Note: After 8052064, the operator is 
no longer able to provide a timestamp 
(date and time) for start date and end 
date. ???<br />So to test this we can 
use the following to test less than 24-
hour period:<br 
/>EcDbEMSdataExtractor.pl -m 
&lt;MODE&gt; -s &lt;today's 
date&gt; -v 

 

4 To verify this, specify a date range less than 24-hours. Verify that no output 
datasets are created and there is no entry in the EcEMSextractRecord table 
for this specified date range. 

  

5 DataSets: All   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

933 EMS EXTRACT UTILITY: IF ONLY THE <END DATE> OR THE <BEGIN DATE> IS SPECIFIED 
FOR THE EMS DATASET EXTRACTION UTILITY THE SCRIPT WILL OUTPUT DATASET 
FILES FROM THAT SPECIFIC DAY FORWARD TO THE CURRENT DATE MINUS 2 DAYS (ECS-
ECSTC-3343) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[EMS Extract Utility: If only the &lt;end date&gt; or the &lt;begin 

date&gt; is specified for the EMS Dataset Extraction Utility the script will 
output dataset files from that specific day forward to the current date minus 2 
days]</i> 

 #comment 

2 Run the following EMS extract utility command with or without the –v flag   
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# Action Expected Result Notes 
(verbose) with dates entered as indicated: 

3 EcDbEMSdataExtractor.pl -m &lt;MODE&gt; -e &quot;&lt; end date 
&gt;&quot; -v 

  

4 EcDbEMSdataExtractor.pl -m &lt;MODE&gt; -s &quot;&lt; begin date 
&gt;&quot; -v 

  

5 Verify that dataset files are created for that date forward and that there is a 
record of the run process in the EcEMSextractRecord table. Verify that the 
execution mode is specified as “override” 

  

6 DataSets: All   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

934 EMS EXTRACT UTILITY:ANY EMD CODE CHANGES WILL NEED TO BE VERIFIED AGAINST 
THE EMS ICD AND ESTABLISHED PROCESSES (ECS-ECSTC-3344) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[EMS Extract Utility:Any EMD code changes will need to be Verified 

against the EMS ICD and established Processes]</i> 
 #comment 

2 Note: This testing will be conducted in PVC between EMD and EMS and at 
the DAACs between DAAC and EMS. Testing between PVC and EMS must 
be coordinated with EMS. 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
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935 (SEE NOTE) EMS EXTRACT UTILITY: THE EMS DATASET EXTRACTION UTILITY SHALL 
PROVIDE THE OPERATOR THE CAPABILITY TO EXTRACT QA | PH DATA FOR DISTFTP | 
DISTHTTP (ECS-ECSTC-3345) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[(see Note) EMS Extract Utility: The EMS Dataset Extraction Utility shall 

provide the operator the capability to extract QA | PH data for DistFTP | 
DistHTTP]</i> 

 #comment 

2 Run the following EMS extract utility command with or without the –v flag 
(verbose) with dates entered for 24-hour period, or larger date range: The 
range provided should include DataPool Web accesses to QA and PH data 
and FTP OMS orders of QA | PH granules. Data for the specified dataset will 
be extracted in files for each 24-hour period. 

  

3 EcDbEMSdataExtractor.pl -m &lt;MODE&gt; -s &quot;&lt;start 
date&gt;&quot; -e &quot;&lt;end date&gt;&quot; -v -x &lt;Dataset&gt; 

  

4 This command can be run using the following dataset ExtractType tags: 
DistFTP, DistHTTP. 

  

5 Note: The HTTP scripts may no longer be running<br />at DAACs.   
6 Verify that the command run above has specified a single flat file type for 

generation and export for each 24-hour period between the start date and end 
date. Review the flat file created and ensure that the flat file contains QA | PH 
data. 

  

7 Compare with record from database and ensure that the data in flat file 
matches the record in database. Comparison should be made for OMS and 
DPL QA | PH. 

  

8 DataSets:   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
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936 EMS EXTRACT UTILITY: THE EMS DATASET EXTRACTION UTILITYSHALL ALLOW 
OPERATOR TO SET A DEFAULT DATE FOR SUBSEQUENT RUNS OF THE UTILITY EITHER 
FOR ALL DATA SETS OR FOR ONE DATASET (ECS-ECSTC-3346) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[EMS Extract Utility: The EMS Dataset Extraction Utilityshall allow 

operator to set a default date for subsequent runs of the utility either for all 
data sets or for one dataset]</i> 

 #comment 

2 The following datasets can be used when running this test:<br />a) Product 
attribute metadata: Meta<br />b) Product attribute search: searchExp<br />c) 
Data Ingest: Ing<br />d) Data Archive: Arch<br />e) distribution orders 
DistHTTP<br />(Datapool, Transfer)<br />f) distribution orders DistFTP<br 
/>(DataPool, FtpPush, FtpPull, Scp) 

  

3    
4 This test sets the initial date that the default configuration of the utility should 

begin processing. See “Initializing the EMS Extract script prior to default 
execution” at end of document. A possible set of the initial default datasets 
could be one week earlier than the current date. This can be run for one 
dataset or for all datasets; “default” is written to the ExecutionMode field in 
the EcEMSextractRecord table and subsequent runs of the utility in default 
configuration (see test 1). 

  

5 Run one of the following EMS extract utility commands:   
6 EcDbEMSdataExtractor.pl -m TS1 -s &quot;&lt;start date&gt;&quot; -e 

&quot;&lt;end date&gt;&quot; -v –i 
  

7 EcDbEMSdataExtractor.pl -m TS1 -s &quot;&lt;start date&gt;&quot; -e 
&quot;&lt;end date&gt;&quot; -v –I –x &lt;dataset&gt; 

  

8 Verify that for command run above that “default” has been written to the 
EcEMSextractRecord table ExecutionMode column for the dataset. 

  

9 Verify the subsequent runs of the EMS Data Extract utility without the date 
range specified will access the EcEMSextractRecord table for the report type 
and retrieve the most current record that has been marked 
&quot;default&quot; in the ExecutionMode field. 
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# Action Expected Result Notes 
10 Run the command again without date range.  The &quot;start date&quot; for 

the report run is after the previous 'default' run. 
  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

937 (SEE NOTE) EMS EXTRACT UTILITY: THE EMS DATASET EXTRACTION UTILITYSHALL 
ALLOW OPERATOR TO SET THE LAG TIME FOR RUNNING OF DEFAULT DATASET(S) (ECS-
ECSTC-3347) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[(see Note) EMS Extract Utility: The EMS Dataset Extraction Utilityshall 

allow operator to set the LAG time for running of default dataset(s)]</i> 
 #comment 

2 The following datasets can be used when running this test:<br />a) Product 
attribute metadata: Meta<br />b) Product attribute search: searchExp<br />c) 
Data Ingest: Ing<br />d) Data Archive: Arch<br />distribution orders 
DistFTP<br />(DataPool, FtpPush, FtpPull, Scp) 

  

3 DistHTTP (DataPool, Transfer)<br />   
4 This test sets the LAG time for subsequent runs of the EMS Extract script in 

default mode. This allows a variation in how current the data is that is sent to 
EMS. The LAG time is set by modifying the value for LAG in the 
EcDbEMSdataExtractor.CFG file. 

  

5 Note: The default LAG time set in configuration file is -1, meaning if the 
EMS extract script is run today for default configuration, data will be 
provided up to the day before yesterday. Setting the value to 0 will provide 
data up to yesterday. Setting the value to 1 will provide data up to current 
time 

  

6 Run one of the following EMS extract utility commands after setting the   
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# Action Expected Result Notes 
LAG time and setting the default for the dataset (see test 13) : 

7 EcDbEMSdataExtractor.pl -m TS1 -s &quot;&lt;start date&gt;&quot; -e 
&quot;&lt;end date&gt;&quot; -v –i 

  

8 EcDbEMSdataExtractor.pl -m TS1 -s &quot;&lt;start date&gt;&quot; -e 
&quot;&lt;end date&gt;&quot; -v –I –x &lt;dataset&gt; 

  

9 Verify that for command run, datasets have been run up to the time specified 
by the LAG configuration variable. 

  

10 DataSets:   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

938 (SEE NOTE) EMS EXTRACT UTILITY: SHALL ALLOW OPERATOR TO SET THE 
DESTINATIONDIR FOR DATA THAT IS SENT TO EMS (ECS-ECSTC-3348) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[(see Note) EMS Extract Utility: shall allow operator to set the 

DESTINATIONDIR for data that is sent to EMS]</i> 
 #comment 

2 The following datasets can be used when running this test:<br />a) Product 
attribute metadata: Meta<br />b) Product attribute search: searchExp<br />c) 
Data Ingest: Ing<br />d) Data Archive: Arch<br />e) distribution orders 
DistFTP<br />(DataPool, FtpPush, FtpPull, Scp) 

  

3 f) DistHTTP (DataPool, Transfer)   
4 This test sets the DESTINATIONDIR for data that is sent to EMS.   
5 Note: The default DESTINATIONDIR for data sent to EMS is the home 

directory of the account. This allows for sending data to a subdirectory. The 
full path for the subdirectory should be specified. 

  

6 Run one of the following EMS extract utility commands after setting the   
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# Action Expected Result Notes 
DESTINATIONDIR in the configuration file. 

7 EcDbEMSdataExtractor.pl -m TS1 -s &quot;&lt;start date&gt;&quot; -e 
&quot;&lt;end date&gt;&quot; -v 

  

8 EcDbEMSdataExtractor.pl -m TS1 -s &quot;&lt;start date&gt;&quot; -e 
&quot;&lt;end date&gt;&quot; -v –x &lt;dataset&gt; 

  

9 Verify that for command run, the dataset has been sent to the specified 
directory. 

  

10 DataSets:   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

939 (SEE NOTE) EMS EXTRACT UTILITY: SHALL ALLOW INTENDEDUSAGE DATA TO BE SENT 
TO EMS FOR MSS/OMS DATA (ECS-ECSTC-3349) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[(see Note) EMS Extract Utility: shall allow intendedUsage data to be 

sent to EMS for MSS/OMS data]</i> 
 #comment 

2 The following datasets can be used when running this test:<br />a) 
distribution orders DistFTP<br />(DataPool, FtpPush, FtpPull, Scp) 

  

3 b) DistHTTP (DataPool, Transfer)<br />   
4 This test provides data that has intendedUsage set for MSS/OMS data.   
5 Note: The intendedUsage is set in the OmRequestGranule table.   
6 Run the following EMS extract utility commands for data range that contains 

data populating intendedUsage . 
  

7 EcDbEMSdataExtractor.pl -m TS1 -s &quot;&lt;start date&gt;&quot; -e 
&quot;&lt;end date&gt;&quot; -v –x &lt;dataset&gt; 

  

8 Verify that for command run, the dataset contains intendedUsage data.   
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# Action Expected Result Notes 
9 DataSets:   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

940 RESAMPLE, SWTIF AND GDTIF CONVERSION (ECS-ECSTC-3350) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Resample, swtif and gdtif conversion]</i>  #comment 
2 <i>Use the HEG Automated Testing Script (HATS) to perform these 

tests.</i> 
 #comment 

3 <i>Refer to the HEG_Regression_Test_Spreadsheet for a list of tests.</i>  #comment 
4 Generate an XML file for each row in the spreadsheet.   
5 Once all XML files (each XML file represents a request) have been generated 

and a flat file with a list of these XML files has been created, invoke the 
EcDlHATSClientStart script by passing in the &lt;MODE&gt; and location 
of the flat file.<br />The HATS GUI will load up and begin processing each 
request. 

  

6 Once all requests finish, perform verification.   
7 Examine each request as follows:<br />(1) verify that the HATS GUI 

displays a blue status for the request,<br />(2) verify that the number of met 
files is equal to the number of hdf or tif files, and<br />(3) view each hdf and 
tif file using either HDFView (for hdf files) or xv (for tif files) to make sure 
the file displays an appropriate image. 
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TEST DATA: 
ASTER_DEM, AST_L1B, AE_Ocean, AE_DyOcn, AE_DySno, AE_SI12, MOD10C1, MOD11_L2, MOD09A1, MOD43B1, and MOD15A2, MI1B2E. (see 
spreadsheet) 
 
EXPECTED RESULTS: 
 

941 SYSTEM COMPONENTS AVAILABILITY (ECS-ECSTC-3351) 

DESCRIPTION: 
Verifies System Components can be successfully monitored. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Up or down status of system components – monitoring, event detection, 

notification</i> 
 #comment 

2 Configure the System Monitoring, Event Detection, and Response service to 
monitor the up or down status of the following system components:<br /><br 
/>  a. SDPS custom application host (x5oml01, x5dpl01, etc)<br />  b. 
inetd<br />  c. dns<br />  d. http<br />  e. ssh<br />  g. nfs<br />  f. 
sendmail<br />  g. Tomcat/Apache<br />  h. Oracle iPlanet Java System Web 
Server<br />  i. System mount point 

  

3 Verify that it is possible to configure the service to monitor all of the 
components for up or down status. 

  

4 Verify that the System Monitoring, Event Detection, and Response GUI 
displays the current status of all components which are being monitored, and 
that the status is correctly displayed as up. 

  

5 Bring down each of the monitored components.   
6 Verify that the GUI displays the current status of all of the components as 

down within one monitoring interval. 
  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
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942 ALERTING CAPABILITY (ECS-ECSTC-3352) 

DESCRIPTION: 
Verifies alerting capabilities including email and text message. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Configure the System Monitoring, Event Detection and Response service to 

send an email two at least two recipients when a custom code server has a 
change in status from up to down. 

  

2 Configure the System Monitoring, Event Detection and Response service to 
escalate the alert if it is not fixed within a configurable period of time.<br 
/>Set it up in the following manner:<br /><br />a. email to at least two 
recipients different than the original two<br />b. text message to at least two 
recipients 

  

3 Configure the primary alert notification to fire only once when the alert is 
detected. 

  

4 Verify that it is possible to configure the alerts and escalations.   
5 Verify that it is possible to configure the frequency at which the primary alert 

notification will fire. 
  

6 Verify that all email messages are received and that the text of all notification 
messages correctly identifies the alert. 

  

7 Allow the server to remain down for a period longer than the time period 
configured for the escalation. 

  

8 Verify that text messages are received and that the text of all notification 
messages correctly identifies the alert. 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
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943 RESOURCE USAGE MONITORING (ECS-ECSTC-3353) 

DESCRIPTION: 
Verifies capability to monitor resource usage metrics. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Configure the System Monitoring, Event Detection, and Response service to 

monitor the resource usage on one SDPS host. 
  

2 Configure the service to capture all of the metrics listed (from S-MSS-
05120):<br /><br />   1) Memory usage<br />   2) CPU usage<br />   3) I/O 
characteristics (e.g., I/O rates, counts, queue size, service time, wait time, 
average I/O size)<br />   4) Paging rate<br />   5)Swap space<br /><br /> 

  

3 Verify that all of the metrics are captured and displayed on the GUI according 
to the collection interval defined for the metrics. 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

944 DISK SPACE USAGE (ECS-ECSTC-3354) 

DESCRIPTION: 
Verifies disk usage can be monitored correctly. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Space utilization monitoring and event detection</i>  #comment 
2 Configure the System Monitoring, Event Detection, and Response service to 

monitor space utilization for each of the following ECS components:<br 
/><br />a. Data Pool file system<br />b. Archive file system (e.g. snfs, 
amfs)<br />c. Postgres database device<br />d. Custom log directory 
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# Action Expected Result Notes 
3 Verify that it is possible to configure the service to monitor the space 

utilization of each of the components. 
  

4 Verify that the GUI displays the current space utilization of all of the 
components configured according to the monitoring interval. 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

945 CUSTOM CODE AVAILABILITY (ECS-ECSTC-3355) 

DESCRIPTION: 
Verifies ability to monitor the up and down status of custom code servers as well as restart of a custom code server. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Up or down status of Custom code and COTS services – monitoring, 

event detection, response</i> 
 #comment 

2 <i>NOTE: This must be done in a controlled mode (e.g., OPS, TS3), because 
Hyperic does not understand ClearCase.</i> 

 #comment 

3 Configure the System Monitoring, Event Detection, and Response service to 
monitor the up or down status of each of the following services:<br />  a. 
Quick Servers<br />  b. Ingest servers<br />  c. OMS server<br />  d. 
EPD<br />  e. DPAD<br />  f. SSS<br />  g. AIM processes (IIU, XVU)<br 
/>  h. BMGT servers<br />  i. EWOC<br />  j. DataAccess<br />  k. Order 
Status 

  

4 Configure the System Monitoring, Event Detection, and Response service to 
restart one of the custom code servers listed in S-40-1 (Step 1) when the 
server becomes unavailable. 

  

5 Ensure that all services being monitored are currently up.   
6 Verify that it is possible to configure the System Monitoring, Event 

Detection, and Response service to monitor services for up or down status. 
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# Action Expected Result Notes 
7 Verify that it is possible to configure the restart of the custom code server in 

S-40-2 (Step 2). 
  

8 Verify that the System Monitoring, Event Detection, and Response GUI 
displays the current status of all services which are being monitored, and that 
the status is correctly displayed as up. 

  

9 Bring down all of the services being monitored.   
10 Verify that the GUI displays the current status of all of the services as down 

within the configured monitoring interval. 
  

11 Verify that the custom code server which was configured to be restarted in S-
40-2 (Step 2) is restarted. 

  

12 Verify that at the next collection interval the status of the custom code server 
configured in S-40-2 (Step2) is displayed as up. 

  

13 Verify that the execution of the restart of the custom code server is logged 
and that the log entry includes the time stamp. 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

946 GUI – CONFIGURE OPERATOR AND ROLES (ECS-ECSTC-3356) 

DESCRIPTION: 
Verify the ability to configure Hyperic operators and roles. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>GUI user access</i>  #comment 
2 Log in to the System Monitoring, Event Detection, and Response GUI with a 

user that has ‘security admin’ privileges. 
  

3 Create the following types of operator logins:<br />  a. View only<br />  b. 
Two mode monitoring administrators (two different modes)<br />  c. Security 
admin 
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# Action Expected Result Notes 
4 Verify that the ‘security admin’ operator is able to successfully create each of 

the operator logins. 
  

5 <i>GUI user roles</i>  #comment 
6 Login to the System Monitoring, Event Detection, and Response GUI as a 

user with ‘security admin’ privileges. 
  

7 Use existing users or create new users such that there are at least four 
different operators. 

  

8 Using the System Monitoring, Event Detection, and Response GUI create the 
following user roles:<br />  a. System Administrator<br />  b. Database 
Management<br />  c. ECS operations 

  

9 Configure the users such that one user belongs to the System Administrator 
role, one user belongs to the Database Management role, one user belongs to 
the ECS operations role, and one user has all three roles. 

  

10 Verify that it is possible to create each of the user roles.   
11 Verify that it is possible to assign a single role to a single user.   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

947 DPL INGEST BUSINESS PROCESS (ECS-ECSTC-3357) 

DESCRIPTION: 
Verify the ability to configure and monitor the DPL Ingest business process. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Business Process Monitoring – DPL Ingest</i>  #comment 
2 [S-60-1] Ensure that the following resources are setup to be monitored by the 

System Monitoring, Event Detection, and Response service:<br />  a. DPL 
Ingest host<br />  b. ECS service hosts used for checksumming, archiving, 
and file transfers for the given mode<br />  c. Polling Service<br />  d. 
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# Action Expected Result Notes 
Processing Service<br />  e. Notification Service<br />  f. Quickserver on 
each ECS service host<br />  g. All Data Pool file systems<br />  h. All 
StorNext file systems used for Ingest<br />  i. Postgres host and database<br 
/>  j. Apache / Tomcat web server hosting DPL Ingest GUI<br />  k. 
StorNext primary metadata server 

3 Using the System Monitoring, Event Detection, and Response GUI login as a 
‘monitoring admin’ operator and create the DPL Ingest business process. 

  

4 Configure the DPL Ingest business process to include all of the resources 
listed in S-60-1 (Step 1). 

  

5 Configure the DPL Ingest business process to include the monitoring of an 
individual data provider queue size and throughput metrics. 

  

6 [S-60-4] Configure the business process rules to mark the DPL Ingest process 
as ‘Down’ if any of the following occur:<br />  a. DPL Ingest host is 
unavailable<br />  b. Postgres is unavailable<br />  c. Notification, Polling, or 
Processing Services are down<br />  d. All ECS service hosts used for 
checksumming are unavailable<br />  e. All ECS service hosts used for 
archiving are unavailable<br />  f. All ECS service hosts used for file 
transfers are unavailable<br /> 

  

7 [S-60-5] Configure the business process rules to mark the DPL Ingest process 
as ‘Degraded’ if any of the following occur:<br />  a. At least one but not all 
Quickservers on ECS service hosts used for checksumming are 
unavailable<br />  b. At least one but not all Quickservers on ECS service 
hosts used for archiving are unavailable<br />  c. At least one but not all 
Quickservers on ECS service hosts used for file transfer are unavailable<br />  
d. StorNext primary metadata server is down<br />  e. The Ingest queue is 
larger than N number of granules and the granules per minute throughput is 
less than M granules per minute.<br />Note: For e. above the tester may 
configure values for N and M to be small in order to test this criterion in a 
non-performance mode. 

  

8 [S-60-6] Configure the business process rules to mark the DPL Ingest process 
as ‘Inactive’ if any of the following occur:<br />  a. Ingest throughput over 
the previous hour is 0. 

  

9 Ensure that at the start of the test all resources are available and that no Ingest 
has occurred during the previous hour. 

  

10 Verify that the current status of the DPL Ingest business process is displayed 
on the GUI as ‘Inactive’. 

  

11 Verify that it is possible to view the status of all of the DPL Ingest resources 
grouped together. 
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# Action Expected Result Notes 
12 Verify that it is possible to configure each of the business rules in S-60-4.   
13 Verify that it is possible to configure each of the business rules in S-60-5.   
14 Verify that it is possible to configure each of the business rules in S-60-6.   
15 Verify that the current status of one of the ingest resources is ‘Alert Pending’ 

and there is an explanation which identifies the Ingest throughput as being 0. 
  

16 Verify that all other resources are marked as available.   
17 Begin trickling in granules for Ingest at a rate greater than M (as configured 

in S-60-5 part e.) granules per minute.<br />Once the granules begin to 
complete Ingest successfully: 

  

18 Verify that the DPL Ingest business process status is changed from ‘Inactive’ 
to ‘Active’ within the configured monitoring interval. 

  

19 Verify that all of the DPL Ingest resources are displayed as available.   
20 Bring down one, but not all of the Quickservers used for file transfers. Verify 

that the DPL Ingest business process status is changed from ‘Active’ to 
‘Degraded’ within the configured monitoring interval. 

  

21 Verify that there is a resource with an alert pending which identifies the 
Quickserver that is unavailable. 

  

22 Bring down the remaining Quickservers used for file transfers such that they 
are all unavailable. 

  

23 Verify that the DPL Ingest business process status is changed from 
‘Degraded’ to ‘Down’ within the configured monitoring interval. 

  

24 Verify that on the business process page displaying the DPL Ingest resources, 
the Quickservers are displayed as down. 

  

25 Bring up all of the Quickservers used for file transfers.   
26 Verify that the DPL Ingest business process status is changed from ‘Down’ to 

‘Active’ within the configured monitoring interval. 
  

27 Verify that all of the DPL Ingest resources are displayed as available.   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
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948 RESOURCE AVAILABILITY AND USAGE REPORTING (ECS-ECSTC-3358) 

DESCRIPTION: 
Verifies resource availability and usage reporting. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Custom Code Server Availability Report</i>  #comment 
2 [S-70-1] Log in as the ‘security admin’ operator and configure the System 

Monitoring, Event Detection, and Response GUI to persistently store metrics 
information for a period of no less than 10 days. 

  

3 Generate a report detailing the availability of one of the custom code servers 
over a time period which is less than the value configured in S-70-1.<br /><br 
/>The custom code server must have the following characteristics:<br /><br 
/>  a. Availability data must be present for the custom code server over the 
entire time period<br />  b. There must be both uptime and downtime for the 
server during that time range (availability must be greater than 0% and less 
than 100%). 

  

4 Verify that it is possible to configure the number of days to persistently store 
historic metric data. 

  

5 Verify that the GUI displays the total uptime and total downtime over the 
specified time period. 

  

6 Verify that the GUI displays a graph detailing the availability over the 
specified time period. 

  

7 Verify that is possible to save and view the report outside of the GUI.   
8 <i>Resource Usage Report</i>  #comment 
9 Generate a report detailing the CPU usage of one of the SDPS code hosts 

over a time period less than the value configured in S-70-1.<br /><br 
/>Availability data must be present for the host over the entire time period. 

  

10 Verify that the GUI displays the min, max, and average CPU usage over the 
specified time period. 

  

11 Verify that the GUI displays a graph detailing the CPU usage over the 
specified time period. 

  

12 Verify that is possible to save and view the report outside of the GUI.   
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TEST DATA: 
 
EXPECTED RESULTS: 
 

949 INGEST QUEUE SIZE MONITORING (ECS-ECSTC-3359) 

DESCRIPTION: 
Verifies capability to monitor the size of Ingest queues. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Ingest Request Queue Size Monitoring</i>  #comment 
2 Configure the System Monitoring, Event Detection, and Response service to 

monitor the size of the Ingest request queue for two individual providers as 
well as the overall system. 

  

3 Ensure that there are requests queued for both of the providers for the 
duration of the test. 

  

4 Verify that the System Monitoring, Event Detection, and Response GUI 
displays the name of the Ingest request queue and the size of the queue by 
provider and overall. 

  

5 <i>Ingest Granule Queue Size Monitoring</i>  #comment 
6 Configure the System Monitoring, Event Detection, and Response service to 

monitor the size of the Ingest granule queue for two individual providers as 
well as the overall system. 

  

7 Ensure that there are granules queued for both of the providers for the 
duration of the test. 

  

8 Verify that the System Monitoring, Event Detection, and Response GUI 
displays the name of the Ingest granule queue and the size of the queue by 
provider and overall. 

  

9 <i>Ingest Notification Queue Size Monitoring</i>  #comment 
10 Configure the System Monitoring, Event Detection, and Response service to 

monitor the size of the Ingest notification queue for two providers as well as 
the overall system. 
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# Action Expected Result Notes 
11 Ingest data to ensure the size of the notification queue is greater than zero for 

each provider.<br /><br />Note: It is acceptable to bring the notification 
service down to prevent the actions from being worked off. 

  

12 Verify that the System Monitoring, Event Detection, and Response GUI 
displays the name of the Ingest notification queue and the size of the queue 
by provider and overall. 

  

13 <i>Ingest Throughput Monitoring</i>  #comment 
14 [S-200-1] Configure the System Monitoring, Event Detection, and Response 

service to monitor the following Ingest throughput metrics for two individual 
providers as well as the overall system:<br />  a. Average number of science 
granules ingested per minute over the previous five minute sample. This will 
be referred to as metric A throughout the remainder of the test.<br />  b. 
Average MB per minute ingested over the previous five minute sample.<br />  
c. Estimated time to complete ingest for all items currently in the queue based 
and current throughput as calculated in metric A. 

  

15 Configure the collection interval for the metrics in S-200-1 to be less than 
five minutes.<br /><br />Note: If the collection interval is greater than five 
minutes the metrics will not cover the entire time period. 

  

16 Verify for each of the metrics that the System Monitoring, Event Detection, 
and Response GUI displays the name of the metric and its current value by 
provider as well as the overall system. 

  

17 Verify that the current value of each metric is correct.   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

950 INGEST ALERT AND INTERVENTION MONITORING (ECS-ECSTC-3360) 

DESCRIPTION: 
Verifies Ingest alert and intervention monitoring. 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 <i>Ingest Alert and Intervention Counts with Warning Notifications</i>  #comment 
2 Configure the System Monitoring, Event Detection, and Response service to 

monitor the following for two individual providers as well as the overall 
system:<br />  a. Number of open Ingest alerts<br />  b. Number of open 
Ingest interventions 

  

3 Cause alerts and interventions such that the values are nonzero.   
4 Verify that it is possible to configure the service to monitor the number of 

open Ingest interventions and the number of open Ingest alerts by provider 
and for the overall system. 

  

5 Verify that the System Monitoring, Event Detection, and Response GUI 
displays the correct counts for the number of open Ingest interventions and 
the number of open Ingest alerts by provider and for the overall system. 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

951 DATABASE MONITORING (ECS-ECSTC-3361) 

DESCRIPTION: 
Verifies database monitoring capabilities. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Configure the System Monitoring, Event Detection, and Response service to 

monitor the main Postgres server 
  

2 Configure it such that the database connection to the Postgres server is 
monitored. 

  

3 Cause an issue such that you cannot connect to the database server.   
4 Verify that the database server connection is marked as unavailable.   
5 Bring down the database server.   
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# Action Expected Result Notes 
6 Verify that the database server process is marked as unavailable.   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

952 FILE TRANSFER MONITORING (ECS-ECSTC-3362) 

DESCRIPTION: 
Verifies Wu-FTP monitoring. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>File transfer monitoring</i>  #comment 
2 Configure the System Monitoring, Event Detection, and Response service to 

monitor transfers via Wu-FTP 
  

3 Transfer several files via Wu-FTP and verify that the Hyperic GUI displays 
the number of open sessions, number of files transferred, and the average 
throughput of files transferred. 

  

4 Configure the System Monitoring, Event Detection, and Response service to 
monitor transfers via HTTP downloads 

  

5 Transfer several files via HTTP and verify that the Hyperic GUI displays the 
number of open sessions, number of files transferred, and the average 
throughput of files transferred. 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
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953 EXTERNAL SERVICE MONITORING (ECS-ECSTC-3363) 

DESCRIPTION: 
Verifies monitoring of external services. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>External service monitoring</i>  #comment 
2 Configure the System Monitoring, Event Detection, and Response service to 

monitor the up or down status of the following system components:<br />  a. 
Order Status GUI<br />  b. DPL DataAccess 

  

3 Configure the System Monitoring, Event Detection, and Response service to 
monitor the up or down status of the following external components:<br />  a. 
HSA<br />  b. ECHO Reverb<br />  c. ECHO API 

  

4 Ensure that all components being monitored are currently up.   
5 Verify that it is possible to configure the service to monitor components for 

up or down status. 
  

6 Bring down each of the monitored components.   
7 Verify that the GUI displays the current status of all of the components as 

down. 
  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

954 OMS ALERT AND INTERVENTION MONITORING (ECS-ECSTC-3364) 

DESCRIPTION: 
Verifies capability to monitor OMS alerts and interventions. 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 <i>OMS alert and intervention monitoring</i>  #comment 
2 Configure the System Monitoring, Event Detection, and Response service to 

monitor the following:<br />  a. Number of OMS Alerts<br />  b. Number of 
OMS Interventions 

  

3 Cause OMS interventions and alerts such that the numbers are nonzero and 
the values are different from one another. 

  

4 Verify that it is possible to configure the service to monitor the number of 
open OMS interventions and the number of open OMS alerts. 

  

5 Verify that the System Monitoring, Event Detection, and Response GUI 
displays the correct counts for the number of open OMS interventions and the 
number of open OMS alerts. 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

955 OMS QUEUE MONITORING (ECS-ECSTC-3365) 

DESCRIPTION: 
Verifies ability to monitor OMS queues. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>OMS queue size monitoring</i>  #comment 
2 Configure the System Monitoring, Event Detection, and Response service to 

monitor the OMS Granule Queue size and OMS Request Queue Size. 
  

3 Order granules such that the queue sizes are nonzero and different values 
from one another. 

  

4 Verify that the System Monitoring, Event Detection, and Response GUI 
displays the name of the OMS granule and request queues and the size of the 
queues. 
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TEST DATA: 
 
EXPECTED RESULTS: 
 

956 CUSTOM CODE METRICS (ECS-ECSTC-3366) 

DESCRIPTION: 
Verifies capability to monitor all custom code server metrics. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Custom Code Server Monitoring – Metrics</i>  #comment 
2 Configure the System Monitoring, Event Detection, and Response service to 

monitor the following custom code servers ensuring that all of the metrics 
defined in C-MSS-05265 are captured:<br /><br />  a. Action Driver<br />  
b. All Quick Server instances<br />  c. SSS Subscribed Event Driver<br />  d. 
SSS Delete Request Driver<br />  e. SSS Action Driver<br />  f. SSS 
Recovery Driver<br />  g. Order Manager server<br />  h. DPL Ingest 
Notification Service<br />  i. DPL Ingest Processing Service<br />  j. DPL 
Ingest Polling Service<br />  k. BMGT Dispatcher Service<br />  l. BMGT 
Auto Service<br />  m. BMGT Monitor Service<br /> 

  

3 Verify that the metrics collected for each server can be viewed via the System 
Monitoring, Event Detection, and Response service. 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
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957 CUSTOM UTILITY MONITORING (ECS-ECSTC-3367) 

DESCRIPTION: 
Verifies capability to monitor various custom code utilities. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Custom Code Utility Monitoring</i>  #comment 
2 Configure the System Monitoring, Event Detection, and Response service to 

monitor the following custom code utilities ensuring that CPU utilization 
Memory and utilization metrics (defined in C-MSS-05265) are captured for 
each of the following:<br /><br />  a. Granule Deletion utilities<br />  b. QA 
Update utility<br />  c. Online Archive utilities<br />  d. Move Collection 
utility<br />  e. Checksum Verification utilities<br />  f. Data Pool cleanup 
utilities 

  

3 Verify that the metrics collected for each utility can be viewed via the System 
Monitoring, Event Detection, and Response service. 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

958 DATA ACCESS BUSINESS PROCESS (ECS-ECSTC-3368) 

DESCRIPTION: 
Verifies ability to configure and monitor the Data Access business process. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Business Process Monitoring – Data Access</i>  #comment 
2 [S-600-1] Ensure that the following resources are setup to be monitored by   
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# Action Expected Result Notes 
the System Monitoring, Event Detection, and Response service:<br />  a. 
x5eil01<br />  b. wu-ftp server<br />  c. Apache/Tomcat on x5eil01<br />  d. 
DPL Web Access GUI<br />  e. Postgres Database server<br />  f. Web 
Order Status GUI<br />  g. DPL file systems<br />  h. ECHO/REVERB 
interface<br />  i. Local DAAC web page 

3 Using the System Monitoring, Event Detection, and Response GUI login as a 
‘monitoring admin’ operator and create the Data Access business process. 

  

4 Configure the Data Access business process to include all of the resources 
listed in S-600-1 (Step 1). 

  

5 Configure the DPL Ingest business process to include the monitoring of the 
following metrics:<br />  a. Number of wu-ftp sessions<br />  b. Number of 
file transfers via ftp<br />  c. ftp transfer rates<br />  d. Number of file 
transfers via http<br />  e. http transfer rates<br />  f. Number of DPL data 
access sessions 

  

6 Configure the business process rules to mark the Data Access process as 
‘Down’ if any of the following occur:<br />  a. The x5eil01 host is 
unavailable<br />  b. Postgre is unavailable<br />  c. The DPL file systems 
are unavailable 

  

7 Configure the business process rules to mark the Data Access process as 
‘Degraded’ if any of the following occur:<br />  b. The wu-ftp server is 
unavailable<br />  c. Apache/Tomcat on x5eil01 is unavailable<br />  f. The 
Web Order Status GUI is unavailable<br />  g. The ECHO/REVERB 
interface is unavailable 

  

8 Configure the business process rules to mark the Data Access process as 
‘Inactive’ if the following occur: 

  

9 Number of ftp transfers and number of http transfers over the previous 
monitoring interval is 0. 

  

10 Ensure that at the start of the test all resources are available and that no data 
accesses have occurred during the previous hour. 

  

11 Verify that the current status of the Data Access business process is displayed 
on the GUI as ‘Inactive’. 

  

12 Verify that it is possible to view the status of all of the Data Access resources 
grouped together. 

  

13 Verify that it is possible to configure each of the business rules in S-600-4 
(Step 4). 

  

14 Verify that it is possible to configure each of the business rules in S-600-5 
(Step 5). 
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# Action Expected Result Notes 
15 Verify that it is possible to configure each of the business rules in S-600-6 

(Step 6). 
  

16 Verify that all Data Access resources are marked as available.   
17 Order data via the DPL Data Access.   
18 Verify that the Data Access business process is changed from ‘Inactive’ to 

‘Active within the monitoring interval. 
  

19 Bring down the x5eil01 host.   
20 Verify that the Data Access business process is changed from ‘Active’ to 

Down’ within the configured monitoring interval. 
  

21 Verify on the Data Access business processing page that the x5eil01 host as 
well as all resources running on those hosts are displayed as down. 

  

22 Restart the x5eil01 host.   
23 Manually start the custom code servers on those hosts.   
24 Verify that the Data Access business process status is changed from ‘Down’ 

to ‘Active’ within the configured monitoring interval. 
  

25 Verify that all of the Data Access resources are displayed as available.   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

959 ORDER MANAGEMENT BUSINESS PROCESS (ECS-ECSTC-3369) 

DESCRIPTION: 
Verifies ability to configure and monitor the Order Management business process. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Business Process Monitoring – Order Management</i>  #comment 
2 Ensure that the following resources are setup to be monitored by the System 

Monitoring, Event Detection, and Response service:<br />  a. OMS host<br 
/>  b. HEG processing host<br />  c. ftp push host (x5eil01 at most 
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# Action Expected Result Notes 
locations)<br />  d. Order Manager server<br />  e. EWOC<br />  f. EPD 
server<br />  g. HSA<br />  h. Postgres<br />  i. DPL file systems<br />  j. 
Copy Server (currently x5eil01, but it is configurable) 

3 Using the System Monitoring, Event Detection, and Response GUI login as a 
‘monitoring admin’ operator and create the Order Management business 
process. 

  

4 Configure the Order Management business process to include all of the 
resources listed in S-610-1 (Step 1). 

  

5 Configure the Order Management business process to include the monitoring 
of the following metrics:<br />  a. OMS request queue size<br />  b. OMS 
granule queue size<br />  c. Order throughput average over the previous five 
minutes (by granule count and data volume per destination and ftp transfer 
type)<br />  d. Number of open OMS alerts<br />  e. Number of open OMS 
interventions<br />  f. Number of suspended destinations 

  

6 Configure the business process rules to mark the Order Management process 
as ‘Down’ if any of the following occur:<br />  a. OMS host is 
unavailable<br />  b. Postgres is unavailable<br />  c. The Order Manager 
server is down 

  

7 Configure the business process rules to mark the Order Management process 
as ‘Degraded’ if any of the following occur:<br />  a. The HEG processing 
host is unavailable<br />  b. The EWOC is unavailable<br />  c. The EPD 
server is unavailable<br />  d. The HSA is unavailable<br />  e. The OMS 
granule queue is larger than N number of granules and the granules per 
minute order throughput is less than M granules per minute.<br />  f. There 
are open alerts<br />  g. There are open interventions<br />  h. There are 
suspended destinations<br /><br />Note: For e. above the tester may 
configure values for N and M to be small in order to test this criterion in a 
non-performance mode. 

  

8 Configure the business process rules to mark the Order Management process 
as ‘Inactive’ if all of the following occur:<br />  a. Order throughput average 
over the previous five minutes is 0<br />  b. OMS request queue size is 0<br 
/>  c. OMS granule queue size is 0. 

  

9 Ensure that at the start of the test all resources are available, that no orders 
have been processed over the previous five minutes, and that the OMS queues 
are 0. 

  

10 Verify that the current status of the Order Management business process is 
displayed on the GUI as ‘Inactive’. 

  

11 Verify that it is possible to view the status of all of the Order Management   
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# Action Expected Result Notes 
resources grouped together. 

12 Verify that it is possible to configure each of the business rules in S-610-4 
(Step 4). 

  

13 Verify that it is possible to configure each of the business rules in S-610-5 
(Step 5). 

  

14 Verify that it is possible to configure each of the business rules in S-610-6 
(Step 6). 

  

15 Submit ftp push orders to the system and verify that the status of the Order 
Management business process is changed from ‘Inactive’ to ‘Active’ within 
the monitoring interval. 

  

16 Verify that the order throughput average for the configured destination for 
orders placed in S-610-3 becomes greater than 0 within the monitoring 
interval. (Step 3) 

  

17 Suspend a configured destination and verify that the status of the Order 
Management business process is changed from ‘Active’ to ‘Degraded’ within 
the monitoring interval. 

  

18 Verify that there is a resource with an alert pending which identifies that the 
configured destination is suspended. 

  

19 Shut down the Order Manger server and verify that the status of the Order 
Management business process is changed from ‘Degraded’ to ‘Down’ within 
the monitoring interval. 

  

20 Verify on the Order Manager business processing page that the Order 
Manager server is displayed as down. 

  

21 Restart the Order Manager server and re-enable the suspended destination.   
22 Verify that the Order Management business process status is changed from 

‘Down’ to ‘Active’ within the configured monitoring interval. 
  

23 Verify that all of the Order Management resources are displayed as available.   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
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960 FTPPULL REQUEST (ECS-ECSTC-3370) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>FtpPull Request</i>  #comment 
2 Submit an FtpPull request for multiple granules, using the Spatial 

Subscription GUI, EWOC client, or the acquire utility. 
  

3 Verify the request shows up on the OMS GUI Distribution Requests Page.   
4 Verify the “Request Status” column proceeds from Queued to Shipped.   
5 Verify the IsOrderOnly flag is appropriately changed from NULL to B then 

back to NULL for public granules in the order or from H to Y then back to H 
for hidden granules in the order. 

  

6 Verify the appropriate granule files are available for download from the ftp 
server and that other request directories are not visible. 

  

7 Verify DN emails are sent to the user specified in the request.   

 
 
TEST DATA: 
Any current data type 
 
EXPECTED RESULTS: 
 

961 FTPPUSH REQUEST FOR A CONFIGURED DESTINATION (ECS-ECSTC-3371) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>FtpPush Request for a Configured Destination</i>  #comment 
2 Submit an FtpPush request for multiple granules, using the Spatial   
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# Action Expected Result Notes 
Subscription GUI, EWOC client, or the acquire utility. 

3 Ensure the ftp destination is configured in the OMS GUI.   
4 Verify the request shows up on the OMS GUI Distribution Requests Page.   
5 Verify the “Request Status” column proceeds from Queued to Shipped.   
6 Verify the IsOrderOnly flag is appropriately changed from NULL to B then 

back to NULL for public granules in the order or from H to Y then back to H 
for hidden granules in the order. 

  

7 Verify the appropriate granule files are transferred to the destination.   
8 Verify DN emails are sent to the user specified in the request.   

 
 
TEST DATA: 
Any current data type 
 
EXPECTED RESULTS: 
 

962 FTPPUSH REQUEST FOR AN UN-CONFIGURED DESTINATION (ECS-ECSTC-3372) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>FtpPush Request for an Un-Configured Destination</i>  #comment 
2 Submit an FtpPush request for multiple granules, using the Spatial 

Subscription GUI, EWOC client, or the acquire utility. 
  

3 Ensure the ftp destination is NOT configured in the OMS GUI.   
4 Verify the request shows up on the OMS GUI Distribution Requests Page.   
5 Verify the “Request Status” column proceeds from Queued to Shipped.   
6 Verify the IsOrderOnly flag is appropriately changed from NULL to B then 

back to NULL for public granules in the order or from H to Y then back to H 
for hidden granules in the order. 

  

7 Verify the appropriate granule files are transferred to the destination.   
8 Verify DN emails are sent to the user specified in the request.   
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TEST DATA: 
Any current data type 
 
EXPECTED RESULTS: 
 

963 SCP REQUEST FOR A CONFIGURED DESTINATION (ECS-ECSTC-3373) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>SCP Request for a Configured Destination</i>  #comment 
2 Submit an SCP request for multiple granules using the Spatial Subscription 

GUI, EWOC client, or the acquire utility. 
  

3 Ensure the scp destination is configured in the OMS GUI.   
4 Verify the request shows up on the OMS GUI Distribution Requests Page.   
5 Verify the “Request Status” column proceeds from Queued to Shipped.   
6 Verify the IsOrderOnly flag is appropriately changed from NULL to B then 

back to NULL for public granules in the order or from H to Y then back to H 
for hidden granules in the order. 

  

7 Verify the appropriate granule files are transferred to the destination.   
8 Verify the Distribution Notice is left in the destination directory and emailed 

to the end user. 
  

 
 
TEST DATA: 
Any current data type 
 
EXPECTED RESULTS: 
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964 DPL FILE SYSTEM UNAVAILABLE (ECS-ECSTC-3374) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>DPL file system unavailable</i>  #comment 
2 Submit multiple requests for granules with ESDTs on different file systems.   
3 Use the DPM GUI to make one of the Data Pool file systems unavailable.   
4 Verify the Operator Alerts page in the OMS GUI shows that the file system is 

suspended. 
  

5 Verify that an email is sent to the configured address for operator alerts 
containing details about the suspended file system. 

  

6 Verify that granules that reside on the suspend file system and their 
associated requests are not promoted to staging. 

  

7 Resume the Data Pool file system using the DPM GUI.   
8 Verify that the alert is cleared from the OMS GUI.   
9 Verify the granules that reside on the previously suspended file system are 

promoted to staging and all requests get Shipped. 
  

 
 
TEST DATA: 
Any current data type 
 
EXPECTED RESULTS: 
 

965 SUSPEND, RESUME / CANCEL, RETRY (ECS-ECSTC-3375) 

DESCRIPTION: 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 <i>Suspend, Resume / Cancel, Retry</i>  #comment 
2 Submit a request for HEG Processing   
3 Submit another request containing Browse data.   
4 Submit another request containing Bulk Browse data.   
5 Submit another request containing Non-ECS data.   
6 <i>For each submitted request, verify that the order can be</i>  #comment 
7 Suspended and Resumed   
8 Cancelled Individually and Resubmitted (Individually)   
9 Bulk Cancelled and Bulk Resubmitted   
10 Suspended while in Queued state, resumed and shipped   
11 Suspended while in Staging state, resumed and shipped (for all except Bulk 

Browse) 
  

12 Cancelled and resubmitted   
13 Resubmitted from an Operator Intervention state and shipped without the OM 

server coring 
  

14 Resubmitted after it’s shipped and ensure that it goes the correct route (i.e. 
S4) 

  

15 When resubmitting orders, ensure the sending of email options works   

 
 
TEST DATA: 
Any current data type 
 
EXPECTED RESULTS: 
 

966 FTP PULL HEG ORDER (ECS-ECSTC-3376) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Ftp Pull HEG Order</i>  #comment 
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# Action Expected Result Notes 
2 Select five HEGable granules that allow band subsetting and spatial 

subsetting.<br /><br />select 
'SC:'||esdt(t1.shortname,t1.versionid)||':'||t1.granuleid as geoid<br />from 
amgranule t1<br />join amdadatasetconfig t2 on t1.collectionid = 
t2.collectionid<br />where t2.allowbandflag = 'Y' <br />and 
t2.allowspatialflag = 'Y' <br />and t1.publishtime is not null <br />and 
t2.enabledflag = 'Y'<br />order by t1.granuleid desc<br />limit 5; 

  

3 Using the EWOC client, submit a Ftp Pull order to EGI for each granule 
using “GeoTiff” conversion and “Geographic” projection for some of the 
granules.<br /> 

  

4 For at least one granule <br />(a): select spatial subsetting coordinates that do 
not match the band subsetting choice.<br />eg. - a collection with N.Polar 
and S.Polar, using the AE_SI12 - spatial area on the opposite hemisphere.<br 
/><br />In case (a) you should get success if all bands are requested (some 
bands match), but failure if only a non-matching band is requested.<br /><br 
/>(b): For example order a granule that is missing a band based on the sample 
granules tables. <br /> (b) refers to &quot;multi-profile&quot; collections - 
granules with different profiles of bands.  Our &quot;go-to&quot; collection 
for multi-profile bands is AE_L2.<br /><br />(c) Another discrepency may 
be a spatial subset that a granule does not intersect with. For (c) we usually 
go to the Swath collections - again AE_SI... 

  

5 Verify that an Acceptance email is sent to user.   
6 Verify that the Acceptance email contains processing instructions.   
7 Use the OMS GUI distribution page and the OMS pending Requests page to 

track progress. 
  

8 Once the request state is shipped, use the OMS GUI distribution page to 
verify that a Distribution Notice Email is sent to the user. 

  

9 Verify that the links in the distribution notice page are functional.   
10 Verify that the links can be used to download the files.   
11 Verify that the granule with the spatial/band subsetting discrepancy as 

described in step 3 was marked as failed in the OMS GUI and was not 
distributed to the user. 

  

 
 
TEST DATA: 
Any current data type 
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EXPECTED RESULTS: 
 

967 FTP PUSH HEG ORDER (ECS-ECSTC-3377) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Ftp Push HEG Order</i>  #comment 
2 Select a HEGable granule.<br /><br />select 

'SC:'||esdt(t1.shortname,t1.versionid)||':'||t1.granuleid as geoid<br />from 
amgranule t1<br />join amdadatasetconfig t2 on t1.collectionid = 
t2.collectionid<br />where t2.allowbandflag = 'Y' <br />and 
t2.allowspatialflag = 'Y' <br />and t1.publishtime is not null <br />and 
t2.enabledflag = 'Y'<br />order by t1.granuleid desc<br />limit 1; 

  

3 Using the EWOC client, submit a Ftp Push order to EGI for the granule using 
“GeoTiff” conversion and “Geographic” projection. 

  

4 Verify that an Acceptance email was sent to the user.   
5 Verify that the Acceptance email contains processing instructions.   
6 Use the OMS GUI distribution page and the OMS pending Requests page to 

track progress. 
  

7 Once the request state is shipped, use the OMS GUI distribution page to 
verify that a Distribution Notice Email is sent to the user. 

  

8 Verify that the destination directory contains files.   

 
 
TEST DATA: 
Any current data type 
 
EXPECTED RESULTS: 
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968 FTP PUSH/SCP DESTINATION MANUAL RETRY SUSPENSION (ECS-ECSTC-3378) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Ftp Push/SCP Destination Manual Retry Suspension</i>  #comment 
2 Use the OMS GUI to set the Max. Operations to 2 for a Push Destination.   
3 Submit multiple Push requests with an invalid password to this Destination.   
4 Verify that at least 2 requests enter Operator Intervention.   
5 Verify that the destination is suspended, and an operator alert is queued.   
6 Verify that the email is sent to the configured address for operator alerts, 

identifying the nature of the alert and the ftp destination. 
  

7 Use the OMS GUI Destination monitor to resume the destination.   
8 Close one of the interventions, and modify the ftp push parameters, so the 

correct password is used. 
  

9 Verify the request is successfully shipped.   
10 Repeat this test, using a destination that is not configured in the OMS GUI.   
11 Repeat this test using SCP media type.   

 
 
TEST DATA: 
Any current data type 
 
EXPECTED RESULTS: 
 

969 FTP PUSH/SCP DESTINATION AUTOMATIC RETRY (ECS-ECSTC-3379) 

DESCRIPTION: 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 <i>Ftp Push/SCP Destination Automatic Retry</i>  #comment 
2 Create 3 requests so that they contain an error that causes the FtpPush 

operations to fail. 
  

3 Submit the 3 FtpPush orders for granules to be sent to a single FtpPush 
destination configured for automatic retry. 

  

4 After the destination has been suspended and the alert has been generated, 
update the distribution requests such that they will now succeed, using the 
update feature specified in S-OMS-06270 from ticket OD_S4_01. 

  

5 Verify the automatic retry executes.   
6 Verify the alert is removed from the list of pending alerts after the next screen 

refresh. 
  

7 Verify the FtpPush operations complete successfully.   
8 Repeat this test for SCP media type.   

 
 
TEST DATA: 
Any current data type 
 
EXPECTED RESULTS: 
 

970 FTP PUSH/SCP MANUAL DESTINATION RETRY (ECS-ECSTC-3380) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Ftp Push/SCP Manual Destination Retry</i>  #comment 
2 Create 3 requests so that they contain an error that causes the FtpPush 

operations to fail. 
  

3 Submit the 3 FTP Push orders for granules to be sent to a single FtpPush 
destination configured for automatic retry. 

  

4 After the destination has been suspended and the alert has been generated, use   



 

2842 
 

# Action Expected Result Notes 
the OM GUI to switch the destination to manual suspension. 

5 Update the distribution requests such that they will now succeed, using the 
update feature specified in S-OMS-06270 from ticket OD_S4_01. 

  

6 Verify the automatic retry does not execute.   
7 Resume the destination manually.   
8 Verify the alert is removed from the list of pending alerts after the next screen 

refresh. 
  

9 Verify the FtpPush operations complete successfully.   
10 Repeat this test for SCP media type.   

 
 
TEST DATA: 
Any current data type 
 
EXPECTED RESULTS: 
 

971 FTP PUSH/SCP: GRANULE ERROR OPERATOR INTERVENTION (ECS-ECSTC-3381) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>FTP Push/SCP: Granule Error Operator Intervention</i>  #comment 
2 Submit an FtpPush distribution request that has several granules.   
3 Cause one (and only one) of the granules to run into an FtpPush error that 

does not cause the destination to be suspended (e.g., delete or rename one of 
its files after it was staged but before it is pushed). 

  

4 Verify the destination does not suspend.   
5 Verify an intervention is queued.   
6 Verify the status of the destination is displayed correctly.   
7 Verify it is possible to fail the granule.   
8 Verify after failing the problem granule and closing the Operator 

intervention, any remaining granules are pushed, but not the failed 
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# Action Expected Result Notes 
granule.<br /><br />Note that failing the granule would not affect any 
concurrent FtpPush operation for other files belonging to that granule, i.e., 
there is no requirement that they be cancelled. 

9 Verify after all the remaining files have been pushed, a correct DN email is 
sent for FtpPush (see S-OMS-06673 from ticket OD_S4_01 for FtpPush) and 
the SCP notification is left on the destination for SCP distribution. 

  

10 Verify a DN email is sent, describing the failed granule.   
11 Verify the DN explains that this granule is the only one that has not yet 

completed pushing. 
  

12 Verify the DN identifies the failure.   
13 Repeat this test for SCP media type.   
14 Verify that the SCP directory contains a notification file, describing the failed 

granule that matches the email DN. 
  

 
 
TEST DATA: 
Any current data type 
 
EXPECTED RESULTS: 
 

972 ODL TO XML (ECS-ECSTC-3382) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>ODL to XML</i>  #comment 
2 Submit an FtpPull request via SSS or EWOC, using an email address 

configured for ODL to XML metadata conversion. 
  

3 Verify the requests Stage and Ship.   
4 Verify DN emails are sent.   
5 Verify the request directory is created in the DPL FtpPull area.   
6 Verify data file links are created in the DPL FtpPull area.   
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# Action Expected Result Notes 
7 Login to the ftp server (via anonymous login).   
8 Verify the directory permissions of the created directory.   
9 Verify the symlinks are not visible.   
10 Verify that other request directories are not visible.   
11 Download the files from the ftp server (via anonymous login).   
12 Verify that all files listed are retrieved successfully.   

 
 
TEST DATA: 
Any current data type 
 
EXPECTED RESULTS: 
 

973 EXTERNAL SUBSETTING ORDER (ECS-ECSTC-3383) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>External Subsetting Order</i>  #comment 
2 As ECSGuest, submit an order via EWOC for External Processing (via s4pm 

or HSA) with FtpPush as the media type. 
  

3 Repeat the order as another registered user.   
4 Verify the requests Stage and Ship.   
5 Verify DN emails are sent.   
6 Verify data gets pushed to the ftp push destination.   
7 Verify the UserId for the configured user is shown on the OMS GUI 

Distribution Request List Page. 
  

8 Verify that all output products are cleaned up with request.   
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TEST DATA: 
Any current data type 
 
EXPECTED RESULTS: 
 

974 CHECKSUM DURING DATA DISTRIBUTION : CK_7F_01, CRITERION 30 (ECS-ECSTC-3384) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Checksum during Data Distribution : CK_7F_01, Criterion 30</i>  #comment 
2 Configure all media types to checksum files that have not been checksummed 

in the last 1 day. 
  

3 Configure at least one ftp-push and at least one scp destination to disable 
checksum verification. 

  

4 Modify the checksum value of a QA, PH, and DAP granule in the AIM 
Inventory Database. 

  

5 Order granules that do not reside in the Data Pool for each media type.   
6 For ftp-push and scp order at least two granules that reside in the Data Pool 

with last checksum times in the past for destinations that are disabled and for 
destinations that are enabled. 

  

7 In addition order three granules from the Archive for each ancillary type (QA, 
PH, DAP), one that has a checksum value, and one that does not, and one that 
has a modified value. 

  

8 Verify that the last checksum time is close to the current time for all granules 
that did not use the disabled push/scp destinations whose values had not been 
modified. 

  

9 Verify that an operator intervention was generated for all files whose 
checksum value was modified. 

  

10 Verify that the checksum origin in the DataPool of files coming from the 
Archive match the checksum origin in AIM 

  

11 Verify that the checksum values in the DataPool of the files coming from the 
Archive match the checksum value in AIM. 

  

12 Repeat test with a different minimum checksum time and verify that the last   
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# Action Expected Result Notes 
checksum time is adhered to. 

 
 
TEST DATA: 
Any current data type 
 
EXPECTED RESULTS: 
 

975 FAULT RECOVERY – BOUNCING THE ORDER MANAGER SERVER (ECS-ECSTC-3385) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Fault Recovery – Bouncing the Order Manager Server</i>  #comment 
2 Stop and start the Order Manager server three times under load.   
3 Verify that the requests do not go into operator intervention.   

 
 
TEST DATA: 
Any current data type 
 
EXPECTED RESULTS: 
 

976 OMS GUI: NON PRIVILEGED USER TEST (ECS-ECSTC-3386) 

DESCRIPTION: 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 <i>OMS GUI: Non Privileged User Test</i>  #comment 
2 Verify that the OM GUI on startup asks for a login from the operator.   
3 Verify the OM GUI sets appropriate access privileges.<br />I.e. It won’t 

allow “full access” features to be used until a valid password is used. 
  

 
 
TEST DATA: 
Any current data type 
 
EXPECTED RESULTS: 
 

977 OMS STAGING LIMITS (ECS-ECSTC-3387) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>OMS Staging Limits</i>  #comment 
2 Use the OMS GUI to set the following Staging configuration parameters:<br 

/><br />Max No Cost Requests = 2<br />Max No Cost Granules = 2 
  

3 Use the OMS GUI to set the following FtpPull configuration parameters:<br 
/><br />Request High Water Mark = 1<br />Data High Water Mark = one 
more than size of largest Pull granule. 

  

4 Submit numerous requests and granules for FtpPull and FtpPush.<br /><br 
/>Including granules that are not in the DataPool. 

  

5 Verify that the requests and granules that are not in the DataPool are not 
limited by the configuration. 

  

6 Verify that the requests and granules that are in the DataPool are limited to 2 
staging at a time. 

  

7 Verify that FtpPull requests are limited by only 1 staging at a time.   
8 Verify that staging to the Pull area stops as soon as the amount of data staged 

to the FtpPull area exceeds the Data High Water Mark. 
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TEST DATA: 
Any current data type 
 
EXPECTED RESULTS: 
 

978 DPAD ERRORS REPORTED IN OMS GUI (ECS-ECSTC-3388) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>DPAD errors reported in OMS GUI</i>  #comment 
2 Create a request for granules that are not in the DataPool.   
3 Move the files in the Stornext archive associated with the granule to a 

temporary location. 
  

4 Submit the requests to OMS.   
5 Verify that an Operator Intervention is generated for the requests.   
6 Verify in the OMS GUI Operator Intervention page that the explanation for 

the failed granule reflects the appropriate error. 
  

7 Move the files back to their correct location.   
8 Resubmit the requests.   
9 Verify the requests ship successfully.   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
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979 GLOBAL NON-CONFIGURED FTPPUSH CONFIGURATION (ECS-ECSTC-3389) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Global Non-Configured FtpPush Configuration</i>  #comment 
2 <i>Note: Make sure that the Min Throughput is set to a reasonable (or very 

high) value and will not affect this test.<br />A value of 100+ should be 
good.</i> 

 #comment 

3 <i>Time Out:</i>  #comment 
4 On the host configured as the FtpServiceEndpoint in 

EcOmOrderManager.CFG<br />Replace the EcDlFtpService with an 
executable that only sleeps for 20 seconds and returns 0. 

  

5 Set the Timeout to a number below 20 seconds (5-10 seconds is preferred).   
6 Submit an FtpPush request to a non-configured destination.   
7 Verify that the FtpPush actions resulted in a timeout via the Request Detail 

screen in OMGUI. 
  

8 Set the Timeout above 20 seconds (preferably 30 seconds).   
9 Resubmit the request.   
10 Verify that all the granules are marked as shipped.   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

980 VALGRIND MEMORY TEST (OPTIONAL) (ECS-ECSTC-3390) 

DESCRIPTION: 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 <i>Valgrind Memory Test (Optional)</i>  #comment 
2 Repeat the set-up steps for test numbers 1 through 14 while running OMS 

through valgrind with --leak-check=full option and –log-
file=&lt;filename&gt;.<br /><br />Verification steps for the repeated tests 
can be ignored. 

  

3 Verify there are no significant memory leaks:<br /><br />Check the valgrind 
logs for memory that has been definitely lost.<br /><br />If this number 
exceeds 25kBs, then it constitutes a significant memory leak. 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

981 DELETEFROMARCHIVE = H GRANULES (ECS-ECSTC-3391) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>DeleteFromArchive = H Granules</i>  #comment 
2 Mark a granule DeleteFromArchive = 'H' in AmGranule.   
3 Submit an FtpPull, FtpPush, or SCP request for this granule using the Spatial 

Subscription GUI, EWOC client, or the acquire utility. 
  

4 Verify that the request goes into Operator Intervention with appropriate 
message. 

  

 
 
TEST DATA: 
Any current data type 
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EXPECTED RESULTS: 
 

982 ENTER SUBSCRIPTIONS VIA SSS GUI (ECS-ECSTC-3392) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Enter Subscriptions via SSS GUI]</i>  #comment 
2 Use the Spatial Subscription Server GUI to enter unqualified subscriptions 

for the following data types:<br /><br />Email Only: MOD03 (latest public 
version)<br /><br />Email/FtpPush: MI1B2E, MOD02HKM (latest public 
version)<br /><br />Email/FtpPull: MIL2ASAE, AST08 (latest public 
version) 

  

3 Enter qualified subscriptions for Data Pool Insert:<br /><br />Email/Data 
Pool Insert: NISE, AST_L1B (latest public version) 

  

4 For at least one of the above subscriptions, specify that the email notification 
text should include only the qualifying metadata. 

  

5 For at least one other of the above subscriptions, specify that the email 
notification text should include all metadata. 

  

 
 
TEST DATA: 
see above 
 
EXPECTED RESULTS: 
 

983 UNQUALIFIED SUBSCRIPTION WITH EMAIL (ECS-ECSTC-3393) 

DESCRIPTION: 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 <i>[Unqualified Subscription with Email]</i>  #comment 
2 Ingest a MOD03 granule.   
3 Verify that the subscription notification email is sent to the correct address 

for MOD03. 
  

 
 
TEST DATA: 
current version of MOD03 
 
EXPECTED RESULTS: 
 

984 UNQUALIFIED SUBSCRIPTION WITH EMAIL/FTPPUSH (ECS-ECSTC-3394) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Unqualified Subscription with Email/FtpPush]</i>  #comment 
2 Ingest an MI1B2E granule and a MOD02HKM granule.   
3 Verify that the subscription notification email was sent to the correct address 

for each granule. 
  

4 Using the Order Manager GUI and a listing of the push directory, verify that 
the granules were correctly distributed using FtpPush. 

  

 
 
TEST DATA: 
current versions of MI1B2E and MOD02HKM 
 
EXPECTED RESULTS: 
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985 UNQUALIFIED SUBSCRIPTION WITH EMAIL/FTPPULL (ECS-ECSTC-3395) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Unqualified Subscription with Email/FtpPull]</i>  #comment 
2 Ingest a MIL2ASAE granule and a AST08 granule.   
3 Verify that the subscription notification was sent to the correct address for 

each granule. 
  

4 Using the Order Manager GUI and the Pulldir listing, verify that the granules 
were correctly distributed using FtpPull. 

  

 
 
TEST DATA: 
current versions of MIL2ASAE and AST08 
 
EXPECTED RESULTS: 
 

986 QUALIFIED SUBSCRIPTION FOR DATA POOL INSERT (ECS-ECSTC-3396) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Qualified Subscription for Data Pool Insert ]</i>  #comment 
2 Ingest a NISE granule and an AST_L1B granule that match the qualifications 

on the respective subscriptions placed in Test Case 1. 
  

3 Verify that the subscription notification was sent to the correct address for 
each granule. 

  

4 Verify that the granules were correctly inserted into the public Data Pool.   
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TEST DATA: 
current versions of NISE and AST_L1B 
 
EXPECTED RESULTS: 
 

987 QUALIFYING METADATA IN EMAIL NOTIFICATION (ECS-ECSTC-3397) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Qualifying Metadata in Email Notification ]</i>  #comment 
2 For the subscription(s) where only qualifying metadata were requested in the 

email notification, verify that all qualifying metadata were present in the 
email text, and that only qualifying metadata were present. 

  

3 Verify format with SSS email format in ICD.   

 
 
TEST DATA: 
see Test Case 1 
 
EXPECTED RESULTS: 
 

988 ALL METADATA IN EMAIL NOTIFICATION (ECS-ECSTC-3398) 

DESCRIPTION: 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 <i>[All Metadata in Email Notification]</i>  #comment 
2 For the subscription(s) where all metadata were requested in the email 

notification, verify that all metadata were present in the email text. 
  

3 Verify format with SSS email format in ICD.   

 
 
TEST DATA: 
see Test Case 1 
 
EXPECTED RESULTS: 
 

989 SPATIALLY QUALIFIED SUBSCRIPTIONS WITH SPATIAL SEARCH TYPE = GPOLYGON : 
NS_SY_01, CRITERION 20 (ECS-ECSTC-3399) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Spatially Qualified Subscriptions with Spatial Search Type = GPolygon : 

NS_SY_01, Criterion 20]</i> 
 #comment 

2 Using the NSBRV GUI with existing event and action driver log files, place a 
subscription on a valid ECS event for an ESDT whose SpatialSearchType is 
GPolygon. 

  

3 Qualify the subscription spatially.   
4 Specify an email notification action, using the default 'to' address.   
5 Specify that only the qualifying metadata attributes should be included in the 

email text. 
  

6 Insert into ECS three granules that match the event of the subscription just 
placed.<br /><br />The first granule should fall completely within the spatial 
qualification area.<br /><br />The second granule should intersect the spatial 
qualification area, but not fall completely within it.<br /><br />The third 
granule should not intersect the spatial qualification area. 
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# Action Expected Result Notes 
7 Verify the email notification is sent to the ‘to’ address for the first and second 

granules. 
  

8 Verify no email notification is sent to the 'to' address for the third granule.   
9 Verify the email notification text only includes names and values for 

metadata attributes associated with subscription qualifiers. 
  

10 Verify log entries are appended to the existing event and action log files.   
11 Verify all required information is included in the log files.<br /><br />(See 

L4 Requirements S-SSS-00840, S-SSS-00850.) 
  

12 <i>S-SSS-00840<br /><br />The NSBRV CI shall log the following 
information:<br /><br />a. Receipt of event notification from SDSRV<br 
/><br />b. Start of event processing<br /><br />c. Completion of event 
processing<br /><br />d. Start of action processing<br /><br />e. Completion 
of action processing<br /><br />f. Completion of metadata extraction</i> 

 #comment 

13 <i>S-SSS-00850<br />The NSBRV CI shall include the following 
information in each log entry, as applicable:<br /><br />a. type of entry<br 
/><br />b. date and time when logged (at least to the millisecond)<br /><br 
/>c. subscription id<br /><br />d. action Id<br /><br />e. Event Id<br /><br 
/>f. Userid associated with the subscription<br /><br />g. Type of error and 
error details (for logged errors)</i> 

 #comment 

 
 
TEST DATA: 
Any current ASDC data type whose Spatial Search Type is GPolygon (e.g., MOD02HKM, MOD03) 
 
EXPECTED RESULTS: 
 

990 SPATIALLY QUALIFIED SUBSCRIPTIONS WITH SPATIAL SEARCH TYPE = BOUNDING 
RECTANGLE : NS_SY_01 CRITERION 30 (ECS-ECSTC-3400) 

DESCRIPTION: 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 <i>[Spatially Qualified Subscriptions with Spatial Search Type = Bounding 

Rectangle : NS_SY_01 criterion 30]</i> 
 #comment 

2 Using the NSBRV GUI with existing event and action driver log files, place a 
subscription on a valid ECS event for an ESDT whose SpatialSearchType is 
BoundingRectangle. 

  

3 Qualify the subscription spatially.   
4 Specify an email notification action, using the default 'to' address.   
5 Insert three granules into ECS which match the event of the subscription just 

placed.<br /><br />The first granule should fall completely within the spatial 
qualification area.<br /><br />The second granule should intersect the spatial 
qualification area, but not fall completely within it.<br /><br />The third 
granule should not intersect the spatial qualification area 

  

6 Verify the email notification is sent to the ‘to’ address for the first and second 
granules. 

  

7 Verify no email notification is sent to the 'to' address for the third granule.   
8 Verify log entries are appended to the existing event and action log files.   
9 Verify all required information is included in the log files.<br /><br />(See 

L4 Requirements S-SSS-00840, S-SSS-00850.) 
  

10 <i>S-SSS-00840<br /><br />The NSBRV CI shall log the following 
information:<br /><br />a. Receipt of event notification from SDSRV<br 
/><br />b. Start of event processing<br /><br />c. Completion of event 
processing<br /><br />d. Start of action processing<br /><br />e. Completion 
of action processing<br /><br />f. Completion of metadata extraction</i> 

 #comment 

11 <i>S-SSS-00850<br />The NSBRV CI shall include the following 
information in each log entry, as applicable:<br /><br />a. type of entry<br 
/><br />b. date and time when logged (at least to the millisecond)<br /><br 
/>c. subscription id<br /><br />d. action Id<br /><br />e. Event Id<br /><br 
/>f. Userid associated with the subscription<br /><br />g. Type of error and 
error details (for logged errors)</i> 

 #comment 

 
 
TEST DATA: 
Any current ASDC data type whose Spatial Search Type is Bounding Rectangle (e.g., MIL3SAE, MIL3SAL) 
 
EXPECTED RESULTS: 
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991 SPATIALLY QUALIFIED SUBSCRIPTIONS WITH SPATIAL SEARCH TYPE = ORBIT : 
NS_SY_01, CRITERION 40 (ECS-ECSTC-3401) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Spatially Qualified Subscriptions with Spatial Search Type = Orbit : 

NS_SY_01, criterion 40]</i> 
 #comment 

2 Using the NSBRV GUI with existing event and action driver log files, place a 
subscription on a valid ECS event for a MISR ESDT whose 
SpatialSearchType is Orbit. 

  

3 Qualify the subscription spatially.   
4 Specify an email notification action, using the default 'to' address.   
5 Insert three granules into ECS which match the event of the subscription just 

placed.<br /><br />The first granule should fall completely within the spatial 
qualification area.<br /><br />The second granule should intersect the spatial 
qualification area, but not fall completely within it.<br /><br />The third 
granule should not intersect the spatial qualification area. 

  

6 Verify the email notification is sent to the ‘to’ address for the first and second 
granules. 

  

7 Verify no email notification is sent to the 'to' address for the third granule.   
8 Verify metadata values for Path, StartBlock and EndBlock are listed in the 

email notification text. 
  

9 Verify log entries are appended to the existing event and action log files.   
10 Verify all required information is included in the log files.<br /><br />(See 

L4 Requirements S-SSS-00840, S-SSS-00850.) 
  

11 <i>S-SSS-00840<br /><br />The NSBRV CI shall log the following 
information:<br /><br />a. Receipt of event notification from SDSRV<br 
/><br />b. Start of event processing<br /><br />c. Completion of event 
processing<br /><br />d. Start of action processing<br /><br />e. Completion 
of action processing<br /><br />f. Completion of metadata extraction</i> 

 #comment 

12 <i>S-SSS-00850<br />The NSBRV CI shall include the following 
information in each log entry, as applicable:<br /><br />a. type of entry<br 
/><br />b. date and time when logged (at least to the millisecond)<br /><br 

 #comment 
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# Action Expected Result Notes 
/>c. subscription id<br /><br />d. action Id<br /><br />e. Event Id<br /><br 
/>f. Userid associated with the subscription<br /><br />g. Type of error and 
error details (for logged errors)</i> 

 
 
TEST DATA: 
Any current ASDC data type whose Spatial Search Type is Orbit (e.g., MIL2ASAE or MIL2ASAF data types). 
 
EXPECTED RESULTS: 
 

992 COMBINATIONS OF QUALIFIERS : NS_SY_01, CRITERION 90 (ECS-ECSTC-3402) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Combinations of Qualifiers : NS_SY_01, criterion 90]</i>  #comment 
2 Using the NSBRV GUI, place a subscription on a valid ECS event.   
3 Qualify the subscription with 5 string and 5 range qualifiers.<br /><br />Of 

the 10 qualifiers,<br />    at least one should be a core metadata attribute,<br 
/>    at least one should be a PSA,<br />    and at least one should be a 
measured parameter.<br /><br />Of the 5 range qualifiers,<br />    at least 
one should be of type integer,<br />    at least one of type float,<br />    and at 
least one of type datetime. 

  

4 Associate an email action and an ftppush distribution action with the 
subscription. 

  

5 Verify the operator is not permitted to qualify the subscription using PSAs 
not supported by the ESDT that is the target of the subscription. 

  

6 Verify the operator is not permitted to qualify the subscription using 
measured parameters not supported by the ESDT that is the target of the 
subscription. 

  

7 Insert a granule into ECS which matches all of the qualifications for the 
subscription just placed. 

  

8 Insert a second granule into ECS which matches some but not all of the   
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# Action Expected Result Notes 
qualifications. 

9 Verify the email notification is sent to the 'to' address for the first granule.   
10 Verify the ftppush action is processed to completion for the first granule.   
11 Verify no actions are processed for the second granule.   
12 Verify all required information is included in the log files.   

 
 
TEST DATA: 
Any current data type which supports the number of qualifiers required in the test 
 
EXPECTED RESULTS: 
 

993 PLACING BUNDLING ORDER SUBSCRIPTION : OD_S3_03, CRITERION 10 (ECS-ECSTC-3403) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Placing Bundling Order Subscription : OD_S3_03, criterion 10]</i>  #comment 
2 Use the NSBRV GUI to create a bundling order for each type of media.   
3 Verify all optional information can be entered or omitted.   
4 Verify if optional information is omitted, the correct defaults are provided 

where requirements specify such defaults. 
  

5 Verify all required information must be entered.   
6 Verify the bundling orders are stored in the database.   
7 Verify each bundling order receives a unique identification that is displayed 

to the operator 
  

8 Verify MSS order tracking information is created for the bundling order and 
the order source and status are set correctly 

  

9 Verify it is possible to enter subscriptions and pick a bundling order as their 
distribution action. 
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TEST DATA: 
Any current data type 
 
EXPECTED RESULTS: 
 

994 EXECUTING BUNDLING ORDER SUBSCRIPTION : OD_S3_03, CRITERION 110, STEPS A, B, C, 
I, AND M (ECS-ECSTC-3404) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Executing Bundling Order Subscription : OD_S3_03, criterion 110, steps 

a, b, c, i, and m]</i> 
 #comment 

2 Ensure that the database contains a bundling order for each type of media, as 
well as several (at least two) subscriptions for each. 

  

3 Trigger events for which the subscriptions qualify, such that for each 
subscription, at least two distribution actions are submitted to the Order 
Management Service, and such that for each bundling order, at least two 
bundles are completed and one more is started. 

  

4 Ensure that at least two of the subscriptions for some bundling order overlap, 
i.e., both subscriptions qualify for some of the triggered events. 

  

5 Define the bundling orders such that some bundles complete because of the 
imposed granule limit and others complete because of the size limit. 

  

6 Ensure that several of the triggered events correspond to the subscriptions 
that do not reference a bundling order. 

  

7 Verify the correct distribution actions are submitted to Order Management.   
8 Verify as they are processed by Order Management, the granules are added to 

a bundle for the associated bundling order. 
  

9 Verify even if multiple subscriptions for a single bundling order qualify for 
some granule, the granule is added to the bundle corresponding to that order 
only once. 

  

10 Verify the expected number of data distribution requests is generated as 
bundles complete. 

  

11 Verify actions triggered for subscriptions that are not bundled lead to   



 

2862 
 

# Action Expected Result Notes 
unbundled data distribution requests and are accompanied by the correct MSS 
order tracking information (including correct order source). 

 
 
TEST DATA: 
Any current data type 
 
EXPECTED RESULTS: 
 

995 SUBSCRIPTION EXPIRATION : NS_SY_01 CRITERION 210 (ECS-ECSTC-3405) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Subscription Expiration : NS_SY_01 criterion 210]</i>  #comment 
2 Use the NSBRV GUI to place an unqualified subscription with an expiration 

date of tomorrow and an email notification action. 
  

3 Insert a granule into ECS that qualifies for the subscription just placed.   
4 Verify the email notification is sent to the 'to' address.   
5 Verify all required information is included in the log files.   
6 Allow 1 day to elapse.   
7 Insert into ECS a granule that qualifies for the subscription placed the 

previous day (in step 1). 
  

8 Verify the email notification action is not executed.   

 
 
TEST DATA: 
Any current data type 
 
EXPECTED RESULTS: 
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996 XDAAC (ECS-ECSTC-3406) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[XDAAC] is a process of ingesting into one test mode and distributing to 

another mode.<br />An email is sent and parsed into a PDR.<br />The data is 
pushed via FTP to a directory on a particular host.</i> 

 #comment 

2 <i>Note: The host names below are examples.  Use appropriate names during 
the test.</i> 

 #comment 

3 <i>Note: Ensure directories are configured according to these examples:<br 
/><br />IngestPollingDirectory = 
/usr/ecs/Mode/CUSTOM/data/INS/local/IngestPollingDirectory/<br 
/>EmailDirectory = 
/usr/ecs/Mode/CUSTOM/data/INS/local/InEmailGWServerPollingDirectory/
<br />FailedDirectory 
=/usr/ecs/Mode/CUSTOM/data/INS/local/InEmailGWServerFailedDirectory/
<br /><br />EcInEmailGWServer.CFG.rgy</i> 

 #comment 

4 Use the SSS GUI to add a DAAC_2_DAAC subscription:<br /><br 
/>User=PVC_Mode?<br />Status=Inactive<br />Start Date=Apr 19 2004 
12:00PM (Example)<br />Expiration Date=Apr 19 2005 12:00PM 
(Example)<br />Short Name=GDAS0ZFH<br />Version=001<br />Event 
Type=INSERT<br />    -- Acquire Data associated with Subscription --<br 
/>User Profile=PVC_Mode?<br />User String=DAAC_To_DAAC Ingest 
Checkout for Mode?<br />Priority=NORMAL Notify<br />Type=MAIL<br 
/>Email Address=EcInEmailGWServer_Mode?@Host?.EDF.ecs.nasa.gov<br 
/>Media Format=FILEFORMAT<br />Media Type=FtpPush<br />FTP 
Information User=cmshared<br />Password=*******<br />Host= 
p0icg01.pvc.ecs.nasa.gov (example)<br 
/>Directory=/usr/ecs/TS2/CUSTOM/icl/p0icg01/data/ins_push 

  

5 Configure DDIST polling<br /><br />PollingDirectory = 
/usr/ecs/TS2/CUSTOM/data/INS/local/IngestPollingDirectory<br 
/>HostName = p2ins02 (example) 

  

6 Ingest GDAS data<br /><br />Copy<br />    
Host1:/usr/ecs/Mode/CUSTOM/icl/p0icg01/data/reg_data/edc/noaa/gdas.PD
R<br />to<br />    p0acg05:/usr/ecs/$md/CUSTOM/data/INS/pollGSFC-V0 
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# Action Expected Result Notes 
7 Check ftp push data<br 

/>p0icg01:/usr/ecs/TS2/CUSTOM/icl/p0icg01/data/ins_push 
  

8 Ensure a new PDR is created in<br 
/>p2ins02:/usr/ecs/Mode/CUSTOM/data/INS/local/IngestPollingDirectory 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

997 DP_81_01_TP055 DPL CLEANUP WITH INPUT FILE (ECS-ECSTC-3407) 

DESCRIPTION: 
DPL Cleanup with input file 
 
PRECONDITIONS: 
ingest granules 
 
STEPS:   
# Action Expected Result Notes 
1 [DPL Cleanup with input file ] <br />Create 2 input files for the Data Pool 

Cleanup utility containing granules that correspond to the following 
conditions:<br />a. At least 2 hidden ECS sciences granule in a directory 
which contains no other granules<br />b. At least 2 public ECS science 
granules that are the last remaining granules in their directories<br />c. At 
least 2 public ECS granules that are in directories containing other 
granules<br />d. At least 2 public ECS granules containing browse links in 
the Data Pool<br />And one file containing:<br />e. <br />f. At least 2 non-
ECS granules that are the last 2 granules within a directory<br />g. At least 2 
non-ECS granules that are not the last 2 granules within a directory.<br />h. 
At least 2 ECS granules that are part of a current order.<br />One file should 
contain the ECS granule cases and the other should contain the non-ECS 
granule cases.  Run a Data Pool cleanup utility to process each input file. 

a)  The science are stored its own 
directory     <br />     corresponding to 
the RangeBeginningDate <br />      
column in AmGranule table<br />      
use the Unpublish utility to unpublish   
<br />     granules a.<br />b)   The 
science files of step b and c should be 
<br />      stored in same directory 
corresponding to the   <br />       
RangeBeginningDate column in 
AmGranule <br />       table<br /><br 
/>c)    ingest granules.<br /><br />d)    
Ingest granules then use the sql <br />    
select g.ShortName, g.VersionId,   <br 
/>convert(varchar(10), g.GranuleId) 
granuleId, g.IsOrderOnly,<br />       
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# Action Expected Result Notes 
convert(varchar(10), b.BrowseId) 
BrowseId<br />       from AmGranule 
g, AmBrowseDataFile b,     <br />       
AmBrowseGranuleXref x<br />       
where g.GranuleId = x.GranuleId<br 
/>       and x.BrowseId = 
b.BrowseId<br />       and g.GranuleId 
in (granuleid in step d)<br /><br />e) 
Ingest granules and order those 
granules.<br /><br />Run a Data Pool 
cleanup utility to process each input 
file<br />Create an input file calls 
inputfile from GranuleId in table 
above.<br />EcDlCleanupGranules.pl 
&lt;MODE&gt; -file inputfile<br /> 

2 Verify that all granule files and browse links, except those that were on order 
(S1-e), were removed from the Data Pool disks. 

Go to the public directory to make 
sure the granule files and browse links 
were removed except those that were 
on order (S1-e).<br 
/>/datapool/&lt;MODE&gt;/user/FileS
ystemLabel/GroupId/SubTye/RangeB
eginingDate/<br 
/>/datapool/DEV02/user/FS2/MOLT/
MOD14.005/2011.01.01/ 

 

3 Verify that the directories related to the removed ECS granules were not 
removed from the Data Pool 

Make sure that directories related to 
the removed ECS granules were not 
removed from the Data Pool.   See V-
1 directory. 

 

4 Verify the AIM Inventory Catalog entries for all of the removed ECS 
granules now indicate the granules are in the “hidden” Data Pool and that the 
“Warehouse metadata” for the public granules was removed.  <br />(Note: 
these ECS granules now become “phantoms”) 

Select ShortName, VersionId, 
convert(varchar(10), GranuleId) 
granuleId, IsOrderOnly, PublishTime, 
IsOrderOnly<br />      from 
AmGranule <br />      where 
GranuleId in (GranuleIds in step b,c, 
<br />      d, e, g, and h)<br />      make 
sure IsOrderOnly is “H”<br />     go to 
the public  directory to make sure 
there   <br />     are no files, these files 
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# Action Expected Result Notes 
should be in hidden   <br />     
directories. 

5 Verify that the files that were removed were logged and that the granules that 
were skipped because they are on order (S-1e) was logged.  For granules that 
were skipped the total number of granules as well as their total size should be 
logged. 

Open the EcDlCleanupGranules.log to 
make sure that the files that were 
removed were logged and that the 
granules that were skipped because 
they are on order (S-1e) was logged. 

 

6 Verify that the total number of files that were cleaned up is logged and is 
correct. 

Verify the 2 non-ECS granules (S1-f) 
were removed along with the 
directory. 

 

7 Verify the 2 non-ECS granules (S1-g) were removed but the directory is still 
present and contains the non-ECS granule(s) that were present prior to 
running the cleanup utility and were not part of the cleanup request. 

Verify the 2 step on-ECS granules 
(S1-g) were removed but the directory 
is still present and contains the non-
ECS granule(s) that were present prior 
to running the cleanup utility and were 
not part of the clean up request. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

998 DP_81_01_TP056 DPL CLEANUP ON NON-ECS GRANULES (ECS-ECSTC-3408) 

DESCRIPTION: 
DPL Cleanup on non-ECS granules 
 
PRECONDITIONS: 
Ingest non-ecs granules. 
 
STEPS:   
# Action Expected Result Notes 
1 [DPL Cleanup on non-ECS granules]  Ensure that the Data Pool contains the 

following granule conditions:       <br />a. At least 2 non-ECS granules 
whose expiration time is  prior to 8 hours ago from the previous day<br />b.
 At least 2 non-ECS granules whose expiration dates are in the 

Ingest the pdrs in the test requirement 
above.<br 
/>EcDlBatchInsertPublishUtilityStart.
pl &lt;MODE&gt; -nonecs -file 
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# Action Expected Result Notes 
future.<br />c. At least 2 non-ECS granules whose expiration time is 
between midnight of the previous day minus 8 hours and midnight of the 
previous day.<br />Run a Data Pool cleanup utility with options to remove 
expired granules with an offset of 8 hours.<br /> 

filename<br />Note: expirationDate is 
Apr 6 2011   <br />      
1:15:44:683PM&quot;<br /><br />a)  
Select * from 
DlGranuleExpirationPriority<br />     
Where granuleId in(&lt;granuleId in 
a&gt;<br />     EcDlUpdateGranule.pl 
DEV02  &lt;MODE&gt;  -grnid 
3002000306 GranuleId -exp 
&quot;2011/05/16&quot; -ret 225<br 
/>Or use sql command to update<br />   
update 
DlGranuleExpirationPriority<br />      
set expirationDate = “Apr 5 2011   <br 
/>      3:00:44:683PM &quot;<br /><br 
/>b)  update 
DlGranuleExpirationPriority<br />      
set expirationDate = “Apr 6 2011   <br 
/>      20:00:44:683PM &quot;<br />      
Select * from 
DlGranuleExpirationPriority<br />         
Where granuleId in(&lt;granuleId in 
b&gt;)  <br /> <br />Make sure the 
expiration dates are in the future.<br 
/> c)   update 
DlGranuleExpirationPriority<br />      
set expirationDate = “Apr 5 2011   <br 
/>      20:00:44:683PM &quot;<br 
/><br />EcDlCleanupGranules.pl  
&lt;mode &gt;  -offset 8<br /> 

2 Verify that all expired non-ECS granules that qualify to be removed (S1-a) 
were deleted from the Data Pool disks and that the DataPool metadata 
(including the WebAccess Warehouse table entries) and AIM Inventory 
Catalog entries were removed. 

Select * from AmGranule<br />Where 
GranuleId = &lt;GranuleId in S1-
a&gt;<br />Make sure zero rows 
return.<br /><br />select 
g.ShortName, g.VersionId, 
g.granuleId<br />from 
DlGranulesAmGranule g, 
DlFactDayNight fn, 
DlFactGroupESDT fa<br />where 
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# Action Expected Result Notes 
g.granuleId = fn.granuleId<br />and 
g.granuleId = fa.granuleId<br />and 
g.granuleId = &lt; GranuleId in S1-a 
&gt;<br />group by g.ShortName, 
g.VersionId, g.granuleId<br />make 
sure zero rows return<br /> 

3 Verify that the non-ECS granules that did not qualify for deletion (S1-a, S1-c) 
where not removed from the Data Pool disks or AIM Inventory Catalog. 

Select * from AmGranule<br />Where 
GranuleId = &lt;GranuleId in S1-
a&gt;<br />Make sure zero rows 
return.<br /><br />select 
g.ShortName, g.VersionId, 
g.granuleId<br />from AmGranule g, 
DlFactDayNight fn, 
DlFactGroupESDT fa<br />where 
g.GranuleId = fn.granuleId<br />and 
g.GranuleId = fa.granuleId<br />and 
g.GranuleId = &lt; GranuleId in S1-a 
&gt;<br />group by g.ShortName, 
g.VersionId, g.granuleId<br />make 
there are rows return<br /> 

 

4 Verify that the non-ECS granules that did not qualify for deletion (S1-a, S1-c) 
where not removed from the Data Pool disks or AIM Inventory Catalog. 

Select * from AmGranule<br />Where 
GranuleId = &lt;GranuleId in S1-
a&gt;<br />Make sure zero rows 
return.<br /><br />select 
g.ShortName, g.VersionId, 
g.granuleId<br />from AmGranule g, 
DlFactDayNight fn, 
DlFactGroupESDT fa<br />where 
g.GranuleId = fn.granuleId<br />and 
g.GranuleId = fa.granuleId<br />and 
g.GranuleId = &lt; GranuleId in S1-a 
&gt;<br />group by g.ShortName, 
g.VersionId, g.granuleId<br />make 
there are rows return<br /> 

 

5 Verify that the files that were removed were logged. Open the EcDlCleanupGranule.log to 
verify that the files that were removed 
were logged. 

 

6 Verify that the total number of files that were cleaned up is logged and is Open the EcDlCleanupGranule.log to  
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# Action Expected Result Notes 
correct. verify that the total number of files 

that were cleaned up is logged and is 
correct in S1-a. 

7 Verify that the total amount of disk space that was cleaned up is logged and is 
correct. 

Open the EcDlCleanupGranule.log to 
verify that the total amount of disk 
space that was cleaned up is logged 
and is correct.  E.g <br />Deleted 6 
file occupying 12820346 bytes.<br /> 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

999 PUBLIC BROWSE AND ASTER INGEST (ECS-ECSTC-3409) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Configure AST_L1A to ingest into the hidden datapool.   
2 Configure AST_L1B to ingest into the public datapool.   
3 Ingest an AST_L1A granule with browse.   
4 Verify the AST_LIA is hidden and the browse is published.   
5 Ingest an AST_L1B granule without browse that has the same the acquistion 

time of the AST_L1A granule. 
  

6 Verify the AST_L1B granule is published and that it is linked to the browse 
of the AST_L1A granule ingested in step 3. 

  

7 Verify the datapool directory containing the AST_L1B granule also contains 
a link to the browse. 

  

8 Unpublish the AST_L1B granule.   
9 Verify the AST_L1B granule is moved to the hidden data pool and the 

browse link is removed. 
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# Action Expected Result Notes 
10 Also verify the browse remains public.   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1000 PUBLIC BROWSE AND MISRBR INGEST (ECS-ECSTC-3410) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Configure MISBR to be published by Ingest.   
2 Configure a MISR Level 1 science collection (from 

DsMdMisrProcessingCriteria) to not be published by Ingest). 
  

3 Configure a MISR Level 2 science collection (from 
DsMdMisrProcessingCriteria) to be published by Ingest). 

  

4 Ingest a granule from the MISR Level 1 collection.   
5 Ingest a MISBR granule that will match the processing criteria of the MISR 

Level 1 granule. 
  

6 Verify the MISBR is published and a Browse granule is not produced from it.   
7 Verify the MISR science granule is associated with the MISR L1 granule 

ingested in step 3 (dsmdmisrbrowsegranulexref). 
  

8 Insert a MISR L2 science granule from the collection configured in step 3 
that will also match the processing criteria of the MISBR granule. 

  

9 Verify the MISR Level 2 granule is published, and a browse 
&quot;jpeg&quot; is produced from the MISBR published in step 5. 

  

10 Verify the directory containing the MISR L2 granule also contains a link to 
the Browse JPEG file created. 

  

11 Verify the MISR L1 granule ingested in step 4 is not linked to the new 
Browse granule. 

  

12 Unpublish the MISBR granule ingested in step 5.   
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# Action Expected Result Notes 
13 Verify the browse image created from the MISBR granule remains public in 

the data pool and that the link to it remains in the L2 science granule 
directory. 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1001 PUBLIC BROWSE AND MODIS INGEST (ECS-ECSTC-3411) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Configure a MODIS ESDT to not be published by Ingest.   
2 Ingest a granule for the MODIS collection configured in step 1 along with an 

associated browse (in the PDR).<br />The browse granule should not be 
associated with any other Science granules. 

  

3 Verify the MODIS science granule is in the hidden data pool and the 
associated browse granule is in the public data pool. 

  

4 Verify there are no links to the public browse in the MODIS hidden or public 
directories. 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1002 INGEST A LARGE GRANULE (ECS-ECSTC-3412) 

DESCRIPTION: 
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PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Ingest a granule whose science file is larger than 2 GB.<br /> 

/sotestdata/DROP_802/NCR8050675/MOD09CMG.005 contains a big 
granule PDR.<br /> copy it to a pulling directory, make sure ingest 
processing and pulling are running. 

The big granule should be ingested 
successfully on Ingest GUI. 

 

2 Verify the granule is stored correctly in the AIM database. select registrationtime, archivetime 
from AmGranule where granuleId = 
&lt; granuleId&gt;;<br />Both 
columns should contain non null 
values. 

 

3 Verify the granule files are stored in the Archive. The granule should be stored under 
/stornext/snfs1/&lt;mode&gt;/*/, with 
a file name like 
:SC:MOD09CMG.005:62863:1.HDF 

 

4 Verify the granule files are stored int the Data Pool. select ProcGetGrFiles to find the 
datapool location of the granule. cd to 
the directory and the big file should be 
there. 

 

 
 
TEST DATA: 
1 granule with a file size greater than 2 GB. 
 
EXPECTED RESULTS: 
 

1003 DATAPOOL URLS[S-6] ECDLCLEANUPGRANULES (ECS-ECSTC-3413) 

DESCRIPTION: 
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   S  60  1  [Datapool URLs] Find a collection which is enabled for collection and granule export.        

   S  60  2  Stop the BMGT servers.        

   S  60  3  For the collection identified in S-1:  
 

a. Publish a granule, and then delete it.  
 

b. Publish another granule, and then unpublish it.  
 

      

   S  60  4  Bring up BMGT.        

   S  60  5  For the collection identified in S-1:  
 

123. Publish a granule.  
 

124. Unpublish another granule.  
 

      

   S  60  6  Perform the following Online Archive repair functions:  
 

9. Execute EcDlCleanupGranules on a public granule.  
 

10. Execute EcDlCleanupGranules on a browse granule linked to a public granule.  
 

11. Execute EcDlCleanupGranules on a QA granule linked to a public granule.  
 

12. Execute EcDlCleanupGranules on a PH granule linked to a public granule.  
 

13. Execute EcDlCleanupGranules on a HDF MAP granule linked to a public granule.  
 

      

 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 <i>Pre-conditions</i>  #comment 
2 <i>Use /tools/common/test/BE_82_01/bin/xpath to search for XML 

elements.</i> 
 #comment 

3 Ensure BMGT configuration is complete and correct (config files, properties 
files, database settings, etc.). 

  

4 Ensure a PostgreSQL prompt is available and connected to the ecs 
database:<br /><br />/tools/postgres/current32/bin/psql -U ${USERNAME} -
h f4dbl03 -d ecs<br />select public.set_search_path('AIM', '${MODE}');<br 
/>show search_path; 

Should list the schemas installed in the 
mode.<br />Should include 
'aim_${MODE}'. 

 

5 Ensure the test collection is installed. E.g., the DPL Ingest GUI shows it as 
configured datatypes. 

  

6 Ensure the test collection is enabled for collection and granule export:<br 
/><br />select collectionexportflag, granuleexportflag<br />from 
bg_collection_configuration<br />where shortname = ${SHORTNAME}<br 
/>and versionid = ${VERSIONID}<br /><br />If both flags are not 'Y', set 
them:<br /><br />update bg_collection_configuration<br />set 
collectionexportflag = 'Y',<br />granuleexportflag = 'Y'<br />where 
shortname = ${SHORTNAME}<br />and versionid = ${VERSIONID}<br 
/><br />If the collection was enabled for export in this step, wait for it and its 
granules to be exported. 

  

7 Ensure ECHO has the test collection's metadata:<br /><br />curl -k -H Echo-
Token:${TOKEN} https://testbed.echo.nasa.gov/catalog-
rest/providers/${PROVIDERID}/${URL_ENCODED_DATASETID}<br 
/><br />If ECHO is missing the collection, export it:<br /><br 
/>EcBmBMGTManualStart ${MODE} --metc --collections 
${SHORTNAME}.${VERSIONID} 

  

8 Ensure granules gA, gC, gD, and gE are in the public data pool (publishtime 
is non-null):<br /><br />select shortname, versionid, granuleid, 
publishtime<br />from amgranule<br />where granuleid in 
(${gA_GRANULEID}, ${gC_GRANULEID}, ${gD_GRANULEID}, 
${gE_GRANULEID})<br /><br />If needed, publish the granules:<br 
/>EcDlPublishStart $MODE -ecs -g 
${gA_GRANULEID},${gC_GRANULEID},${gE_GRANULEID},${gE_G
RANULEID} 

  

9 Ensure granule gC is linked to an associated QA granule:<br /><br />select 
qaid<br />from amqagranulexref<br />where scienceid = 
${gC_GRANULEID}<br /><br />Note the qaid as gC_QAID. 
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# Action Expected Result Notes 
10 Ensure granule gD is linked to an associated PH granule:<br /><br />select 

phid<br />from amphgranulexref<br />where scienceid = 
${gD_GRANULEID}<br /><br />Note the phid as gD_PHID. 

  

11 Ensure granule gE is linked to an associated HDF_MAP granule:<br /><br 
/>select hdfmapid<br />from amhdfmapgranulexref<br />where scienceid = 
${gE_GRANULEID}<br /><br />Note the hdfmapid as gE_HDFMAPID. 

  

12 Ensure ECHO has the test granules' metadata. For each of gA, gC, gD, 
gE,<br /><br />curl -k -H Echo-Token:${TOKEN} 
https://testbed.echo.nasa.gov/catalog-
rest/providers/${PROVIDERID}/granules/${URL_ENCODED_GEOID}<br 
/><br />If ECHO is missing the granules, export them:<br /><br 
/>EcBmBMGTManualStart ${MODE} --metg --granules 
${gA_GRANULEID},${gC_GRANULEID},${gD_GRANULEID},${gE_G
RANULEID} 

  

13 Ensure a mock ECHO or TCP proxy is capturing BMGT traffic.   
14 <i>Setup</i>  #comment 
15 <i>S-1 Find a collection which is enabled for collection and granule 

export.</i> 
 #comment 

16 <i>Done in preconditions.</i>  #comment 
17 <i>S-4 Bring up BMGT.</i>  #comment 
18 Start BMGT:<br /><br />EcBmBMGTAppStart $MODE   
19 <i>S-6 Perform the following Online Archive repair functions:<br />    a. 

Execute EcDlCleanupGranules on a public granule.<br />    b. DELETED<br 
/>    c. Execute EcDlCleanupGranules on a QA granule linked to a public 
granule.<br />    d. Execute EcDlCleanupGranules on a PH granule linked to 
a public granule.<br />    e. Execute EcDlCleanupGranules on a HDF MAP 
granule linked to a public granule.</i> 

 #comment 

20 Create text file with IDs of the granules to clean up:<br /><br 
/>gA_GRANULEID<br />gC_QAID<br />gD_PHID<br />gE_HDFMAPID 

  

21 Note the current time as t0.   
22 Execute the Data Pool Cleanup Granules utility on the granule IDs file:<br 

/><br />EcDlCleanupGranules.pl $MODE -cleanuptype ecs -file 
/path/to/granuleids 

  

23 Run EcDlRestoreOlaFromTapeStart to trigger granule exports:<br /><br 
/>EcDlRestoreOlaFromTapeStart $MODE -contents granuleids -file 
/path/to/granuleids 

  

24 Publish the granules to create events:<br /><br />EcDlPublishUtilityStart   
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# Action Expected Result Notes 
${MODE} -ecs -file /path/to/granuleids 

25 <i>Verification</i>  #comment 
26 <i>V-5 Verify that each of the operations in S-6 results in the export of 

granule metadata for the associated science granule containing updated URLs 
reflecting the modifications made by EcDlCleanupGranules.</i> 

 #comment 

27 Verify the TCP proxy log indicates a PUT was sent for granules gA, gC, gD, 
gE after time t0. 

  

28 Verify each S-6 granule's PUT has an XML body.   
29 Save each of the S-6 granules' exported metadata to a separate XML file.   
30 Verify each granule's exported metadata contains data pool URLs to the 

science granules:<br /><br />xpath '//OnlineAccessURL/URL' granule.xml 
  

31 Verify the exported metadata for each of gC, gD, and gE contains data pool 
URLs to the associated granules (gC_QA, gD_PH, gE_HDFMAP):<br /><br 
/>xpath '//OnlineResource' granule.xml 

  

32 Verify each data pool URL refers to the current granule location by either 
using ftp or the data pool filesystem. 

  

 
 
TEST DATA: 
 
 
 
 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

60 
 
S-
3a,b 
 
S-
5a,b 

    MOP03N.005 

4 granules belonging 
to a collection not 
configured to be 
public on ingest 
(g1,g2,g3,g4). 

    /sotestdata/DROP_802/BE_82_01/Criteria/060   
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Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

60 
S-6a 

    AE_DySno.002 

1 granule belonging 
to a collection 
configured to be 
public on ingest 
(gA). 

    /sotestdata/DROP_802/BE_82_01/Criteria/060   

60 
S-6c 

    AE_DySno.002 
1 public granule with 
an associated QA 
granule (gC, qC) 

    /sotestdata/DROP_802/BE_82_01/Criteria/060   

60 
S-
6d 

    AE_DySno.002 
1 public granule with 
an associated PH 
granule (gD, pD) 

    /sotestdata/DROP_802/BE_82_01/Criteria/060   

60 
S-6e 

    AE_DySno.002 

1 public granule with 
an associated HDF 
MAP granule (gE, 
mE) 

    /sotestdata/DROP_802/BE_82_01/Criteria/060   

 
EXPECTED RESULTS: 
 
 
 
 
 
 

   V  60  1  Verify that for S-3, subclause a, an HTTP DELETE is exported.        

   V  60  2  Verify that for S-3, subclause b, granule metadata is exported, but contains no online access or online resource URLs.        

   V  60  3  Verify that for S-5, subclause a, full granule metadata is exported, including online access and online resource URLs.        

   V  60  4  Verify that for S-5, subclause b, granule metadata is exported, but contains no online access or online resource URLs.        

   V  60  5  Verify that each of the operations in S-6 results in the export of granule metadata for the associated science granule       
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containing updated URLs reflecting the modifications made by EcDlCleanupGranules.  

 

1004 ORDER A LARGE GRANULE (ECS-ECSTC-3414) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>2) Order the granule using Pull, Push, and SCP<br /> Verify the 

distributed granule has the same checksum as the ingested granule.</i> 
 #comment 

2 Find or ingest a big granule with a file size &gt; 2GB, in a mode that's 
configured in the config above. Or simply copy a big file to one of the 
subdirectories. 

A file with size &gt; 2GB can be 
found in a subdirectory under 
/datapool/&lt;mode&gt;/user. <br /> 

 

3 Locate the string 5 box where EWOC is running.<br />Order the big granule 
ingested through submitting the following EWOC client requests:<br /><br 
/>1. ftp push<br />Example: <br />cd 
/home/sxu/TESTINGS/HowTo/EWOC<br />Client_dev09 
PlainPushRequest_dev09<br /><br />2. ftp pull<br />Example: <br />cd 
/home/sxu/TESTINGS/HowTo/EWOC<br />Client_dev09 
PlainPullRequest_dev09<br /><br />3. scp <br />Example:<br />cd 
/home/sxu/TESTINGS/HowTo/EWOC<br />Client_dev09 
PlainScpRequest_dev09<br /><br />Note: for scp, we have to configure the 
scp destination on OMS GUI<br />and use the directory configured in the 
request.<br /><br /><br /> 

All the 3 orders are submitted 
successfully on the commandline. 

 

4 Verify ftp push is successful and the distributed granule has the same 
checksum as the ingested granule. 

Login to OMS GUI, verify the ftp 
push request is &quot;shipped&quot;. 
cd to the ftp push directory, verify the 
big granule file(s) are there. run 
md5sum on the big file and verify the 
result is the same as the one on the 
ingested file in datapool. 

 

5 Verify ftp pull is successful and the distributed granule has the same 
checksum as the ingested granule. 

Login to OMS GUI, verify the ftp pull 
request is &quot;shipped&quot;.  
Verify DN, distribution notification is 
sent to the email configured in the 
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# Action Expected Result Notes 
request. Follow the instruction in the 
DN and get the big file. run md5sum 
on the big file and verify the result is 
the same as the one on the ingested 
file in datapool. 

6 Verify Scp is successful and the distributed granule has the same checksum 
as the ingested granule. 

Login to OMS GUI, verify the Scp 
request is &quot;shipped&quot;. cd to 
the Scp directory, verify the big 
granule file(s) are there. run md5sum 
on the big file and verify the result is 
the same as the one on the ingested 
file in datapool. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1005 RESTOREOLAFROMTAPE (ECS-ECSTC-3415) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>3) RestoreOLAFromTape<br /> Verify granule in the DataPool is the 

same as what was ingested</i> 
 #comment 

2 Find or ingest a big granule with file size &gt; 2GB. A file with size &gt; 2GB can be 
found in a subdirectory under 
/datapool/&lt;mode&gt;/user. 

 

3 Modify the big file in the datapool, run EcDlRestoreOlaFromTapeStart to 
restore it from archive<br />EcDlRestoreOlaFromTapeStart DEV09 -file 
./sxuidfile -contents granuleids -norecovery 

No error in the log  

4 Verify the files in datapool are successfully restored. They are the same as the ones in 
archive, under /stornext. 
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TEST DATA: 
 
EXPECTED RESULTS: 
 

1006 RESTORETAPEFROMOLA (ECS-ECSTC-3416) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>4) RestoreTapeFromOLA<br /> Verify granule in the Archive is the same 

as what was ingested</i> 
 #comment 

2 Find or ingest a big granule with file size &gt; 2GB. A file with size &gt; 2GB can be 
found in a subdirectory under 
/datapool/&lt;mode&gt;/user. 

 

3 Modify the big file in the archive, run EcDlRestoreTapeFromOlaStart to 
restore it from archive<br />EcDlRestoreTapeFromOlaStart DEV09 -file 
./sxuidfile -contents granuleids -norecovery 

No error in the log  

4 Verify the files in archive are successfully restored. They are the same as the ones in 
datapool. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1007 UNPUBLISH A LARGE GRANULE (ECS-ECSTC-3417) 

DESCRIPTION: 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 <i>5) Unpublish<br /> Verify the granule file is moved to the hidden 

DataPool and has not changed</i> 
 #comment 

2 Find or ingest a big granule with file size &gt; 2GB. A file with size &gt; 2GB can be 
found in a subdirectory under 
/datapool/&lt;mode&gt;/user. 

 

3 Make sure the granule is in public datapool (publish it first if it's in hidden 
datapool already)<br />Record the file size in public datapool.<br 
/>Unpublish the granule by running, for example, EcDlUnpublishUtilityStart 
DEV09 -ecs -g 62863 

There is no error in the Unpublishing 
utility log; <br />IsOrderOnly is 'H' 
for the granule. 

 

4 Verify the granule has not changed. select 
ProcGetGrFiles('&lt;shortname&gt;', 
&lt;granuleid&gt;);<br />cd to the 
hidden directory, verify the granule 
file is there and it's the same size as 
the one in the public and the one in the 
archive (under /stornext) 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1008 PUBLISH A LARGE GRANULE (ECS-ECSTC-3418) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>6) Publish<br /> Verify the granule is in the public data pool and 

has not changed</i> 
 #comment 

2 Find or ingest a big granule with file size &gt; 2GB. A file with size &gt; 2GB can be 
found in a subdirectory under 
/datapool/&lt;mode&gt;/user. 
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# Action Expected Result Notes 
3 Make sure the granule is in hidden datapool (unpublish it first if it's in public 

datapool already)<br />Record the file size in hidden datapool.<br />Publish 
the granule by running, for example, EcDlPublishUtilityStart DEV09 -ecs -g 
62863 

There is no error in the publishing 
utility log; <br />The status in 
DlInsertActionQueue is COMPLETE 
for the granule;<br />IsOrderOnly is 
null for the granule. 

 

4 Verify the granule has not changed. select 
ProcGetGrFiles('&lt;shortname&gt;', 
&lt;granuleid&gt;);<br />cd to the 
public directory, verify the granule file 
is there and it's the same size as the 
one in the hidden and the one in the 
archive (under /stornext) 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1009 USE DPCV TO CHECKSUM A LARGE GRANULE (ECS-ECSTC-3419) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>7) use DPCV to checksum the granule<br /> verify there were no 

errors in the DPCV log</i> 
 #comment 

2 Find or ingest a big granule with a file size &gt; 2GB, in a mode that's 
configured in the config above. Or simply copy a big file to one of the 
subdirectories. 

A file with size &gt; 2GB can be 
found in a subdirectory under 
/datapool/&lt;mode&gt;/user. 

 

3 Use DPCV to checksum the granule:<br />EcDlDpcvStart DEV09 -file 
sxuidfile 

The is no error on the command line.  

4 Verify there's no error in the DPCV log. There is no error in the log. For 
example, 
/usr/ecs/DEV09/CUSTOM/logs/EcDl
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# Action Expected Result Notes 
Dpcv.log.8490 contains no error. 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1010 USE CVS TO CHECKSUM A LARGE GRANULE (ECS-ECSTC-3420) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>8) use CVS to checksum the granule<br /> verify there were no 

errors in the CVS log</i> 
 #comment 

2 Find or ingest a big granule with a file size &gt; 2GB, in a mode that's 
configured in the config above. Or simply copy a big file to one of the 
subdirectories. 

A file with size &gt; 2GB can be 
found in a subdirectory under 
/datapool/&lt;mode&gt;/user. 

 

3 Use CVS to checksum the granule:<br />EcDlCVSStart DEV09  -- starts the 
server<br />EcDlInsertChecksumRequest.pl -mode DEV09 -g 62863  --insert 
the request.<br />The server will pick up the request. 

The is no error on the command line.  

4 Verify there's no error in the CVS log. There is no error in the log. For 
example, 
/usr/ecs/DEV09/CUSTOM/logs/EcDl
ChecksumServer.ALOG contains no 
error. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 



 

2884 
 

1011 USE ACVU TO CHECKSUM A LARGE GRANULE ON TAPE (ECS-ECSTC-3421) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>9) use ACVU to checksum the granule on tape<br /> verify there 

were no errors in the ACVU log</i> 
 #comment 

2 Find or ingest a big granule with a file size &gt; 2GB, in a mode that's 
configured in the config above. Or simply copy a big file to one of the 
subdirectories. 

A file with size &gt; 2GB can be 
found in a subdirectory under 
/datapool/&lt;mode&gt;/user. 

 

3 Use ACVU to checksum the granule:<br />EcDsAmAcvu.pl DEV09 -
granuleid 62863 

The is no error on the command line.  

4 Verify there's no error in the ACVU log. There is no error in the log. For 
example, 
/usr/ecs/DEV09/CUSTOM/logs/EcDs
AmAcvu.log contains no error. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1012 DOWNLOAD A LARGE GRANULE USING WU-FTP (WITH ALTERNATIVE COMPRESSION 
METHODS) (ECS-ECSTC-3422) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>10) download granule using wu-ftp (with alternative compression 

methods)<br /> verify that the decompressed file checksum matches what 
 #comment 
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# Action Expected Result Notes 
was ingested</i> 

2 Locate string 5 box where wu-ftp config resides: /etc/ftpd/ftpaccess<br 
/>Check the config file to find out which mode is configured.<br /> 

For example, you'll see sth similar to 
this:<br />class   all   
real,guest,anonymous  
!i4apl02.hitc.com<br />anonymous-
root /datapool/DEV02/user    all<br /> 

 

3 Find or ingest a big granule with a file size &gt; 2GB, in a mode that's 
configured in the config above. Or simply copy a big file to one of the 
subdirectories. 

A file with size &gt; 2GB can be 
found in a subdirectory under 
/datapool/&lt;mode&gt;/user. 

 

4 On the command line, use wget to download the big file using the following 
compression formats: .tar, .gz, .tgz, .zip and .z<br /><br />For example: <br 
/>wget ftp://f5eil01v/FS2/MOLT/MOD29.004/2006.07.03.tar<br />wget 
ftp://f5eil01v/FS2/MOLT/MOD29.004/2006.07.03/MOD09CMG.A2011001.
255.2011003094303.hdf.gz(.tgz, .zip and .z)<br />.<br /> 

All the wget commands should run 
successfully. the .tar, .gz, .tgz, .zip or 
.z file should appear in the directory. 

 

5 Verify all the decompressed file checksum matches what was ingested. Decompress the compressed file using 
tar -xvf *.tar; gunzip *.gz; gunzip 
*.tgz, tar -xvf *.tar; unzip *.zip and 
gzip -d *.z<br />Run md5sum to get 
the checksum of the decompressed big 
file and verify it's the same as the one 
on the ingested file in datapool. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1013 DOWNLOAD A LARGE GRANULE USING APACHE (WITH ALTERNATIVE COMPRESSION 
METHODS) (ECS-ECSTC-3423) 

DESCRIPTION: 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 <i>11) download granule using apache (with alternative compression 

methods)<br /> verify that the decompressed file checksum matches what 
was ingested</i> 

 #comment 

2 Locate string 5 box where apache config resides: 
/usr/ecs/OPS/COTS/apache/conf/httpd.conf<br />Check the config file to 
find out the port number and mode associations.<br /> 

For example, you'll see sth similar to 
this:<br />&lt;VirtualHost 
p5eil01.pvc.ecs.nasa.gov:8081 
[FD00:0:0:111::123]:8081&gt;<br />    
DocumentRoot /datapool/OPS/user<br 
/> 

 

3 Find or ingest a big granule with a file size &gt; 2GB, in a mode that's 
configured in the config above. Or simply copy a big file to one of the 
subdirectories. 

A file with size &gt; 2GB can be 
found in a subdirectory under 
/datapool/&lt;mode&gt;/user. 

 

4 On the command line, use wget to download the big file using the following 
compression formats: .tar, .gz, .tgz, .zip and .z<br /><br />For example: <br 
/>wget 
http://p5eil01.pvc.ecs.nasa.gov:8081/FS2/MOLT/MODMGGAN.001/2000.0
9.03.tar <br />wget 
http://p5eil01.pvc.ecs.nasa.gov:8081/FS2/MOLT/MODMGGAN.001/2000.0
9.03/MOD09CMG.A2011001.255.2011003094303.hdf.gz(.tgz, .zip and 
.z)<br />.<br /> 

All the wget commands should run 
successfully. the .tar, .gz, .tgz, .zip or 
.z file should appear in the directory. 

 

5 Verify all the decompressed file checksum matches what was ingested. Decompress the compressed file using 
tar -xvf *.tar; gunzip *.gz; gunzip 
*.tgz, tar -xvf *.tar; unzip *.zip and 
gzip -d *.z<br />Run md5sum to get 
the checksum of the decompressed big 
file and verify it's the same as the one 
on the ingested file in datapool. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 



 

2887 
 

1014 SUBSET A LARGE GRANULE USING ESI (ECS-ECSTC-3424) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>12) subset granule using ESI<br /> verify subsetting tool<br /><br 

/>Not subsetting tool available yet for this test.</i> 
 #comment 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1015 PUBLIC BROWSE AND AMSR INGEST (ECS-ECSTC-3425) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Ensure none of the test granules are in AIM.   
2 Configure the AMSR Level 2 collection to have ingest publish the granules.   
3 Ingest a day's worth of AMSR Level 2 granules that have daily browse (one 

browse for the ascending part of the orbit and one browse for the decending 
part of the orbit).<br /><br />Ingest only the AMSR Level 2 granules.<br 
/>Do not ingest the browse. 

The granules should ingest without 
errors 

 

4 Wait for all 29 granules to successfully complete processing.   
5 Ingest the 2 daily browse for the AMSR Level 2 granules using 

&quot;linkage&quot; files containing a lists of the associated Level 2 
granules. 

  

6 Wait for the browse granules to successfully complete processing.   
7 Verify the associated browse are published and that the AMSR Level 2   



 

2888 
 

# Action Expected Result Notes 
granule directories in the Data Pool contain links to the associated public 
browse. 

8 Verify the HDF copy of the 2 browse granules is removed from the hidden 
Data Pool when the publication is completed. 

  

9 Verify the inventory database correctly records the location of the public 
browse files. 

  

10 Unpublish all the AMSR Level 2 listed in one of the browse linkage files.   
11 Verify the AMSR Level 2 granules that were unpublished are moved from 

the public Data Pool to the Hidden Data Pool. 
  

12 Verify the associated symbolic link to the Browse that is associated with 
these granules is removed from the public Science granule directory in the 
Data Pool 

  

13 Verify the associated browse is still cataloged as public in the Inventory 
database 

  

14 Verify the browse files are still present in the public Data Pool.   

 
 
TEST DATA: 
A day's worth of AMSR Level 2 granules that have daily browse: 
 
  
 
/sotestdata/DROP_801/DP_81_01/Criteria/327/2/G5 - Contains 15 AMSR science granule PDRs and 1 AMSR browse plus linkage file PDR 
 
  
 
/sotestdata/DROP_801/DP_81_01/Criteria/327/2/G6 - Contains 14 AMSR science granule PDRs and 1 AMSR browse plus linkage file PDR 
 
  
 
The mode in which you want to ingest these PDRs needs to have the AE_Land.002, Browse.001, PH.001, and QA.001 ESDTs installed and configured.  Also, 
these granules should not already be in the mode otherwise the linkages won't work.  So, delete them if they exist. 
 
  
 
To ingest these granules, the science PDRs need to be copied into the mode's AMSR_E_SIPS polling directory.  The browse PDRs should not be copied into the 
mode's AMSR_E_SIPS polling directory until every science granule has been successfully ingested. 
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EXPECTED RESULTS: 
 

1016 PUBLIC BROWSE AND AMSR BROWSE REPLACEMENT (ECS-ECSTC-3426) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Follow the steps in the test case &quot;Public Browse and AMSR 

ingest&quot; to ingest a set of AMSR granules and 2 daily browse. 
  

2 Verify all granules are ingested correctly and are published.   
3 Ingest one of the 2 daily browse granules again using the same 

&quot;linkage&quot; file. 
  

4 Verify the original browse granule associated with the AMSR Level 2 
granules is unpublished and marked as deleted. 

  

5 Verify the new &quot;replacement&quot; browse granule is in the public 
data pool. 

  

6 Verify the symbolic link in the AMSR Level 2 directory for the original 
browse granule was removed and a new symbolic link was created for the 
new browse granule. 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1017 PUBLIC BROWSE AND MODIS BROWSE REPLACEMENT (ECS-ECSTC-3427) 

DESCRIPTION: 
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PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Follow the steps in the test case &quot;Public Browse and MODIS 

ingest&quot; to ingest a hidden MODIS granule with a public browse. 
  

2 Verify the MODIS science granule is hidden and the Browse granule is 
public. 

  

3 Publish the MODIS granule ingested in step 1.   
4 Verify the MODIS science granule is public.   
5 Verify there is a link to the public browse in the MODIS science granule 

directory. 
  

6 Configure the MODIS collection to automatically publish granules during 
Ingest. 

  

7 Ensure the AmCollection column named PublishByDefaultFlag is set to 'Y'.   
8 Ingest the same MODIS science granule and browse ingested in step 1.   
9 Verify the &quot;original&quot; MODIS granule ingested in step 1 is 

unpublished. 
  

10 Verify the link to the &quot;original&quot; browse file in the MODIS 
science granule directory is removed. 

  

11 Verify the &quot;original&quot; browse granule is still public.   
12 Verify the &quot;replacement&quot; MODIS science granule is now public.   
13 Verify the new browse granule is public.   
14 Verify the MODIS science granule directory contains a link the the new 

public browse granule. 
  

15 Restore the PublishByDefaultFlag to its original value.   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
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1018 INSTALL ISO ESDT (ECS-ECSTC-3428) 

DESCRIPTION: 
 
 
 
 
 

Setup Flag Criteria ID Clause ID Criteria Text Type L4 ID 

S 10 1 Install  ISO ESDT 
 
Prepare  an ESDT descriptor for a new collection with the data 
model type attribute set to a SMAP ISO-19115 Metadata 
Model setting.  Prepare a collection level XPATH file,  
granule level XPATH file, and an ISO-compliant series 
(collection) level metadata file. 

FC S-AIM-
00100, S-
AIM-00160, 
S-AIM-
00170, S-
AIM-00180  

S 10 2 Copy the prepared files into the source directory configured in 
the ESDT maintenance GUI for ESDT descriptor files. 

FC S-AIM-
00100, S-
AIM-00160, 
S-AIM-
00170, S-
AIM-00180  

S 10 3 Using the ESDT Maintenance GUI,  install the ESDT. FC S-AIM-
00100, S-
AIM-00160, 
S-AIM-
00170, S-
AIM-00180 

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
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# Action Expected Result Notes 
2 Ensure collection C1 is not installed. If it is, use the ESDT maintenance GUI 

to remove it as follows:<br /><br />On the ESDT Maintenance GUI main 
page, select collection C1.<br /><br />Select the 'Delete selected ESDTs' 
button.<br /><br />After a few seconds, the GUI should display a message 
indicating the ESDT was successfully 'processed'. 

  

3 Ensure a PostgreSQL prompt is available, with the search path set correctly 
for the mode. E.g.,<br /><br />From a command prompt, connect to the 
database:<br />/tools/postgres/current32/bin/psql -U &lt;USER&gt; -d ecs -h 
f4dbl03<br /><br />At the psql prompt, set the search path:<br />select 
public.set_search_path('aim', '&lt;MODE&gt;'); 

  

4 <i>Setup</i>  #comment 
5 <i>S-1 Prepare  an ESDT descriptor for a new collection with the data model 

type attribute set to a SMAP ISO-19115 Metadata Model setting.<br 
/>Prepare a collection level XPATH file, granule level XPATH file, and an 
ISO-compliant series (collection) level metadata file.</i> 

 #comment 

6 Use the prepared test data in /sotestdata/DROP_802/SD_82_01/Criteria/010.   
7 Ensure collection C1's descriptor file has a DataModelType element with 

Value = &quot;ISO-SMAP&quot;. 
  

8 <i>S-2 Copy the prepared files into the source directory configured in the 
ESDT maintenance GUI for ESDT descriptor files.</i> 

 #comment 

9 ssh to the ESDT Maintenance GUI host (e.g., f4dpl01 or f4hel01).   
10 As cmshared, copy collection C1's files from the test data directory to the 

ESDT GUI directory:<br /><br />cp 
/sotestdata/DROP_802/SD_82_01/Criteria/010/* 
/usr/ecs/&lt;MODE&gt;/CUSTOM/data/ESS 

  

11 <i>S-3 Using the ESDT Maintenance GUI, install the ESDT.</i>  #comment 
12 Note the current time as t0.   
13 On the ESDT Maintenance GUI main screen, select the 'Install new 

ESDTs/Update existing ESDTs' button. 
The GUI should display a list of 
collections available for installation 

 

14 Find collection C1 in the list of collections, and enable its check box.   
15 Click on the 'Proceed with installation/update' button. A dialog box should pop up.  
16 Click on the 'Ok' button. After a second or two, the GUI should 

display a page indicating that the 
ESDT has been installed successfully. 

 

17 <i>Verification</i>  #comment 
18 <i>V-1 Verify by inspecting the AIM database that the collection was 

correctly installed and that the database attribute is set to a SMAP ISO-19115 
 #comment 
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# Action Expected Result Notes 
Metadata Model setting.</i> 

19 Query the AIM database for collection C1:<br /><br />select *<br />from 
amcollection<br />where shortname = &lt;C1_SHORTNAME&gt;<br />and 
versionid = &lt;C1_VERSIONID&gt; 

  

20 Verify the datamodeltype is 'ISO-SMAP'.   
21 Verify the other values are correct, using the descriptor file and series XPath 

file as guides. 
  

22 <i>V-2 Verify that the ESDT descriptor file, the two xpath files, and the ISO 
series XML file have been copied to the target directory configured in the 
ESDT maintenance GUI for ESDT descriptor files.</i> 

 #comment 

23 Change to the small file archive collection directory:<br /><br />cd 
/stornext/smallfiles/&lt;MODE&gt;/descriptor 

  

24 Verify collection C1's descriptor file, 2 XPath files, and ISO series XML file 
are in the collection directory:<br /><br />ls -l *&lt;C1_ESDT&gt;* 

  

25 Verify each file from previous step has the same contents as the file in the test 
data directory, using diff:<br /><br />diff *&lt;C1_ESDT&gt;*.desc 
/sotestdata/DROP_802/SD_82_01/Criteria/010/*&lt;C1_ESDT&gt;*.desc<br 
/>diff *&lt;C1_ESDT&gt;*.dataset.xpath 
/sotestdata/DROP_802/SD_82_01/Criteria/010/*&lt;C1_ESDT&gt;*.dataset.
xpath<br />diff *&lt;C1_ESDT&gt;*.series.xpath 
/sotestdata/DROP_802/SD_82_01/Criteria/010/*&lt;C1_ESDT&gt;*.series.x
path<br />diff *&lt;C1_ESDT&gt;*.series.xml 
/sotestdata/DROP_802/SD_82_01/Criteria/010/*&lt;C1_ESDT&gt;*.series.x
ml 

  

26 <i>V-3 Verify by inspection that the XPATH files and the series level 
metadata file were correctly associated with the collection.</i> 

 #comment 

27 Verify (from step 16) that all of collection C1's files have timestamps within 
a few seconds of each other and after time t0. 

  

28 Verify collection C1's series-level metadata file can be viewed in the ESDT 
Maintenance GUI. 

  

29 <i>V-4 Verify by inspection that the MCF file was not generated.</i>  #comment 
30 Verify no MCF file was generated for collection C1:<br /><br />ls -l 

/stornext/smallfiles/&lt;MODE&gt;/mcf/*&lt;C1_SHORTNAME&gt;*&lt;C
1_VERSIONID&gt;* 

The file should not exist.  
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TEST DATA: 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

10       

A new SMAP ISO-
19115 collection 
with a collection 
level XPATH file, 
granule level 
XPATH file, and an 
ISO-compliant series 
(collection) level 
metadata file. 

    /sotestdata/DROP_802/SD_82_01/Criteria/010   

 
EXPECTED RESULTS: 
 
 
 
 
 
 

Setup Flag Criteria ID Clause ID Crit Text Type L4 ID 

V  10  1  Verify by inspecting the AIM database that the collection was 
correctly installed and that the database attribute is set to a 
SMAP  ISO-19115 Metadata Model setting.  

      

V  10  2  Verify that the ESDT descriptor file, the two xpath files, and 
the ISO series XML file have been copied to the target 
directory configured in the ESDT maintenance GUI for ESDT 
descriptor files.  

      

V  10  3  Verify by inspection that the XPATH files and the series level       
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metadata file were correctly associated with the collection.   

V  10  4  Verify by inspection that the MCF file was not generated.     S-AIM-
00170  

 

1019 INGEST XPATH VALIDATION (ECS-ECSTC-3429) 

DESCRIPTION: 
 
 
 
 

Setup Flag Criteria ID Clause ID Criteria Text Type L4 ID 

S  140  1  Ingest XPATH Validation 
 
Prepare a SMAP granule  for ingest, including the associated 
granule level metadata file.  

FC  S-DPL-
00120  

S  140  2  Ingest the SMAP granule  FC  S-DPL-
00120  

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure an ingest provider is configured to ingest SMAP granules:<br /><br 

/>Provider Type: Polling with DR<br />Preprocessing Type: SIPS<br />Max 
Active Data Volume: 1000.00<br />Max Active Granules: 100<br />Transfer 
Type: Local<br />Notification Method: Email Only<br />E-Mail address: 
labuser@f4eil01.edn.ecs.nasa.gov 

  

3 Ensure the test collection's data type has been installed.   
4 Ensure the test collection's data type is configured in the DPL Ingest GUI 

&gt; Configuration &gt; Data Types to be public on ingest. 
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# Action Expected Result Notes 
5 Ensure a PostgreSQL client is available:<br /><br />From a command 

prompt, connect to the database:<br />$ /tools/postgres/current32/bin/psql -U 
&lt;user&gt; -d ecs -h f4dbl03<br /><br />At the Postgres client prompt, set 
the search path to access the appropriate mode database:<br />&gt; select 
public.set_search_path('aim', '&lt;MODE&gt;'); 

  

6 <i>Setup</i>  #comment 
7 <i>S-1 Prepare a SMAP granule for ingest, including the associated granule 

level metadata file.</i> 
 #comment 

8 Use the provided test granules under<br 
/>/sotestdata/DROP_802/SD_82_01/Criteria/140 

  

9 <i>S-2 Ingest the SMAP granule.</i>  #comment 
10 Copy the granule's PDR file into the test provider's polling location.   
11 Wait for the DPL Ingest GUI to show the granule has completed successfully.   
12 Get the granule's granuleid (adjust interval as needed):<br /><br />select 

granuleid<br />from amgranule<br />where shortname = 
&lt;SHORTNAME&gt;<br />and versionid = &lt;VERSIONID&gt;<br 
/>and archivetime &gt; now() - interval '5 minutes'; 

  

13 <i>Verification</i>  #comment 
14 <i>V-1 Verify by inspecting the AIM database that the proper metadata 

values from the granule level metadata file were inserted.<br />[Note that this 
verifies that the XPath extraction worked correctly.]</i> 

 #comment 

15 Retrieve the ingested test granule details:<br /><br />select *<br />from 
amgranule<br />where granuleid = &lt;GRANULEID&gt;; 

  

16 Using the ISO dataset XPath file as a guide, verify the ingested granule 
metadata in the AIM database matches the metadata in the ISO metadata 
XML file. 

The values should match within the 
limits of type conversion. 

 

17 <i>V-2 Verify by inspecting the DataPool and StorNext directories that the 
SMAP science granule and metadata files were ingested into their proper 
locations.</i> 

 #comment 

18 Verify that the ingested ISO/SMAP granule metadata file has been copied to 
the small file archive:<br /><br />diff &lt;SMAP_GRANULE&gt;.xml 
/stornext/smallfiles/&lt;MODE&gt;/metadata/&lt;ESDT&gt;/&lt;YYYY&gt;
.&lt;MM&gt;/&lt;ESDT&gt;.&lt;GRANULEID&gt;.xml 

  

19 Find the granule metadata file's data pool pathname:<br /><br />select 
f.absolutefilesystempath<br />  || c.groupid<br />  || 
m.onlinemetdirectorypath<br />  || m.onlinemetfilename<br />from 
amgranule g<br />join amcollection c<br />on g.collectionid = 
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# Action Expected Result Notes 
c.collectionid<br />join ammetadatafile m<br />on g.granuleid = 
m.granuleid<br />join dlfilesystems f<br />on c.filesystemlabel = 
f.filesystemlabel<br />where g.granuleid = &lt;GRANULEID&gt; 

20 Verify that the ingested ISO/SMAP granule metadata file has been copied to 
the data pool:<br /><br />diff &lt;SMAP_GRANULE_XML&gt; 
&lt;DATAPOOL_PATHNAME&gt; 

  

21 Find the granule's data file data pool pathname:<br /><br />select 
f.absolutefilesystempath<br />  || c.groupid<br />  || d.directorypath<br />  || 
d.onlinefilename<br />from amgranule g<br />join amcollection c<br />on 
g.collectionid = c.collectionid<br />join amdatafile d<br />on g.granuleid = 
d.granuleid<br />join dlfilesystems f<br />on c.filesystemlabel = 
f.filesystemlabel<br />where g.granuleid = &lt;GRANULEID&gt; 

  

22 Verify the SMAP granule's data file has been copied to the data pool:<br 
/><br />diff &lt;SMAP_GRANULE_DATA&gt; 
&lt;DATAPOOL_PATHNAME&gt; 

  

 
 
TEST DATA: 
 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

140     SPL1CS0.030 

SMAP granule, 
including the 
associated granule 
level metadata 
file. 

    /sotestdata/DROP_802/SD_82_01/Criteria/140   

    
ISO Dataset 
(granule) 
XPath file 

SPL1CS0.030       /sotestdata/DROP_802/SD_82_01/Criteria/010   
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EXPECTED RESULTS: 
 
 
 
 

Setup Flag Criteria ID Clause ID Criteria Text Type L4 ID 

V  140  1  Verify by inspecting the AIM database that the proper 
metadata values from the granule level metadata file were 
inserted. [Note that this verifies that the XPATH extraction 
worked correctly.]  

      

V  140  2  Verify by inspecting the DataPool & StorNext directories that 
the SMAP science granule and metadata files were ingested 
into their proper locations  

      

 

1020 ISO INGEST ATTRIBUTE TYPE CONVERSION (ECS-ECSTC-3430) 

DESCRIPTION: 
 
 
 
 

Setup Flag Criteria ID Clause ID Criteria Text Type L4 ID 

S  145  1  ISO Ingest Attribute Type Conversion 
 
Prepare a SMAP granule  for ingest, including the associated 
granule level metadata file.   In the metadata file, note the 
values for all of the attributes that will undergo attribute type 
conversion during Ingest of the granule.    [Note that the full 
list of attributes that will undergo attribute type conversion 
will be produced by DDR.]  

FC  S-DPL-
00130  

S  145  2  Ingest the SMAP granule  FC  S-DPL-
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00130  

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure an ingest provider is configured to ingest SMAP granules:<br /><br 

/>Provider Type: Polling with DR<br />Preprocessing Type: SIPS<br />Max 
Active Data Volume: 1000.00<br />Max Active Granules: 100<br />Transfer 
Type: Local<br />Notification Method: Email Only<br />E-Mail address: 
labuser@f4eil01.edn.ecs.nasa.gov 

  

3 Ensure the test collection's data type has been installed.   
4 Ensure the test collection's data type is configured in the DPL Ingest GUI 

&gt; Configuration &gt; Data Types to be public on ingest. 
  

5 Ensure a PostgreSQL client is available:<br /><br />From a command 
prompt, connect to the database:<br />$ /tools/postgres/current32/bin/psql -U 
&lt;user&gt; -d ecs -h f4dbl03<br /><br />At the Postgres client prompt, set 
the search path to access the appropriate mode database:<br />&gt; select 
public.set_search_path('aim', '&lt;MODE&gt;'); 

  

6 <i>Setup</i>  #comment 
7 <i>S-1 Prepare a SMAP granule for ingest, including the associated granule 

level metadata file.<br />In the metadata file, note the values for all of the 
attributes that will undergo attribute type conversion during Ingest of the 
granule.<br />[Note that the full list of attributes that will undergo attribute 
type conversion will be produced by DDR.]</i> 

 #comment 

8 Use the provided test data under<br 
/>/sotestdata/DROP_802/SD_82_01/Criteria/145 

  

9 Using the dataset-level XPath file as a guide, note all the granule metadata 
values that will be converted on ingest (as of 2013-04-11; see the dataset-
level XPath for the current list):<br /><br />1) gmd:edition =&gt; 
VersionID<br />2) gml:beginPosition =&gt; RangeBeginningDate<br />3) 
gml:beginPosition =&gt; RangeBeginningTime<br />4) gml:endPosition 
=&gt; RangeEndingDate<br />5) gml:endPosition =&gt; RangeEndingTime 

  

10 <i>S-2 Ingest the SMAP granule.</i>  #comment 
11 Copy the granule's PDR file into the test provider's polling location.   
12 Wait for the DPL Ingest GUI to show the granule has completed successfully.   
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# Action Expected Result Notes 
13 Get the granule's granuleid (adjust interval as needed):<br /><br />select 

granuleid<br />from amgranule<br />where shortname = 
&lt;SHORTNAME&gt;<br />and versionid = &lt;VERSIONID&gt;<br 
/>and archivetime &gt; now() - interval '5 minutes'; 

  

14 <i>Verification</i>  #comment 
15 <i>V-1 For each of the attributes identified in setup step 1, verify by 

inspecting the AIM database that the properly converted metadata values 
from the granule level metadata file were inserted.</i> 

 #comment 

16 Retrieve the converted granule metadata values from the  AIM database:<br 
/><br />select VersionID,<br />  RangeBeginningDate,<br />  
RangeBeginningTime,<br />  RangeEndingDate,<br />  
RangeEndingTime<br />from amgranule<br />where granuleid = 
&lt;GRANULEID&gt;; 

  

17 <i>To use the &quot;/tools/common/test/BE_82_01/bin/xpath&quot; utility 
to extract metadata from granule XML files, start a bash shell as 
cmshared.</i> 

 #comment 

18 1) Verify VersionID is obtained by extracting the digit from the 3rd character 
of the gmd:edition field value.<br /><br />xpath 
'//gmi:MI_Metadata/gmd:identificationInfo/gmd:MD_DataIdentification/gmd
:citation/gmd:CI_Citation[gmd:identifier/gmd:MD_Identifier/gmd:descriptio
n/gco:CharacterString=&quot;The ECS Short 
Name&quot;]/gmd:edition/gco:CharacterString/text()' 
&lt;SMAP_GRANULE_METADATA_XML&gt; | sed 's/^..\(.\).*/\1/' 

  

19 2) Verify RangeBeginningDate is obtained by extracting the portion of the 
gml:beginPosition value that precedes the &quot;T&quot;.<br /><br />xpath 
'//gmi:MI_Metadata/gmd:identificationInfo/gmd:MD_DataIdentification/gmd
:extent/gmd:EX_Extent/gmd:temporalElement/gmd:EX_TemporalExtent/gm
d:extent/gml:TimePeriod/gml:beginPosition/text()' 
&lt;SMAP_GRANULE_METADATA_XML&gt; | sed 's/\([^T]*\)T.*/\1/' 

  

20 3) Verify RangeBeginningTime is obtained by extracting the portion of the 
gml:beginPosition value that follows the &quot;T&quot;.<br /><br />xpath 
'//gmi:MI_Metadata/gmd:identificationInfo/gmd:MD_DataIdentification/gmd
:extent/gmd:EX_Extent/gmd:temporalElement/gmd:EX_TemporalExtent/gm
d:extent/gml:TimePeriod/gml:beginPosition/text()' 
&lt;SMAP_GRANULE_METADATA_XML&gt; | sed 's/^[^T]*T\(.*\)/\1/' 

  

21 4) Verify RangeEndingDate is obtained by extracting the portion of the 
gml:endPosition value that precedes the &quot;T&quot;.<br /><br />xpath 
'//gmi:MI_Metadata/gmd:identificationInfo/gmd:MD_DataIdentification/gmd
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# Action Expected Result Notes 
:extent/gmd:EX_Extent/gmd:temporalElement/gmd:EX_TemporalExtent/gm
d:extent/gml:TimePeriod/gml:endPosition/text()' 
SMAP_L1C_S0_HIRES_00016_A_20150530T160100_D03999_001.h5.iso.
xml | sed 's/\([^T]*\)T.*/\1/' 

22 5) Verify RangeEndingTime is obtained by extracting the portion of the 
gml:endPosition value that follows the &quot;T&quot;.<br /><br />xpath 
'//gmi:MI_Metadata/gmd:identificationInfo/gmd:MD_DataIdentification/gmd
:extent/gmd:EX_Extent/gmd:temporalElement/gmd:EX_TemporalExtent/gm
d:extent/gml:TimePeriod/gml:endPosition/text()' 
SMAP_L1C_S0_HIRES_00016_A_20150530T160100_D03999_001.h5.iso.
xml | sed 's/^[^T]*T\(.*\)/\1/' 

  

 
 
TEST DATA: 
 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

145     SPL1CS0.030 

A SMAP granule, 
including the 
associated granule 
level metadata file, 
with values 
representing all the 
types that require 
conversion during 
ingest. 

    /sotestdata/DROP_802/SD_82_01/Criteria/145   

    

ISO series 
and dataset 
level XPath 
files 

        /sotestdata/DROP_802/SD_82_01/Criteria/010   
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EXPECTED RESULTS: 
 
 
 

Setup Flag Criteria ID Clause ID Criteria Text Type L4 ID 

V  145  1  For each of the attributes identified in  setup step 1, verify by 
inspecting the AIM database that the properly converted 
metadata values from the granule level metadata file were 
inserted.  

      

 

1021 ODL METADATA FILES FOR ECS DISTRIBUTION (ECS-ECSTC-3431) 

DESCRIPTION: 
 
 
 

Setup Flag Criteria ID Clause ID Criteria Text Type L4 ID 

S  150  1  ODL metadata files for ECS Distribution 
 
Order a granule for a collection whose metadata model type is 
ECS, specifying a PULL distribution. Ensure that the user’s 
email address is configured to be a .met-file recipient.  

FC  S-OMS-
00100  

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure an ingest provider is configured to ingest ECS granules:<br /><br 

/>Provider Type: Polling with DR<br />Preprocessing Type: SIPS<br />Max 
Active Data Volume: 1000.00<br />Max Active Granules: 100<br />Transfer 
Type: Local<br />Notification Method: Email Only<br />E-Mail address: 
labuser@f4eil01.edn.ecs.nasa.gov 
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# Action Expected Result Notes 
3 Ensure the test collection's data type has been installed.   
4 Ensure the test collection's data type is configured in the DPL Ingest GUI 

&gt; Configuration &gt; Data Types to be public on ingest. 
  

5 Ensure a PostgreSQL client is available:<br /><br />From a command 
prompt, connect to the database:<br />$ /tools/postgres/current32/bin/psql -U 
&lt;user&gt; -d ecs -h f4dbl03<br /><br />At the Postgres client prompt, set 
the search path to access the appropriate mode database:<br />&gt; select 
public.set_search_path('aim', '&lt;MODE&gt;'); 

  

6 <i>Ensure an ECS granule is available to order.</i>  #comment 
7 Copy the test granule's PDR file into the test provider's polling location.   
8 Wait for the DPL Ingest GUI to show the granule has completed successfully.   
9 Get the granule's granuleid (adjust interval as needed):<br /><br />select 

granuleid<br />from amgranule<br />where shortname = 
&lt;SHORTNAME&gt;<br />and versionid = &lt;VERSIONID&gt;<br 
/>and archivetime &gt; now() - interval '5 minutes'; 

  

10 Determine the following parameters:<br />&lt;OM Host&gt; - the host on 
which the Order Manager is executing<br />&lt;acquire Host&gt; - the host 
on which the acquire script is executed 

  

11 <i>Setup</i>  #comment 
12 <i>S-1 Order a granule for a collection whose metadata model type is ECS, 

specifying a PULL distribution.<br />Ensure that the user’s email address is 
configured to be a .met-file recipient.</i> 

 #comment 

13 Configure the OMS to offer packaging options for HTTP Pull.<br />Using a 
cmshared command prompt on &lt;OM Host&gt;, move the OrderManager 
configuration file to a new name, then make a copy:<br /><br />&gt; cd 
/usr/ecs/&lt;MODE&gt;/CUSTOM/cfg<br />&gt; mv 
EcOmOrderManager.cfg EcOmOrderManager.cfg.SD8201C150<br />&gt; 
cp EcOmOrderManager.cfg.SD8201C150 EcOmOrderManager.cfg<br 
/>&gt; vi EcOmOrderManager.cfg<br /><br />Set the following 
configuration values:<br /><br />DownloadType = HTTP<br 
/>FTP_PULL_OPTIONS = GZIP UNIX TAR ZIP 

  

14 On the OM GUI main page, expand the 'OM Configuration' menu option list 
and select 'Media'. 

  

15 If the 'Pull Gran Dpl Time (days) is not set to 1, make a note of its current<br 
/>value, then set it to 1 and click the 'Apply' button at the bottom of the page 

  

16 On the OM GUI, expand the 'OM Configuration' menu option list and select 
Odl Metadata Users 
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# Action Expected Result Notes 
17 If labuser@f4eil01.edn.ecs.nasa.gov is not present in list, enter 

labuser@f4eil01.edn.ecs.nasa.gov in the text box and click the 'Add New 
User' button at the bottom of the page 

  

18 Configure an OMSCLI acquire script parameter file:<br /><br 
/>ECSUSERPROFILE = ECSGuest<br />PRIORITY = NORMAL<br 
/>DDISTMEDIATYPE = FtpPull<br />DDISTMEDIAFMT = 
FILEFORMAT<br />USERSTRING  = smap_test<br 
/>DDISTNOTIFYTYPE = MAIL<br />NOTIFY = 
labuser@f4eil01.edn.ecs.nasa.gov 

  

19 Configure an OMSCLI acquire script geoid file:<br /><br 
/>SC:&lt;SHORTNAME&gt;.&lt;VERSIONID&gt;:&lt;GRANULEID&gt; 

  

20 Using a cmshared command prompt on &lt;acquire Host&gt;, run the acquire 
script<br /><br />&gt; cd /usr/ecs/&lt;MODE&gt;/CUSTOM/utilities<br 
/>&gt; ./acquire &lt;MODE&gt; -p &lt;path to parameter file&gt; -f &lt;path 
to geoidfile&gt; -t &lt;random tag&gt; 

 The &lt;random tag&gt; 
argument is not optional and 
must be unique for each run 
of the acquire script.  It can 
be any string of characters. 

21 <i>Verification</i>  #comment 
22 <i>V-1 When the DN is received, ensure that the metadata file for the granule 

is in ODL format.</i> 
 #comment 

23 Determine the FTPDIR from the DN.<br /><br />&gt; ssh f4eil01<br />&gt; 
vi /var/spool/mail/labuser 

  

24 Navigate to the FTPDIR and verify metadata file is in ODL format<br /><br 
/>&gt; cd /datapool/&lt;MODE&gt;/user/&lt;FTPDIR&gt;<br />&gt; vi 
&lt;metadata file&gt; 

  

25 <i>Cleanup</i>  #comment 
26 Using a cmshared command prompt on &lt;OM Host&gt;, replace the altered 

OrderManager configuration file with the original:<br /><br />&gt; cd 
/usr/ecs/&lt;MODE&gt;/CUSTOM/cfg<br />&gt; mv 
EcOmOrderManager.cfg.SD8201C150 EcOmOrderManager.cfg 

  

27    

 
 
TEST DATA: 
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Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

150       
An ECS 
granule. 

    /sotestdata/DROP_802/SD_82_01/Criteria/150   

 
EXPECTED RESULTS: 
 
 
 

Setup Flag Criteria ID Clause ID Criteria Text Type L4 ID 

V  150  1  When the DN is received, ensure that the metadata file for the 
granule is in ODL format.  

      

 

1022 XML METADATA FILES FOR ISO DISTRIBUTION (ECS-ECSTC-3432) 

DESCRIPTION: 
 
 
 

Setup Flag Criteria ID Clause ID Criteria Text Type L4 ID 

S  160  1  XML metadata files for ISO Distribution 
 
Order a granule for a collection whose metadata model type is 
ISO,  specifying a PULL distribution. Ensure that the user’s 
email address is configured to be a .met-file recipient.  

FC  S-OMS-
00100  

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
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# Action Expected Result Notes 
2 Determine the following parameters:<br />&lt;OM Host&gt; - the host on 

which the Order Manager is executing 
 The granule must be 

available before it can be 
ordered. 

3 <i>Setup</i>  #comment 
4 <i>S-1 Order a granule for a collection whose metadata model type is ISO, 

specifying a PULL distribution.<br />Ensure that the user’s email address is 
configured to be a .met-file recipient.</i> 

 #comment 

5 Configure the OMS to offer packaging options for HTTP Pull.<br />Using a 
cmshared command prompt on &lt;OM Host&gt;, edit the OrderManager 
configuration file after first making a copy:<br /><br />&gt; cd 
/usr/ecs/&lt;MODE&gt;/CUSTOM/cfg<br />&gt; cp 
EcOmOrderManager.cfg EcOmOrderManager.cfg.&lt;ddmmYYYY&gt;<br 
/>&gt; vi EcOmOrderManager.cfg<br /><br />Set the following 
configuration values:<br /><br />DownloadType = HTTP<br 
/>FTP_PULL_OPTIONS = GZIP UNIX TAR ZIP<br /> 

 I usually move the config 
file to a new name, then 
copy it back to its original 
name. That preserves the 
permissions on the original 
and makes cmshared the 
owner of the originally-
named copy.<br /><br 
/>Remember to include a 
restore step at the end. 

6 On the OM GUI main page, expand the 'OM Configuration' menu option list 
and select 'Media'.<br /> 

This should display a list of media 
configuration options. 

 

7 If the 'Pull Gran Dpl Time (days) is not set to 1, make a note of its current<br 
/>value, then set it to 1 and click the 'Apply' button at the bottom of the page 

  

8 On the OM GUI, expand the 'OM Configuration' menu option list and select 
Odl Metadata Users 

  

9 If labuser@f4eil01.edn.ecs.nasa.gov is not present in list, enter 
labuser@f4eil01.edn.ecs.nasa.gov in the text box and click the 'Add New 
User' button at the bottom of the page 

  

10 Configure an OMSCLI acquire script parameter file:<br /><br 
/>ECSUSERPROFILE = ECSGuest<br />PRIORITY = NORMAL<br 
/>DDISTMEDIATYPE = FtpPull<br />DDISTMEDIAFMT = 
FILEFORMAT<br />USERSTRING  = smap_test<br 
/>DDISTNOTIFYTYPE = MAIL<br />NOTIFY = 
labuser@f4eil01.edn.ecs.nasa.gov 

  

11 Configure an OMSCLI acquire script geoid file:<br /><br 
/>SC:&lt;SHORTNAME&gt;.&lt;VERSIONID&gt;:&lt;GRANULEID&gt; 

  

12 Using a cmshared command prompt on &lt;acquire Host&gt;, run the acquire 
script<br /><br />&gt; cd /usr/ecs/&lt;MODE&gt;/CUSTOM/utilities<br 
/>&gt; ./acquire &lt;MODE&gt; -p &lt;path to parameter file&gt; -f &lt;path 
to geoidfile&gt; -t &lt;random tag&gt; 

 The &lt;random tag&gt; 
argument is not optional and 
must be unique for each run 
of the acquire script. It can 
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# Action Expected Result Notes 
be any string of characters. 

13 <i>Verification</i>  #comment 
14 <i>V-1 When the DN is received, ensure that the metadata file for the granule 

is in XML format.</i> 
 #comment 

15 Determine the FTPDIR from the DN.<br /><br />&gt; ssh f4eil01<br />&gt; 
vi /var/spool/mail/labuser 

  

16 Navigate to the FTPDIR and verify metadata file is in XML format<br /><br 
/>&gt; cd /datapool/&lt;MODE&gt;/user/&lt;FTPDIR&gt;<br />&gt; vi 
&lt;metadata file&gt; 

  

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

160       An ISO granule.     /sotestdata/DROP_802/SD_82_01/Criteria/160   

 
EXPECTED RESULTS: 
 
 
 

Setup Flag Criteria ID Clause ID Criteria Text Type L4 ID 

V  160  1  When the DN is received, ensure that the metadata file for the 
granule is in XML format.  
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1023 QA UPDATE FAILURE VERIFICATION (ECS-ECSTC-3433) 

DESCRIPTION: 
 
 
 

Setup Flag Criteria ID Clause ID Criteria Text Type L4 ID 

S  170  1  QA Update Failure Verification 
 
Using the QA Update Utility, perform a QA Update operation 
on a granule for a collection whose metadata model type is 
ISO.  

EC  S-AIM-
00190  

 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 <i>Ensure the test SMAP granule has been ingested into the public data 

pool.</i> 
 #comment 

3 Ensure an ingest provider is configured to ingest SMAP granules:<br /><br 
/>Provider Type: Polling with DR<br />Preprocessing Type: SIPS<br />Max 
Active Data Volume: 1000.00<br />Max Active Granules: 100<br />Transfer 
Type: Local<br />Notification Method: Email Only<br />E-Mail address: 
labuser@f4eil01.edn.ecs.nasa.gov 

  

4 Ensure the test collection's data type has been installed.   
5 Ensure the test collection's data type is configured in the DPL Ingest GUI 

&gt; Configuration &gt; Data Types to be public on ingest. 
  

6 Copy the test granule's PDR file from<br 
/>/sotestdata/DROP_802/SD_82_01/Criteria/170<br />to the test provider's 
polling directory. 

  

7 Wait for the DPL Ingest GUI to show the granule has completed successfully.   
8 Get the granule's granuleid (adjust interval as needed):<br /><br />select 

granuleid<br />from amgranule<br />where shortname = 
&lt;SHORTNAME&gt;<br />and versionid = &lt;VERSIONID&gt;<br 
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# Action Expected Result Notes 
/>and archivetime &gt; now() - interval '5 minutes'; 

9 Ensure a PostgreSQL client is available:<br /><br />From a command 
prompt, connect to the database:<br />$ /tools/postgres/current32/bin/psql -U 
&lt;user&gt; -d ecs -h f4dbl03<br /><br />At the Postgres client prompt, set 
the search path to access the appropriate mode database:<br />&gt; select 
public.set_search_path('aim', '&lt;MODE&gt;'); 

  

10 Find the granule's metadata XML file in the small file archive 
(&lt;METADATA_ARCHIVE_PATHNAME&gt;):<br /><br />select x.path 
|| '/' || m.archivemetfilename<br />from amgranule g<br />join 
ammetadatafile m<br />on g.granuleid = m.granuleid<br />join dsmdxmlpath 
x<br />on m.archivepathid = x.archivepathid<br />where g.granuleid = 
&lt;GRANULEID&gt; 

  

11 Make a local copy of the granule's metadata file to compare against later:<br 
/><br />mkdir -p /tools/common/test/SD_82_01/criteria/170<br />cd !$<br 
/>cp -p &lt;METADATA_ARCHIVE_PATHNAME&gt; . 

  

12 <i>Setup</i>  #comment 
13 <i>S-1 Using the QA Update Utility, perform a QA Update operation on a 

granule for a collection whose metadata model type is ISO.</i> 
 #comment 

14 Move the QAUU properties file to a new name, and make a working 
copy:<br /><br />cd /usr/ecs/&lt;MODE&gt;/CUSTOM/cfg<br />mv 
EcDsAmQaUpdateUtility.properties 
EcDsAmQaUpdateUtility.properties.SD_82_01_C170<br />cp 
EcDsAmQaUpdateUtility.properties.SD_82_01_C170 
EcDsAmQaUpdateUtility.properties 

  

15 Append lines to the QAUU properties file to allow a new site to run 
QAUU:<br /><br 
/>SD8201C170_EMAIL_FROM_ADDRESSES=labuser@edn.ecs.nasa.gov<
br 
/>SD8201C170_EMAIL_REPLY_ADDRESS=labuser@edn.ecs.nasa.gov<br 
/>SD8201C170_NOTIFICATION_ON_SUCCESS=N 

  

16 Add a row to the dsqamutesdtsite table:<br /><br />insert into 
dsqamutesdtsite values(&lt;SHORTNAME&gt;, 'SD8201C170'); 

  

17 <i>Create a QAUU request file to update the test granule.</i>  #comment 
18 Name the file according to following pattern:<br /><br 

/>&lt;MODE&gt;_&lt;Site&gt;_QAUPDATE&lt;description&gt;.&lt;YY&g
t;&lt;MM&gt;&lt;DD&gt;&lt;hh&gt;&lt;mm&gt;&lt;ss&gt;<br /><br />E.g., 
DEV08_SD8201C170_QAUPDATE_SD_82_01_C170.130411144600 
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# Action Expected Result Notes 
19 Ensure the file contents are as follows, with &lt;TAB&gt; replaced by an 

actual TAB character:<br /><br />From SITE<br />begin 
QAMetadataUpdate Science GranuleUR<br 
/>SHORTNAME&lt;TAB&gt;VERSIONID&lt;TAB&gt;GRANULEUR&lt;
TAB&gt;PARAMETER_NAME&lt;TAB&gt;SCENCE_FLAG&lt;TAB&gt;
COMMENT<br />end QAMetadataUpdate<br /><br />For example, using 
granule SC:SPL1CS0.003:123456,<br /><br />From SD8201C170<br 
/>begin QAMetadataUpdate Science GranuleUR<br 
/>SPL1CS0&lt;TAB&gt;3&lt;TAB&gt;SC:SPL1CS0.003:123456&lt;TAB&
gt;Surface Soil Moisture&lt;TAB&gt;Passed&lt;TAB&gt;Updated for 
SD_82_01 C170<br />end QAMetadataUpdate 

  

20 Copy the request file into the QAUU request file directory (the value of 
QA_REQUEST_DIR in EcDsAmQaUpdateUtility.properties):<br /><br 
/>/usr/ecs/&lt;MODE&gt;/CUSTOM/data/DSS/QAUU/QAUURequest 

  

21 Run QAUU (if the request file is the only one in the request directory, the 
filename may be omitted):<br /><br />cd 
/usr/ecs/&lt;MODE&gt;/CUSTOM/utilities<br />./EcDsAmQAUUStart 
&lt;MODE&gt; -file &lt;REQUEST_FILENAME&gt; -noprompt 

  

22 <i>Verification</i>  #comment 
23 <i>V-1 Verify that the QA update utility displays an appropriate message 

indicating failure.</i> 
 #comment 

24 Verify EcDsAmQauu.ops0.log reports that the update request failed.  The QAUU 609 implies that 
the message will only 
appear in the log:<br /><br 
/>609-EED-001, Rev 01<br 
/>4.8.9.3.4 Outputs<br 
/>Output of update events 
and errors will be always 
appended to a single log file. 
If specified as an option, a 
confirmation prompt will be 
displayed to the screen. 

25 <i>V-2 Verify that the XML metadata file for the granule was not modified 
by the operation.</i> 

 #comment 

26 Verify the timestamp on the granule's metadata file in the small file archive 
has not changed:<br /><br />ls -l 
/tools/common/test/SD_82_01/criteria/170/&lt;METADATA_FILE&gt;<br 
/>ls -l &lt;METADATA_ARCHIVE_PATHNAME&gt; 
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# Action Expected Result Notes 
27 Verify the granule's metadata contents have not changed:<br /><br />cd 

/tools/common/test/SD_82_01/criteria/170<br />diff 
&lt;METADATA_FILE&gt; 
&lt;METADATA_ARCHIVE_PATHNAME&gt; 

  

28 <i>Cleanup</i>  #comment 
29 Replace the altered properties file with the original:<br /><br />mv 

EcDsAmQaUpdateUtility.properties.SD_82_01_C170 
EcDsAmQaUpdateUtility.properties 

  

30 Remove the row added to the ESDT site table:<br /><br />delete from 
dsqamutesdtsite<br />where site = 'SD8201C170'; 

  

 
 
TEST DATA: 
 
 
 

Crit 
id 

Crit 
ccr 
no 

Test Data 
Description 

Data Type 
Requirements 

Metadata 
Requirements 

Volume 
Requirements 

Size 
Requirements 

Data Location 
Readiness 
Status 

170       An ISO granule.     /sotestdata/DROP_802/SD_82_01/Criteria/170   

 
EXPECTED RESULTS: 
 
 
 
 

Setup Flag Criteria ID Clause ID Criteria Text Type L4 ID 

V  170  1  Verify that the QA update utility displays an appropriate 
message indicating failure.  

      

V  170  2  Verify that the XML metadata file for the granule was not 
modified by the operation.   
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1024 PUBLIC BROWSE AND MODIS UNPUBLISH (ECS-ECSTC-3434) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Configure a MODIS collection to have granules published automatically by 

Ingest (PublishByDefault = Y). 
  

2 Ingest a Science granule along with a Browse granule for the MODIS 
collection (make sure this is not a duplicate Science granule). 

  

3 Verify the science granule and its browse are published.   
4 Verify there is a link to the browse granule in the directory containing the 

science granule. 
  

5 Verify JPEG images are created and stored in the public browse directory.   
6 Use the DataPool Unpublish service to unpublish the Science granule.   
7 Verify the science granule is unpublished.   
8 Verify the symbolic link to the public browse granule is removed from the 

science granule directory. 
  

9 Verify the browse granule remains public (IsOrderOnly is null).   
10 Verify the browse JPEG files still exist in the public DataPool.   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1025 PUBLIC BROWSE AND UNPUBLISH OF DELETED MODIS BROWSE (ECS-ECSTC-3435) 

DESCRIPTION: 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 Create or identify a Public MODIS granule with a Public Browse granule.   
2 Use the AIM Granule Deletion Service (EcDsBulkDelete.pl) to mark the 

MODIS granule as deleted.<br />Use the option to delete the associated 
granules as well. 

  

3 Verify the MODIS granule and the associated browse granule are marked as 
deleted (DeleteEffectiveDate is set to current time). 

  

4 Run the DataPool Unpublish Service, using the option to pick up events from 
AIM. 

  

5 Verify the science granule is unpublished.   
6 Verify the browse granule is unpublished.   
7 Verify the link in the science granule directory that points to the browse is 

removed. 
  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1026 PUBLIC BROWSE AND PUBLISHING OF UNDELETED MODIS SCIENCE AND BROWSE 
(ECS-ECSTC-3436) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Configure the MODIS collection to automatically publish granules in Ingest.   
2 Verify the AmCollection PublishByDefaultFlag has the value 'Y'.   
3 Follow the steps in the test case: Public Browse and Unpublish of deleted 

MODIS Browse. 
  

4 Verify the deleted science granules are unpublished.   
5 Verify the deleted browse are unpublished.   
6 Use the AIM Granule Deletion service (EcDsBulkUndelete.pl) to &quot;un-   
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# Action Expected Result Notes 
delete&quot; the science granule.<br /><br />NOTE: Do not use the option to 
skip associated granules. 

7 Verify the science granule is no longer marked as deleted.   
8 Verify the browse granule is no longer marked as deleted.   
9 Use the Data Pool Publish Utility with the option to pick up events in AIM to 

publish the &quot;undeleted&quot; MODIS science and browse granule. 
  

10 Verify the science granule is now marked as public in the Inventory Catalog 
(AmGranule::IsOrderOnly in the aim schema). 

  

11 Verify the browse granule is now marked as public in the Inventory Catalog.   
12 Verify the science granule directory contains a link the the public browse 

JPEG file. 
  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1027 PUBLIC BROWSE AND BROWSE ONLY PUBLISHING OF UNDELETED MODIS SCIENCE 
AND BROWSE (ECS-ECSTC-3437) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Configure the MODIS collection to NOT automatically publish granules in 

Ingest. 
  

2 Verify AmCollection::PublishByDefaultFlag is 'N'.   
3 Delete a MODIS granule with a public Browse granule.   
4 Verify the AmGranule::DeleteEffectiveDate is set to the current date.   
5 Verify the AmBrowse::DeleteEffectiveDate is set to the current date.   
6 Use the DataPool Unpublish Utility to pick up the AIM events and unpublish 

the deleted Browse granule.<br /><br />NOTE: If the MODIS Science 
granule was public it will also be unpublished. 
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# Action Expected Result Notes 
7 Verify the AmBrowse::IsOrderOnly is no longer public (it should be 

&quot;H&quot;). 
  

8 Verify the JPEG files associated with the Browse granule are no longer 
recorded in the AmBrowseOnlineFile table. 

  

9 Verify the JPEG files are no longer in the Data Pool file system.   
10 Use the AIM Granule Deletion Service (EcDsBulkUndelete.pl) to undelete 

the MODIS Science and Browse granule. 
  

11 Verify the Science granule is no longer marked as deleted.   
12 Verify the Browse granule is no longer marked as deleted.   
13 Verify the EcDlActionDriver pick up the AIM events and publish the 

&quot;undeleted&quot; Browse granule. 
  

14 Verify the MODIS science granule is still in the hidden Data Pool and the 
Inventory Catalog indicates it is hidden (AmGranule::IsOrderOnly is 
&quot;H&quot;). 

  

15 Verify the Browse granule is marked as public in the Inventory Catalog 
(AmBrowse::IsOrderOnly is NULL). 

  

16 Verify the Inventory Catalog correctly records the file names and directory 
for the Browse JPEG files. 

  

17 Verify the browse JPEF files exist in the public Data Pool.   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1028 PUBLIC BROWSE AND DATAPOOL CLEANUP ORPHAN AND PHANTOM CHECKING (ECS-
ECSTC-3438) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Identify the list of public Browse granules that are associated with hidden   
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# Action Expected Result Notes 
Science granules.<br />The list should include Browse granules associated 
with MODIS, ASTER, and MISR collections.<br />The list can be created in 
a database table or file. 

2 Verify the contents of the list matches what is recorded in the Inventory 
Catalog as public browse.<br />This can most easily be done by creating 
private tables that copy the contents of the AmBrowse table and the 
AmBrowseOnlineFile tables. 

  

3 Run the DataPool cleanup service (EcDlCleanupFilesOnDisk -fix) to remove 
orphans and phantoms from the file system.<br /><br />NOTE: It maybe 
necessary to run this utility several times to fix issues in the mode that are not 
associated with the test.  The final run of this utility should be against a mode 
that satisfies step 1! 

  

4 Verify the contents of the AmBrowse table were not changed.   
5 Verify the contents of the AmBrowseOnlineFile table were not changed.   
6 Verify the utility did not report any orphans or phantoms.   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1029 PUBLIC BROWSE AND DATA POOL RECOVERY FROM PUBLICATION ERRORS (ECS-
ECSTC-3439) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Identify a public MODIS Science granule with a public Browse.   
2 Verify that the Science granule is recorded as public in the inventory catalog.   
3 Verify that the Browse granule is recorded as public in the inventory catalog.   
4 Verify that the Science files are present in the public data pool file system.   
5 Verify that the Browse JPEG files are present in the public data pool file   
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# Action Expected Result Notes 
system. 

6 Verify that the Science granule directory contains a link to the public Browse 
JPEG file. 

  

7 Run the data pool EcDlCleanupGranules.pl utility to cleanup the MODIS 
science granule. 

  

8 Verify the Science granule is recorded as hidden in the inventory catalog 
(both AmGranule and AmDataFile should indicate the granule is hidden) 

  

9 Verify the Browse granule is recorded as public in the inventory catalog.   
10 Verify the Science files are no longer present in the hidden or public data 

pool file systems. 
  

11 Verify the Browse JPEG files are present in the public data pool file system.   
12 Verify the Science granule directory does NOT contain a link to the public 

Browse JPEG file. 
  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1030 PUBLIC BROWSE AND HIDDEN SCIENCE WITH PUBLIC BROWSE (ECS-ECSTC-3440) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Identify a mode with hidden MODIS, ASTER, and MISR granules that 

contain links to public Browse granules. 
  

2 Run the Inventory Validation Utility (EcDlInventoryValidationTool.pl) to 
verify the mode. 

  

3 Verify that the tool doesn't report the Browse granules that are public but are 
associated with hidden science granules. 
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TEST DATA: 
 
EXPECTED RESULTS: 
 

1031 DP_81_02_TP011 CONFIGURE AND RETRIEVE SDPS PROCESSING OPTIONS (ECS-ECSTC-
3441) 

DESCRIPTION: 
Test Case ID - 80  
 
  
 
Run the tool to pre-populate the available processing options for the collections identified in Test Case 10. 
 
Configure at least one collection which has HDF-EOS objects or dimensions that cannot be processed by HEG to use a processing tool other HEG. 
 
For each of the processing options listed below configure at least one collection, but not all collections to support that processing option: 
 
  
 
a. spatial subsetting via bounding box  
 
b. temporal subsetting via one or a series of time intervals  
 
c. list of objects, fields, bands, etc. which can be extracted 
 
d. projections in which the output can be made available and the projection parameters that can be provided by the user  
 
e. formats in which the output can be delivered and any formatting parameters that can be provided by the user  
 
f. re-sampling options and any related parameters offered for the granules in this collection 
 
  
 
Create and submit URLs to retrieve ‘SDPS Processing Options Documents’ for each of the collections configured. 
 
Create and submit URLs to retrieve ‘SDPS Processing Options Documents’ for a granule belonging to each of the collections that have been configured.  In 
addition choose two granules to test part c.) such that one granule contains all of the bands that are available for the collection and one is missing at least one of 
the available bands. 
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PRECONDITIONS: 
Collections specified in Test Case ID 10 are present in the mode and contain public granules.  There must be at least one public granule which does not contain 
all of the available bands for a collection. 
 
STEPS:   
# Action Expected Result Notes 
1 This test case spuns off of test case 10. Go back to test case 10, to see which 

granules of which collections you have ingested. Once the Configuration GUI 
is loaded the available collections should appear there. Once you click on a 
collection, this collection can be added to a service, by right clicking on the 
collection and then selecting Add New Service. Alternatively this collection 
can be added to an existing service. Once added one can see the available 
HDF objects that are available for that particular collection. 

Verify that the ingested granules in 
collections in Test Case 10 appear in 
the Configuration Utility. Verify that 
for each collection there is a list of all 
available HDF objects. These HDF 
objects should also be present when 
one invokes the ESI url of that said 
granule and collection. Verify that the 
HDF objects are the same in each 
instance. 

 

2 Configure at least one collection which has HDF-EOS objects or dimensions 
that cannot be processed by HEG to use a processing tool other than HEG. 
For example select a one dimention HDF band to a swath collection, or 
selecting Position_in_Orbit object for any AE_DySno granule would do it. 
Disable all of the other HDF bands and enable only the one dimensional 
band. 

Verify that only the enabled one-
dimensional band is visible when the 
ESI form is brought up by going to the 
ESI form of a ingested granule of the 
configured collection. 

 

3 a. spatial subsetting via bounding box <br />For this test, go back to the 
Configuration GUI, select the service that contains a different collection, and 
while in the configuration window, select the enable spatial subsetting 
checkbox. 

Verify that the spatial subsetting 
section is visible on the form when 
invoked thru the ESI website by going 
to a granule that is part of the 
collection configured as part of this 
step. 

 

4 b. temporal subsetting via one or a series of time intervals:<br />No use cases 
exist for this functionality, however, the ESI API supports it.  Therefore we 
will only test the ability to turn temporal subsetting on and off.  <br />-In the 
configuration GUI, select a collection and then a service associated with that 
collection.  Check the Enable Temporal Subsetting checkbox.  Click the 
Update Service To Collection Mapping Button.<br />-In the configuration 
GUI, select another collection and then a service associated with that 
collection.  unheck the Enable Temporal Subsettign checkbox.  Click the 
Update Service To Collection Mapping Button.<br /><br /> 

Select a granule that is part of each 
collection.  view the capabilities XML 
for each granule.  verify that the 
section for the service which was 
configured in the setup step has 
temporalSubsetting= true or 
temporalSubsetting = false consistent 
with what was configured. 

 

5 c. list of objects, fields, bands, etc. which can be extracted<br />This test is Once configured head over to the ESI  
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# Action Expected Result Notes 
very similar to step 2, but in this case select a collection that you have not 
selected before, create a service for it, and then select only a handful of all of 
the presented objects, fields and bands. Test at least two granules of the said 
collection. 

website and open a granule that is part 
of that collection. Only the objects, 
fields and bands selected in the 
configuration website should be 
visible. Nothing else should be present 
there. 

6 Further for the part above after testing two granules go back to the 
configuration gui and de-select every single objects, fields and bands, so that 
no objects, fields and bands are present. Then go to the ESI and process a 
granule of that collection. Then go back and add every single objects, fields 
and bands. Go back and test with the ESI once again. 

Verify that whatever objects, fields 
and bands is selected is displayed on 
the ESI form, even if there are none 
selected or all selected. What is 
configured in the Configuration GUI 
should be present on the form 

 

7 d. projections in which the output can be made available and the projection 
parameters that can be provided by the user <br />This option asks to select a 
new collection, and then selecting a few of all of the available projections. 
Just as before select a new collection, then add to a service, and then while on 
the configuration window, click on the Enabled Projections dropdown. This 
option will provide two fields - Available projections and selected 
projections. Select a few of all of the available projections. Once done head 
over to the ESI Website and select a granule that is part of that projection. 

Verify that the selected projections 
appear on the ESI website. Also verify 
that all projection parameters also 
appear on the webform. 

 

8 e. formats in which the output can be delivered and any formatting 
parameters that can be provided by the user <br />For this option select a new 
collection, and add a new service for it. When configured and the 
configuration window is shown, click on the Enabled Formats dropdown, and 
select a few of the available attributes. Once selected they will show in the 
Selected section. Make sure that you have some that are not selected. Once 
done proceed towards the ESI website, and select an ingested granule that is 
part of that collection for processing. 

The selected ingested granule should 
have only the formats that were 
selected in the Configuration GUI. 
Anything that was not selected should 
not appear there. 

 

9 f. re-sampling options and any related parameters offered for the granules in 
this collection<br />For this step select a new collection to add to a service. 
When in the configuration window, click on the Enabled Resampling Types. 
There should be available attributes section, as well as selected attributes 
section. What appears in the Selected Attributes section should appear on the 
ESI webform. On the chosen collection, select a few attributes. 

Verify with the ESI that once saved 
the selected attributes are shown on 
the ESI webpage for a granule of that 
collection. 

 

10 For the collection selected above select a really low value of the Select 
Timeout Seconds. This can be achieved by changing the timeout file of that 
service(Please consult with the Data Access admin for help and location of 
the config file). Once done, select a granule of that collection in the ESI 

Verify that if a very low timeout value 
has been selected the timeout is indeed 
working, i.e. it times out when 
processed. 
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# Action Expected Result Notes 
website for processing. The granule should fail if the timeout is sufficient 
enough. 

11 As a final step select any other options on the config page as part of the 
already confugired collections from previous steps. Any selected scenario 
should reflect on the ESI webform. 

Verify that any changes made on the 
Configuration GUI are reflected on the 
webform 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
Verify that the full list of objects, fields, and bands are populated for the collection. 
 
Verify that it is possible to configure different collections to use different tools for processing. 
 
Verify that it is possible to configure collections to offer each of the processing options listed in a. through f. 
 
Verify that it is possible to configure collections to not offer each of the processing options listed in a. through f. 
 
Verify that it is not possible to configure HEG processing of HDF-EOS objects and dimensions that cannot be subsetted or processed by HEG. Verify that it is 
possible to make available processing of HDF-EOS objects and dimensions that cannot be subsetted or processed by HEG if the tool is anything other than HEG.  
 
Verify that the documents returned match the corresponding schema and contain the complete and correct description of the processing options for these collections. 
 
Verify that the documents returned for the collection level and analogous granule level requests are identical for each collection with the exception of the request for the granule processing options which 
did not contain all of the bands. 
 
Verify that for the request made on the granule with the missing bands the document returned does not contain those bands, but does contain the remaining available bands. 
 
  
 

1032 DP_81_02_TP012 OMS INVOCATION OF HEG TOOL ADAPTER (ECS-ECSTC-3442) 

DESCRIPTION: 
Test Case ID - 130 
 
  
 
Submit the following order requests via the SDPS Web Service: 
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a.)  Single granule specifying spatial subsetting, band subsetting, reformatting, reprojection, and resampling 
 
b.)  Order for 2 granules each for 3 collections - processing options for the 6 granules should match the following : 
 

1. Spatial subsetting, band subsetting, reformatting, reprojection, and resampling 
 

2. Spatial subsetting only 
 

3. Band subsetting only 
 

4. Reformatting only 
 

5. Resampling only 
 

6. Reprojection and resampling 
 
 

PRECONDITIONS: 
Collections must be configured and contain the number of required public granules needed for the test. 
 
STEPS:   
# Action Expected Result Notes 
1 To perform this test select three collections, one of which should be swath 

and at least one should be grid. Once you have selected your collections, 
select two HEG-able granules from each collection. 

The collections and granules have 
been selected. 

 

2 To complete the first part a) of the test select one of the granules thru the 
online WEB gui and process it using the spatial subsetting, band subsetting, 
reformatting, reprojection, and resampling options. 

Verify that the the order has been 
submitted, shown on the OMS Gui 
and processed thru the stages 

 

3 For part b, submit 2 granules for 3 collections, and then perform the actions 
outlined below. This totals equal to 30 orders<br />b.)  Order for 2 granules 
each for 3 collections - processing options for the 6 granules should match the 
following :<br />1. Spatial subsetting, band subsetting, reformatting, 
reprojection, and resampling<br />2. Spatial subsetting only<br />3. Band 
subsetting only<br />4. Reformatting only<br />5. Resampling only<br />6. 
Reprojection and resampling<br />Note: Alternatively one can use the 
attached urls to generate the requests. There are 3 collections selected, with 

Once the orders have been submitted 
verify that no error is observed on the 
Web Gui. Next verify that the order 
have been seen on the OMS GUI 
under Request management -&gt; 
Distribution Requests.<br />Next 
verify that the orders have gone thru 
all the stages and verify that there are 
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# Action Expected Result Notes 
all urls generated. One could also run a wget script which can execute all the 
urls at once and process the granules 

no orders gone to operator 
interventions. To verify that the 
granules have been processed 
correctly verify that with the 
standalone HEG tool, in either Linux 
or Windows envionments 

4    

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
Verify that the SDPS Web Service submits the orders for OMS processing. 
 
Verify that OMS dispatches the request to the HEG Tool adapter via the SDPS-DAAC internal on-demand processing API. 
 
Verify that the HEG tool adapter executes the correct HEG executable and performs the correct processing based on the options provided by the request. 
 
Verify that the outputs produced are correct. 
 
Verify that the HEG tool adapter returns successful execution results in accordance with the SDPS-DAAC internal on-demand processing API. 
 
Verify that all OMS orders are shipped successfully. 
 
  
 

1033 DP_81_02_TP013 SDPS WEB API REQUEST ERROR HANDLING (ECS-ECSTC-3443) 

DESCRIPTION: 
Test Case ID - 30 
 
  
 
Attempt to cover the potential URL request errors exhaustively. Submit processing requests that have the following errors:  
 
a)      Syntax errors in any one of the URL components needed to formulate the requests in Test Case 10.  
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b)      Missing mandatory parameters (attempt to cover all mandatory parameters)  
 
c)      Data value errors in the URLs where the syntax is otherwise correct.  Examples: invalid bounding boxes; invalid projection parameter values; missing 
projection parameter values that are conditionally required.  
 
d)     Reference to object, field, and band names that do not exist for granules in that collection.  
 
e)     Reference to a non-existing granule.  
 
f)      Reference to a granule that is in the AIM/DPL inventory but whose files are not available on-line.  
 
g)      Reference to a collection not supported for HEG processing.  
 
h)      Reference to a capability that is not supported, e.g., a projection.  
 
  
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 This test will cover various error test case scenarious. Use the online ESI/EGI 

Webform to submit  the requests. Unless otherwise specified usy synchronous 
mode to process granules, and the wget EGI posted on the final processing 
page when submitting a granule. Alternatively for ESI testing one can use the 
attached urls in the spreadsheet which test all of the scenarious below.<br 
/>a)      Syntax errors in any one of the URL components needed to formulate 
the requests in Test Case 10. Just as it written select a parameter(i.e. 
FILE_IDS) and change the parameter's name. Do this for all the parameters 
that are part of the url and submit each individual request. 

Verify that whatever name you 
altered, i.e. not recognized by the 
system the appropriate error has been 
displayed. 

 

2 b)      Missing mandatory parameters <br />Submit a request which does not 
include any of teh following fields: <br />• FILE_IDS <br />•
 FILE_URLS<br />• DATASET_ID <br /> 

Verify that when submitted an error 
corresponding to what is missing is 
generated. 

 

3 c)      Data value errors in the URLs where the syntax is otherwise correct.  
Examples: invalid bounding boxes; invalid projection parameter values; 
missing projection parameter values that are conditionally required. <br />For 
this scenario one would have to create the conditions described on the above. 
An easy way to construct illegal values is to go outside of possible allowed 
values. Range of latitude is -90o to 90o, and longitude -1800 to -180o. 

Verify that for the error that is 
expected is actually produced and 
displayed. 
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# Action Expected Result Notes 
Providing custom values for projections that have those parameters as inputs 
will create an error. As for the bounding box(subsetting) an illegal coordinate 
would be again to fall outside of the coordinates that define the granule, or 
simply go over the extreme limits as outlined above. 

4 d)     Reference to object, field, and band names that do not exist for granules 
in that collection. <br />Just as described in prior steps change the name of a 
field, band and and objects. 

Verify that the appropriate error has 
been displayed 

 

5 e)     Reference to a non-existing granule. <br />This part of the test deals 
with the ?FILE_IDS= section of the url. All one has to do is to edit this to a 
non-existing GranuleId. 

Just as before verify that the correct 
error message has been displayed 

 

6 f)      Reference to a granule that is in the AIM/DPL inventory but whose files 
are not available on-line. <br />For this scenario, when a granule has been 
ingested in AIM, it really means to delete, or for test purposes rename the 
filename of the granule on the AIM machine. A possible route is to rename 
the granule filename, and then run the url, and once an error has been 
observed to then change the name of the granule file to the original name. 

Just as scenarios before verify that you 
are seeing the error that you are 
supposded to see. It should describe 
what went wrong. 

 

7 g)      Reference to a collection not supported for HEG processing. <br />This 
section deals with a collection that is not supported by the HEG. The 
collections that are supported currently by the HEG tool are outlined on the 
following webpage:<br 
/>http://newsroom.gsfc.nasa.gov/sdptoolkit/HEG/HEGProductList.html<br 
/>Choosing a collection that is not part of that list would have to create an 
error. One would also have to explicitly create the url since the web form 
only contains HEGable collections. To create the url obtain the GranuleId 
from EcInDb..AmGranule. Select a granule that is part of a collection not 
listed on the page above.<br /><br /> 

Once the urls have been generated and 
run, expect to see errors displaying 
what went wrong. THe errors should 
be fairly descriptive 

 

8 h)      Reference to a capability that is not supported, e.g., a projection. <br 
/>As in case g), there are certain capabilities that are not supported for certain 
granules, so for those granules one has to select capabilities that are part of 
the url but unsupported by the HEG. Alternatively one could also chose a 
fake projection name. The Heg server should fail. 

As before verify that you obtain a 
descriptive error of what happened. 

 

9 For al of the processed requests above do at least 5-7 requests by using the 
gdal procesing tool. This can be achieved by selecting the gdal from the 
processing tool dropdown on the main form of the granule. This will simulate 
alternate internal API requests provided for in S-DPL-x0375. 

Verify that you observe the same 
errors that you have observed with the 
HEG processing tool. There should be 
no distinctive difference. 
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TEST DATA: 
 
EXPECTED RESULTS: 
Verify that the correct error response is returned. Though the test may use mostly one of the internal API implementations specified in S-DPL-x0375, repeat 
several (at least two) of the test cases using an alternate internal API implementations provided for in S-DPL-x0375. 
 

1034 DP_81_02_TP018 ORDERING WITH PROCESSING INSTRUCTIONS (ECS-ECSTC-3444) 

DESCRIPTION: 
Test Case ID - 200  
 
   
 
Submit one FTP Pull and one FTP push order using Reverb such that processing is requested for granules from two different collections.  Ensure that a different 
backend service is to be invoked for the two different collections.  Ensure one of the orders includes granules for processing and also granules for which no 
processing is to be performed. 
 
   
 
Note:  For Increment III it is sufficient to use a simulator to submit the orders rather than Reverb, but in Increment IV Reverb must be used.  
 
PRECONDITIONS: 
Collections must be configured such that the two collections use different backend services for processing. 
 
Granules must be available for ordering for the two collections - if using Reverb the granules must be exported to ECHO. 
 
Performance logging needs to be enabled and the operations log level must be set appropriately to verify logging requirements. 
 
STEPS:   
# Action Expected Result Notes 
1 To perform this test select two collections. One collection should be 

HEGABLE and the other collection should be processable by GDAL. Choose 
2 granules from the HEGABLE Collection and 3 granules from the GDAL 
Collection 

The Collections and granules should 
be selected 

 

2 Create an FTP Push order for One granule from the HEGABLE Collection 
and one granule from the GDAL collection. Apply HEG processing to the 
first granule and GDAL processing(convert to JPEG) to the second granule. 
Create an FTP Pull order for the remaining 3 granules. Apply HEG 

For Increment 3, We create 2 request 
properties files that have the 
appropriate information. 
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# Action Expected Result Notes 
processing to the remaining HEGABLE Granule. Apply GDAL 
processing(convert to JPEG) to one on the remaining granules and no 
processing on the last granule. 

3 Submit The FTP Push Request. For increment 3 the command would look 
like EcDmEwocTestClientStart DEV01 f4eil01 22500 
FTPPushRequest.properties n<br /><br />Verify that the orders are submitted 
to EWOC and the processing instructions are received.<br /> 

Check that you get the an Order ID 
back and the following:<br 
/>SubmitAcknowledgement.SubmitAc
ceptance is present<br 
/>SubmitAcknowledgement.OrderRej
ection is not present<br 
/>SubmitAcknowledgement.ProviderT
rackingId : &lt;orderid 
eg.0600114795&gt;<br 
/>SubmitAcknowledgement.StatusInf
ormation : Order received 

 

4 Verify that EWOC submits both orders to OMS in the same fashion (ie they 
are both placed in the same<br />queue, the orders are not treated differently 
by EWOC as a result of using two different backend services). 

In the OMS GUI, verify that only one 
request is created and that the request 
details show both granules. 

 

5 Verify that OMS submits all processing requests via the SDPS-DAAC 
Internal On-Demand Processing API. 

Check in the OMS logs that it calls the 
Internal processing requests for 
HEGService and GDAL 

 

6 Verify that all granules complete successfully and the orders complete 
successfully. 

In the OMS GUI Check that the 
request goes to the Shipped state 

 

7 Verify that the outputs for the FTP push request are successfully delivered 
after all of the granules have<br />been processed. 

Check the FTP push destination and 
make sure all files are there. 

 

8 Verify that the distribution request size for the order accounts for the total 
size of the output data once the<br />processing has completed (i.e. for 
processed granules ensure that the size of the outputs is used to calculate<br 
/>the order size and not the size of the inputs). 

Add up the sizes of the files in the 
FTP push destination for the granules. 
Make sure the size is equal to the 
output size of the granule stated in the 
OMS GUI 

 

9 Verify that any temporary files OMS created in support of processing are 
cleaned up after the orders have<br />been successfully processed.<br /><br 
/>NOTE: that OMS may not generated temp files for processing requests, in 
which case this step can be ignored. 

Find what temporary files OMS 
creates and make sure the are no 
longer there after the request is 
shipped. 

 

10 Verify the following operations are logged - dispatching of a processing 
request, completion of a processing<br />request, starting work on a 
distribution request involving processing, completing work on a 
distribution<br />request involving processing, sending a DN for a 
distribution request involving processing 

Check the OMS log file and make sure 
all steps mentioned are logged. (log 
file usually located at 
/usr/ecs/DEV01/CUSTOM/logs/EcOm
OrderManager.ALOG )<br /> 
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# Action Expected Result Notes 
11 Verify all items listed in S-OMS-x0370 are logged for each processing 

request. 
Check the OMS log file and make sure 
all items are logged. 

 

12 Verify entries are present in the performance log which can be used to 
determine the execution time of<br />individual processing requests. 

Check the OMS performance log. 
Make sure you can tell how long it 
took to process the individual requests. 

 

13 Submit The FTP Pull Request. For increment 3 the command would look like 
EcDmEwocTestClientStart DEV01 f4eil01 22500 FTPPullRequest.properties 
n<br /><br />Verify that the orders are submitted to EWOC and the 
processing instructions are received. 

Check that you get the an Order ID 
back and the following:<br 
/>SubmitAcknowledgement.SubmitAc
ceptance is present<br 
/>SubmitAcknowledgement.OrderRej
ection is not present<br 
/>SubmitAcknowledgement.ProviderT
rackingId : &lt;orderid 
eg.0600114795&gt;<br 
/>SubmitAcknowledgement.StatusInf
ormation : Order received 

 

14 Verify that EWOC submits both orders to OMS in the same fashion (ie they 
are both placed in the same<br />queue, the orders are not treated differently 
by EWOC as a result of using two different backend services). 

In the OMS GUI, verify that only two 
request s are created and that one 
request details show both granules that 
have processing applied and the other 
request has the granule without 
processing. 

 

15 Verify that OMS submits all processing requests via the SDPS-DAAC 
Internal On-Demand Processing API. 

Check in the OMS logs that it calls the 
Internal processing requests for 
HEGService and GDAL 

 

16 Verify that all granules complete successfully and the orders complete 
successfully. 

In the OMS GUI Check that both 
requests go to the Shipped state 

 

17 Verify that a DN is delivered once the processing of all granules has 
completed for the FTP pull order (and<br />verify that the DN is not queued 
until all processing has completed). 

Check that you receive an email for 
each of the 2 requests stating that your 
order is complete. The 2 requests 
should have the same orderid<br 
/>Verify that the DN email contains 
the input granule ID and URL where 
the user can obtain the status of the 
order. 

 

18 Verify that the distribution request size for the order accounts for the total 
size of the output data once the<br />processing has completed (i.e. for 
processed granules ensure that the size of the outputs is used to calculate<br 

Add up the sizes of the files in the 
FTP pull location for the granules. 
Make sure the size is equal to the 
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# Action Expected Result Notes 
/>the order size and not the size of the inputs). output size of the granule stated in the 

OMS GUI 
19 Verify that any temporary files OMS created in support of processing are 

cleaned up after the orders have<br />been successfully processed. 
Find what temporary files OMS 
creates and make sure the are no 
longer there after the request is 
shipped. 

 

20 Verify the following operations are logged - dispatching of a processing 
request, completion of a processing<br />request, starting work on a 
distribution request involving processing, completing work on a 
distribution<br />request involving processing, sending a DN for a 
distribution request involving processing 

Check the OMS log file and make sure 
all steps mentioned are logged. 

 

21 Verify all items listed in S-OMS-x0370 are logged for each processing 
request.<br /> 

Check the OMS log file and make sure 
all items are logged. 

 

22 Verify entries are present in the performance log which can be used to 
determine the execution time of<br />individual processing requests. 

Check the OMS performance log. 
Make sure you can tell how long it 
took to process the individual requests. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
Verify that the orders are submitted to EWOC and the processing instructions are received.  
 
Verify that EWOC submits both orders to OMS in the same fashion (ie they are both placed in the same queue, the orders are not treated differently by EWOC as 
a result of using two different backend services). 
 
Verify that OMS submits all processing requests via the SDPS-DAAC Internal On-Demand Processing API. 
 
Verify that all granules complete successfully and the orders complete successfully. 
 
Verify that a DN is delivered once the processing of all granules has completed for the FTP pull order (and verify that the DN is not queued until all processing 
has completed). 
 
Verify that the DN contains the input granule ID and URL where the user can obtain the status of the order.  
 
Verify that the outputs for the FTP push request are successfully delivered  after all of the granules have been processed. 
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Verify that the distribution request size for both orders accounts for the total size of the output data once the processing has completed (i.e. for processed granules 
ensure that the size of the outputs is used to calculate the order size and not the size of the inputs). 
 
Verify that any temporary files OMS created in support of processing are cleaned up after the orders have been successfully processed. 
 
Verify the following operations are logged - dispatching of a processing request, completion of a processing request, starting work on a distribution request 
involving processing, completing work on a distribution request involving processing, sending a DN for a distribution request involving processing 
 
Verify all items listed in S-OMS-x0370 are logged for each processing request. 
 
Verify entries are present in the performance log which can be used to determine the execution time of individual processing requests. 
 
  
 

1035 DP_81_02_TP001 SUBMIT ESI PROCESSING REQUESTS (ECS-ECSTC-3445) 

DESCRIPTION: 
Test Case ID - 10 
 
  
 
Submit at least 50 and no more than 100 processing requests via the External Web API.  Request the return of URLs pointing to the output files. Cover the 
processing options below (the list below can be expanded to list the precise set of requests to be submitted):  
 
a)      Spatial subsetting to an LLBOX with which the target granule overlaps without data subsetting.  
 
b)      Data subsetting at the object level, at the field level, and at the band level with and without spatial subsetting.  
 
c)      Re-projection to a projection that is valid for the target collection and granule, covering all types of projections as part of this test, with and without spatial 
and data subsetting  
 
d)     Resampling employing all resampling parameters that are offered by the API, covering granules that were spatially and data subsetted and re-projected, as 
well as some granules to which not all of these conditions apply.  
 
e)      Re-formatting to GeoTIFF, including multi-band GeoTIFF, as well as leaving the result in HDF-EOS format.  
 
f)       No change, i.e., obtaining the original granule without modification.  
 
PRECONDITIONS: 
For this test use at least two granules each from the following categories, including both public and hidden granules:  
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AMSR: AE_DySno, AE_L2A, AE_Ocean, AE_SI12  
 
NSIDC MODIS: MOD10A1, MOD10A2, MOD10CM, MYD10_L2, MYD_29.5, MYD29P1N  
 
Current EDC MODIS collections and at least one current MISR collection for each of the MISR processing levels L1B, 2, and 3 shall also be used in this test. 
 
STEPS:   
# Action Expected Result Notes 
1 Before starting this test go to the Data Access Configuration Interface 

website. 
Verify that the collections that are to 
be processed are added as a part of a 
service. If they are not refer to the ITP 
that shows on how to add an existing 
collection to a service. Once verified 
that the collection is part of a service, 
it can be processed. 

 

2 Using the ESI/EGI website, submit at least 50 and no more than 100 
processing requests via the External Web API(refer to the Pre-Conditions to 
see a list of Collections that need be tested).  Request the return of URLs 
pointing to the output files. Over all of the requests divide them equaly 
amongst the next 6 processing steps. Using a working processing tool part of 
the ESI website, cover the processing option below:<br />a)      Spatial 
subsetting to an LLBOX with which the target granule overlaps without data 
subsetting. This can be achieved by putting values in the Spatial Subset 
section of the form. 

Verify that the processing for a 
granule under the listed collections 
executes and processes with no errors. 
Also verify that the correctness of the 
result matches the one produced by the 
HEG standalone tool. To install the 
standalone tool and learn how to use it 
navigate to 
http://newsroom.gsfc.nasa.gov/sdptool
kit/HEG/HEGHome.html 

 

3 Using a working processing tool part of the ESI website, cover the processing 
option below:<br />b)      Data subsetting at the object level, at the field level, 
and at the band level with and without spatial subsetting. This option can be 
achieved by selecting any options from the Bands section tree of a granule 
processing. Try a number of options for each granule 

Just as in the preceding step verify that 
there are no errors produced. Also 
verify that the corectness of the 
images produced(select GeoTiff in the 
Formats Option of the form) matches 
the picture produced from the 
standalone tool. 

 

4 Using a working processing tool part of the ESI website, cover the processing 
option below:<br />c)      Re-projection to a projection that is valid for the 
target collection and granule, covering all types of projections as part of this 
test, with and without spatial and data subsetting. This step can be done by 
selecting any of the projections outlined on the ESI webform. If no 
parameters are put in the parameter boxes then the defaults will be chosen. 
Try to cover all scenarios, with empty boxes as well as boxes filled in with 

Verify that there are no errors 
produced. Also verify that the 
corectness of the images 
produced(select GeoTiff in the 
Formats Option of the form) matches 
the picture produced from the 
standalone tool. The images produced 
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# Action Expected Result Notes 
custom parameters. for the same granule but with different 

projections should differ. Verify that 
this is the case. 

5 Using a working processing tool part of the ESI website, cover the processing 
option below:<br />d)     Resampling employing all resampling parameters 
that are offered by the API, covering granules that were spatially and data 
subsetted and re-projected, as well as some granules to which not all of these 
conditions apply. <br />This option really combined all of the three steps 
above. Try and combine what was done before in one request. 

Verify that there are no errors 
produced. Also verify that the 
corectness of the images 
produced(select GeoTiff in the 
Formats Option of the form) matches 
the picture produced from the 
standalone tool. The images produced 
for the same granule but with different 
resampling options should differ. 
Verify that this is the case. 

 

6 Using a working processing tool part of the ESI website, cover the processing 
option below:<br />e)      Re-formatting to GeoTIFF, including multi-band 
GeoTIFF, as well as leaving the result in HDF-EOS format. This option can 
be achieved by selecting GeoTiff from the Format dropdown. Try a few 
granules with both options only. Everything else should be left at its defult 
state. 

Verify that there are no errors 
produced. 

 

7 Using a working processing tool part of the ESI website, cover the processing 
option below:<br />f)       No change, i.e., obtaining the original granule 
without modification.<br />Process a granule with just the default options 
produced on the ESI form. Nothing should be selected 

Verify that there are no errors 
produced. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
For each of these cases, verify that the resulting HEG executions are correct, for example, by verifying that the HEG parameter file is correct and the correct 
executable will be invoked; or by verifying the resulting outputs against the result of the same HEG processing requests performed via the current software.  
 
Verify that the correct URLs are returned. 
 

1036 DP_81_02_TP004 ESI HEG PROCESSING ERRORS (ECS-ECSTC-3446) 

DESCRIPTION: 
Test Case ID - 30 
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Submit requests that will result in HEG processing errors or no outputs.  Use the list of NCRs and HEG improvements made to recognize such errors as a guide 
to complete the list below. Examples:  
 
a)      Geographic subsetting for an area not covered by the granule in question.  
 
b)      Re-projections with parameters that are invalid given the geographic coverage of the granule.  
 
c)      Subsetting for bands that cannot be subsetted.  
 
d)     The HEG tool adapter cannot be contacted.  
 
e)      The HEG tool command fails. The HEG tool execution times out. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Note, all requests in this test should be submitted to the EGI service as 

either synchronous or asycnchronous requests.  The easiest way to build 
requests is to use the ESI inventory drilldown and then click the EGI link or 
use the provided wget command line.</i> 

 #comment 

2 Submit requests that will result in HEG processing errors or no outputs.<br 
/>a)      Geographic subsetting for an area not covered by the granule in 
question. <br />For this part first find teh granule to be used for this test.  Use 
the Simple Inventory Interface to get some information about the granule: e.g.  
http://f4hel01:22500/SimpleInventoryInterface_DEV01/geofile/290275.xml 
for granule 290275 in the DEV01 mode. The elements in the XML named 
BBox will list the allowable bounding box dimensions for this granule.    Any 
requests for subsetting outside of those coordinates would produce an error 
since the granule does not have that information. 

The maximum allowed bounding box 
has been determined for the granule. 

 

3 Submit a request to EGI with coordinates that fall outside of the granule's 
range. 

The request should fail and an error 
message should be produced. 

 

4 b)      Re-projections with parameters that are invalid given the geographic 
coverage of the granule. This part deals with a reprojection to a different 
projection with invalid selected parameters. Such examples could be selecting 
negative numbers or out of bounds values for otherwise bounded parameters. 

The ESI website produces an error 
showing what went wrong. 

 



 

2934 
 

# Action Expected Result Notes 
For more help on selecting those values contact the HEG administrator.<br 
/>When ready head over to the ESI website and submit a valid granule 
processing with a re-projection to a different projection by selecting a 
projection and supplying invalid projection values. 

5 c)      Subsetting for bands that cannot be subsetted.  <br />For this part of the 
test select a band that is not supported for the granule. For more datails on 
selecting one contact the HEG support specialist. One example is the 
AE_Ocean collection, the Position_in_Orbit and Scan_quality_flag bands. 

When processing an error is seen 
displaying what the problem is. 

 

6 d)     The HEG tool adapter cannot be contacted. <br />In order to do this 
stem one would have to stop the HegService tool adapter from the Tomcat 
Manager. Open the Tomcat Manager GUI for the mode that you are working 
for and find HegService_&lt;MODE&gt;. Click on the stop link to stop the 
tool adapter. Once the tool adapter has been stopped navigate back to the ESI 
website and try to process a granule. 

Since the tool adapter has been 
stopped the granule should not be 
processed and a valid error message 
should be returned. 

 

7 e)      The HEG tool command fails. The HEG tool execution times out.<br 
/>For this part select a granule that is part of collection that will take 
processing for a long enough time so that the HEG systems times out.  If 
necessary set the timeout value sufficiently low in the HegService properties 
file such taht teh execution will not complete in the allowed time. 

The system will produce the 
appropriate error - it will time out. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
Verify that the Internal API returns:  
 
a)   A correct classification of the error 
 
b)   An error description 
 

1037 DP_81_02_TP009 SIMPLE INVENTORY INTERFACE (ECS-ECSTC-3447) 

DESCRIPTION: 
Test Case ID - 100 
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Submit at least two requests for each type of SDPS inventory information supported by the simplified ‘SDPS Inventory Web API’, using that API:  
 
a)      Granule inventory information 
 
b)      Service information 
 
c)      Granule HDF information 
 
  
 
Also submit requests that will result in these errors:  
 
a)      Requests for information about a granule that is not in the AIM/DPL inventory  
 
b)      Requests for a service that is not configured in ESI 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Submit at least two requests for granule inventory information by pointing 

your browser to: 
http://&lt;host&gt;:&lt;port&gt;/SimpleInventoryInterface_&lt;MODE&gt;/g
ranule/&lt;GranuleId&gt;.xml 

verify that you get a response 
containing XML conforming to the 
schema defined by 
http://newsroom.gsfc.nasa.gov/esi/8.1/
schemas/SimpleInventoryInterface.xsd 
and 
http://newsroom.gsfc.nasa.gov/esi/8.1/
schemas/doc/sii/index.html .  Verify 
that the information in this XML 
validates against the schema and is 
correct. 

 

2 Submit at least two requests for Service information by pointing your browser 
to 
http://&lt;host&gt;:&lt;port&gt;/SimpleInventoryInterface_&lt;MODE&gt;/s
ervice/&lt;Service name&gt;.xml 

Verify that you get an XML response 
containing information about the 
specified ESI service.  There is 
currently no XML schema defined for 
this response, but verify that it is well 
formed XML and looks like :                  
&lt;ServiceInfo&gt;&lt;Service&gt;&l
t;ServiceId&gt;1&lt;/ServiceId&gt;&lt
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# Action Expected Result Notes 
;Name&gt;HEG&lt;/Name&gt;&lt;De
scription&gt;HDF-EOS to GeoTiff 
Converter(HEG)&lt;/Description&gt;
&lt;ServicePath&gt;http://f4hel01:225
00/HegService_DEV01&lt;/ServicePa
th&gt;&lt;RequestType&gt;sync&lt;/
RequestType&gt;&lt;MaxActiveAsyn
cJobs&gt;4&lt;/MaxActiveAsyncJobs
&gt;&lt;MaxActiveSyncJobs&gt;4&lt
;/MaxActiveSyncJobs&gt;&lt;Timeou
t&gt;30&lt;/Timeout&gt;&lt;AllowTe
mporalFlag&gt;N&lt;/AllowTemporal
Flag&gt;&lt;AllowSpatialFlag&gt;Y&
lt;/AllowSpatialFlag&gt;&lt;Host&gt;i
4oml01:45443&lt;/Host&gt;&lt;/Servi
ce&gt;&lt;/ServiceInfo&gt; 

3 Submit at least two requests for Granule HDF information by pointing your 
browser to 
http://&lt;host&gt;:&lt;port&gt;/SimpleInventoryInterface_&lt;MODE&gt;/g
eofile/&lt;granuleId&gt;.xml 

Verify that you get an XML response 
containing information information 
about the contents of the HDF file(s) 
associated with the specified granule.  
.  There is currently no XML schema 
defined for this response, but verify 
that it is well formed XML and looks 
like :  
&lt;geoFileInfo&gt;&lt;File_URL&gt;
http://f4hel01:22500/getfile_DEV01?F
ILE_URLS=/datapool/DEV01/user/FS
2/MOST/MOD10CM.005/2010.03.01/
MOD10CM.A2010060.005.20100962
15323.hdf&lt;/File_URL&gt;&lt;For
mat&gt;HDF4&lt;/Format&gt;&lt;Dat
aObject&gt;&lt;Subset_Data_Layer&
gt;MOD_CMG_Snow_5km:Snow_Co
ver_Monthly_CMG&lt;/Subset_Data_
Layer&gt;&lt;Projection&gt;GEOGR
APHIC&lt;/Projection&gt;&lt;Projecti
on_Parameters/&gt;&lt;BBox&gt;-
90.0, -180.0, 90.0, 
180.0&lt;/BBox&gt;&lt;DataOrg&gt;
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# Action Expected Result Notes 
EOS_GRID&lt;/DataOrg&gt;&lt;hega
ble&gt;true&lt;/hegable&gt;&lt;/Data
Object&gt;&lt;DataObject&gt;&lt;Su
bset_Data_Layer&gt;MOD_CMG_Sn
ow_5km:Snow_Spatial_QA&lt;/Subse
t_Data_Layer&gt;&lt;Projection&gt;G
EOGRAPHIC&lt;/Projection&gt;&lt;
Projection_Parameters/&gt;&lt;BBox
&gt;-90.0, -180.0, 90.0, 
180.0&lt;/BBox&gt;&lt;DataOrg&gt;
EOS_GRID&lt;/DataOrg&gt;&lt;hega
ble&gt;true&lt;/hegable&gt;&lt;/Data
Object&gt;&lt;/geoFileInfo&gt; 

4 Submit a request for granule inventory information for a non existant granule 
by pointing your browser to : 
http://&lt;host&gt;:&lt;port&gt;/SimpleInventoryInterface_&lt;MODE&gt;/g
ranule/&lt;GranuleId&gt;.xml  where &lt;GranuleId&gt; refers to a granule 
that is not in the inventory. 

Verify that an error is returned 
indicating that the specified granule 
was not found 

 

5 Submit a request  for Service information for a non existant granule by 
pointing your browser to 
http://&lt;host&gt;:&lt;port&gt;/SimpleInventoryInterface_&lt;MODE&gt;/s
ervice/&lt;Service name&gt;.xml where Service name is not a configured 
service in ESI. 

Verify that an error is returned 
indicating that the specified service 
was not found 

 

6 Submit a request for Granule HDF information for a non existant granule by 
pointing your browser to 
http://&lt;host&gt;:&lt;port&gt;/SimpleInventoryInterface_&lt;MODE&gt;/g
eofile/&lt;granuleId&gt;.xml where granuleId is nto a valid granul ein the 
inventory. 

Verify that an error is returned 
indicating that the specified granule 
was not found 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
Verify the correctness of each result 
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1038 DP_81_02_TP030 SDPS WEB API REQUEST CLEANUP (ECS-ECSTC-3448) 

DESCRIPTION: 
Test Case ID - 340 
 
  
 
Configure the interval for keeping SDPS Web API outputs to 1 day. 
 
Submit an on-demand processing request. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Go to the HEG Data Access Configuration Interface in the mode that you are 

operating in and click on the Application Configuration tab. Configure the 
interval for keeping SDPS Web API outputs( REQUEST_CLEANUP_AGE) 
to 1 day and the cleanup interval (REQUEST_CLEANUP_INTERVAL) to 1 
hour. 

The interval SDPS Web API time 
limit has been set 

 

2 Next open the ESI website and select a valid HEGable granule to process. 
Process the granule as normal. 

Verify that a message has been seen in 
the output the displays that the user 
has 1 day to retrieve the output file. 
Also there should not be any errors in 
the output. Further verify that the 
output file shown in the output is 
present in the file system, as well as 
present as a download link.(Do not 
close the page, will be needed in step 
5) 

 

3 For this step do asynchronous request by using an EWOC request(for 
assistance look at DP_81_02_TP019 Processing Services Operator 
Interventions). 

Once the EWOC request has been 
executed verify that the output file is 
present, an email has been received, 
the granule request has been observed 
in the OMS GUI. 

 

4 Wait 1 day (or find a request that was completed &gt;= 1 day ago) Verify that the cleanup age has passed  
5 Go back to the file system and try to find the output files generated from step 

2 and 3 
The files should not be found. They 
should be deleted. Verify that also by 
clicking on the download link from 
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# Action Expected Result Notes 
step 2 (can also be retrieved by going 
to 
&lt;egi_URL&gt;/request/&lt;requestI
D&gt;) the browser should produce a 
file not found error 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
Verify that information is presented to the user specifying that the outputs will be unavailable after 1 day. 
 
Verify that prior to 3 hours the files are available and accessible via the download link. 
 
Verify that the outputs are removed from the file system after 1 day has passed (it is acceptable for the removal from disk to take up to 10 minutes). 
 
Verify that clicking on the download link after the files have been removed results in an error indicating the files are not present. 
 
  
 

1039 DP_81_02_TP031 SDPS WEB API ASYNCHRONOUS REQUESTS (ECS-ECSTC-3449) 

DESCRIPTION: 
Test Case ID - 350 
 
  
 
Submit several asynchronous web requests.  Ensure that the requests will take enough time to complete to allow for monitoring.  Ensure that at least one but not 
all requests specify email notification. 
 
  
 
Submit one asynchronous web request which exceeds the configured request size limitation. 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 In the Data Access GUI, go to the Application Configuration tab.  Expand the 

EGI config group. Set the 
&quot;MAX_GRANS_SINGLE_ASYNC_REQUEST&quot; parameter to a 
value low enough that you can submit a request with more granules than this 
limit.  Note that MAX_GRANS_FOR_SYNC_REQUEST is already set to 1.  
This value should not be changed. 

Verify that it is possible to configure 
an asyncronous request size limitation. 
And that the synchronous request size 
limitation is hard coded to 1. 

 

2 <i>In order to submit the requests listed in the below steps, use the ESI 
interface to drill down, select granule(s), and build a request.    After clicking 
submit on the form, you will be presented with a number of links.  Click the 
EGI link for synchronous requests, or copy/paste the provided wget command 
line into a terminal for async requests.</i> 

 #comment 

3 Submit several asynchronous web requests with granule counts not exceeding 
the configured &quot;MAX_GRANS_SINGLE_ASYNC_REQUEST&quot; 
value.  Ensure that the requests will take enough time to complete to allow for 
monitoring.  Ensure that at least one but not all requests specify email 
notification. 

Verify that providing an email address 
can be included in an asynchronous 
web request. 

 

4 View the immediate response to the request, either in the browser or on the 
command line, depending on how the request was submitted. 

Verify that all of the requests receive 
request tracking information in the 
immediate request response, 
regardless of whether an email address 
is specified in the request. 

 

5 Check the inbox of the email address that was provided in the requests. Verify that all of the requests 
specifying email notification receive a 
request acceptance email which 
includes a request identification. 

 

6 Go to the Monitoring tab of the  Data Access GUI Verify that the Data Access GUI 
displays all of the requests currently in 
progress including which backend 
services are being used for the request, 
number of granules, and current state. 

 

7 Wait a few minutes and then once again check the inbox for the email address 
used in the requests 

Verify that all of the requests 
specifying email notification receive 
an email on completion of the request 
which includes the request 
identification and download link(s). 

 

8 Check the Monitoring tab of the Data Access GUI Verify that all requests below the 
request size limitation complete 
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# Action Expected Result Notes 
successfully. 

9 Submit one asynchronous web request which exceeds the configured request 
size limitation. Note that for this request you have to submit this 
Asynchronous request through the webpage by clicking on the &quot;Submit 
POST to EGI&quot; button. 

Verify that the request exceeding the 
request size limitation is rejected with 
an appropriate error message and not 
queued for processing. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
Verify that it is possible to configure a request size limitation. 
 
Verify that providing an email address can be included in an asynchronous web request. 
 
Verify that the Data Access GUI displays all of the requests currently in progress including which backend services are being used for the request, number of 
granules, and current state. 
 
Verify that all requests below the request size limitation complete successfully. 
 
Verify that the request exceeding the request size limitation is rejected with an appropriate error message and not queued for processing.  
 
Verify that all of the requests specifying email notification receive a request acceptance email which includes a request identification. 
 
Verify that all of the requests receive request tracking information in the immediate request response, regardless of whether an email address is specified in the 
request.  
 
Verify that all of the requests specifying email notification receive an email on completion of the request which includes the request identification and download 
link(s). 
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1040 DP_81_02_TP033 SDPS WEB API SUSPEND AND RESUME REQUEST ACCEPTANCE (ECS-
ECSTC-3450) 

DESCRIPTION: 
Test Case ID - 370 
 
  
 
Suspend the acceptance of requests via the SDPS Web API for two collections. 
 
Submit one request for each of the two suspended collections and submit at least one request for two collections that are not suspended. 
 
Perform Verification Set 1. 
 
Suspend the acceptance of all requests via the SDPS Web API. 
 
Submit at least one request for each of the 4 collections used previously. 
 
Perform Verification Set 2. 
 
Resume the acceptance of requests via the SDPS Web API for the two collections. 
 
Submit at least one request for each of the 4 collections used previously. 
 
Perform Verification Set 3. 
 
Resume the acceptance of all requests via the SDPS Web API. 
 
Submit at least one request for each of the 4 collections used previously. 
 
Perform Verification Set 4. 
 
PRECONDITIONS: 
Need granules for at least four collections that can all be processed. 
 
STEPS:   
# Action Expected Result Notes 
1 Suspend the acceptance of requests via the SDPS Web API for two 

collections. This part can be achieved by going to the Configuration GUI, and 
Verify that after that has been done the 
services under that collection show as 
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# Action Expected Result Notes 
going to the Collection Configuration Tab. Select a collection that has 
ingested granules that appear on the ESI/EGI website. Right click on that 
collection, and select Disable all services. This will disable processing for the 
collection in question.<br /> 

greyed out. 

2 Perform Verification Set 1.<br />Suspend the acceptance of all requests via 
the SDPS Web API(Configuration GUI).<br />Submit at least one request for 
each of the 4 collections(2 disabled and 2 enabled) used previously. 

Verify that the requests for the two 
suspended collections are rejected 
with an appropriate error message.<br 
/>Verify that the requests for the two 
active collections complete 
successfully.<br />Verify that the Data 
Access GUI displays the correct status 
for each of the four collections (two 
suspended, two active). 

 

3 Perform Verification Set 2.<br />Resume(Enable) the acceptance of requests 
via the SDPS Web API for the two collections(the ones that were disabled in 
Step 2).<br />Submit at least one request for each of the 4 collections used 
previously. 

Verify that all requests have passed 
with an appropriate error message.<br 
/>Verify that the Data Access GUI 
displays the acceptance of all 
processing requests as suspended. 

 

4 Perform Verification Set 3.<br />Go back to the Config GUI and disable all 
four collections(see step 1).<br />Resume the acceptance of all requests via 
the SDPS Web API/EGI.<br />Submit at least one request for each of the 4 
collections used previously. 

Verify that all requests are rejected 
with an appropriate error message.<br 
/>Verify that the Data Access GUI 
displays the acceptance of all 
processing requests as suspended. 

 

5 Perform Verification Set 4.<br />Go back to the Config GUI and enable the 
four disabled collections in Step 4.<br />Run 4 ESI/EGI requests on granules 
that are part of that collection. 

Verify that the requests for all four 
collections complete successfully.<br 
/>Verify that the Data Access GUI 
displays all collections as active and 
the acceptance of processing requests 
as active. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
Verification Set 1: 
 
Verify that the requests for the two suspended collections are rejected with an appropriate error message. 



 

2944 
 

 
Verify that the requests for the two active collections complete successfully. 
 
Verify that the Data Access GUI displays the correct status for each of the four collections (two suspended, two active). 
 
  
 
Verification Set 2: 
 
Verify that all requests are rejected with an appropriate error message. 
 
Verify that the Data Access GUI displays the acceptance of all processing requests as suspended. 
 
  
 
Verification Set 3: 
 
Verify that all requests are rejected with an appropriate error message. 
 
Verify that the Data Access GUI displays the acceptance of all processing requests as suspended. 
 
  
 
Verification Set 4: 
 
Verify that the requests for all four collections complete successfully. 
 
Verify that the Data Access GUI displays all collections as active and the acceptance of processing requests as active. 
 

1041 DP_81_02_TP035 SDPS WEB API MONITORING, MANAGEMENT, AND REPORTING (ECS-
ECSTC-3451) 

DESCRIPTION: 
Test Case ID - 390 
 
  
 
Submit requests to the SDPS Web API such that there are requests processing throughout the duration of the test. 
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Perform verification set 1. 
 
Cause the HEG service to be unavailable. 
 
Perform verification set 2. 
 
Cause the HEG service to be available again. 
 
Verification set 3: 
 
Cause the HEG service to be available again. 
 
PRECONDITIONS: 
 
 
 
 
S-MSS-
x0010  

The SDPS System Monitoring, Event Detection, and Response Service shall allow DAAC staff to monitor the capacity demands for internal resources 
that are used to process web access requests submitted via the SDPS Web API [DESIRABLE: separately for accesses from ECHO/Reverb vs. others.].  

S-MSS-
x0020  

The SDPS System Monitoring, Event Detection, and Response Service shall allow DAAC staff to monitor the status (e.g., availability) of internal 
resources that are required to process web access requests submitted via the SDPS Web API.  

S-MSS-
x0030  

The SDPS System Monitoring, Event Detection, and Response Service shall be able to alert DAAC staff when internal resources that are required to 
process web access requests submitted via the SDPS Web API have become unavailable and clear such alerts when the availability of such resources 
has been restored.  

 
STEPS:   
# Action Expected Result Notes 
1 Submit requests to the SDPS Web API such that there are requests processing 

throughout the duration of the test.  For instance, submit a bunch or requests 
beforehand to build a queue, or have a script running which trickles requests 
in while performing the test.  The idea is to replicate a normal operational 
environment. 

Verify that requests are queued and 
processing in teh HEG service.  Verify 
that it is possible in hyperic to:<br />-
monitor the number of requests in 
progress for the HegService.<br />-
monitor the number of queued 
requests<br />-monitor the average 
completion time for requests<br />-
monitor the cpu and memory usage of 
the hosts where HegService, esi, egi, 
and other data access services are 
running.<br /> 
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# Action Expected Result Notes 
2 Cause the HEG service to be unavailable using either the tomcat manager or 

thru Hyperic. 
Verify that a hyperic alert is generated 
within one minute of the HEG service 
becoming unavailable and that:<br />-
The HEG Service status is displayed 
as unavailable in the Hyperic GUI. <br 
/>-An email has been dispatched and 
delivered from Hyperic.<br />- Shut 
down the hyperic Agent<br /> 

 

3 Cause the HEG service to be available again using either the tomcat manager 
or thru Hyperic. 

Verify that once started, the HEG 
service is shown as started in Hyperic 
with 100% availability.  <br />Verify 
that the alert is marked as fixed in the 
Hyperic GUI within one minute of the 
HEG service becoming available and 
that:<br />-The HEG Service status is 
displayed as available in the Hyperic 
GUI. <br />-An email has been 
dispatched and delivered from Hyperic 
indicating that the HEG Service is 
now available.<br />-Bring the 
hyperic Agent up 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
Use Hyperic for the verification steps 
 
  
 
Verification set 1: 
 
Verify that it is possible to monitor the number of HEG requests in progress. 
 
Verify that it is possible to monitor the memory usage and CPU usage of the host on which the HEG service, esi, egi, and other services are running. 
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Verification set 2: 
 
Verify that an alert is generated within one minute of the HEG service becoming unavailable. 
 
Verify that the HEG status is displayed as unavailable. 
 
  
 
Verification set 3: 
 
Verify that the alert is marked as fixed within one minute of the HEG service becoming available. 
 
Verify that the HEG status is displayed as available. 
 

1042 DP_81_02_TP036 EXPORT SDPS WEB API METRICS TO EMS (ECS-ECSTC-3452) 

DESCRIPTION: 
Test Case ID - 400 
 
  
 
Submit ESI requests for collections specified in test case 10 such that there are a combination of both synchronous and asynchronous web requests which require 
both the HEG and GDAL services.  In addition submit several OMS orders requesting processing using both the HEG and GDAL services. 
 
  
 
Run the EMS extraction utility and send the resulting flat file to EMS for verification. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>The first set of test procedures can be done locally without a crontab 

setup</i> 
 #comment 

2 Verify that the mode is configured to log Apache events.  <br />Make an 
Data Access request for processing.<br />Download the downloadURL in the 
response from ESIR.<br /> 

On the x4eil01 machine run:<br /><br 
/>grep CustomLog 
/usr/ecs/OPS/COTS/apache/conf/httpd
.conf | grep &lt;MODE&gt;<br /><br 
/>Check to make sure the file:<br 
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# Action Expected Result Notes 
/><br 
/>x4eil01:/usr/ecs/&lt;MODE&gt;/CU
STOM/data/DPL/EcDlDataAccessApa
che.log<br /><br />is updated with 
information pertainting to what you 
downloaded from ESIR. 

3 Run a series of Data Access requests through to capture the following 
scenarios from ESIR :<br /><br />1) Download of individual output files 
(SCIENCE and METADATA (.xml)) by clicking on downloadURL in 
request response. <br /><br />2) Download of gzip file containing all output 
files<br /><br />3) Modify the download URL by changing the filename to 
something that does not actually exist for a given request<br /><br />4) 
Specify an output file for a request that did not successfully process<br /><br 
/>Scenarios 1 and 2 should end up with EMS entries.  Scenario 3 and 4 
should not.  Be sure to actually download the files, not just view the links. 
Also make sure that you  save the download urls in a temporary location. 

  

4 Run the following scrip to read the entries in EcDlDataAccessApache.log 
into the EcInDb_&lt;MODE&gt;..AmDaTransfer database table.<br /><br 
/>x4eil01:/usr/ecs/&lt;MODE&gt;/CUSTOM/utilitiesEcDlDaRollupApacheL
ogs.ksh 

Verify that this script moved the data 
in :<br /><br 
/>x4eil01:/usr/ecs/&lt;MODE&gt;/CU
STOM/data/DPL/EcDlDataAccessApa
che.log<br /><br />to a similar file 
with a timestamp appended. The 
above file should now be zero bytes. 
<br />Also Verify the script populated 
AmDaTransfer by running the 
following sql in the 
EcInDb_&lt;MODE&gt; database:<br 
/><br />select * from AmDaTransfer 
where TransferDateTime &gt; 
dateadd(dd, -&lt;days since last time 
Apache log was imported into 
database&gt;, getdate()) 

 

5 Now run the EMS data extractor to create a flat file that can be exported to 
EMS:<br /><br 
/>x4spl01:/usr/ecs/&lt;MODE&gt;/CUSTOM/utilities/EcDbEMSdataExtract
or.pl -mode &lt;MODE&gt; -extracttype DistHTTP -startdate YYYYMMDD 
-enddate YYYYMMDD<br /><br />Where start date is yesterdays date and 
enddate is todays date. 
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# Action Expected Result Notes 
6 Now look at the flat file that was generated by the EMS script.  The location 

of this file can be found by running the following command in the mode's 
logs directory:<br /><br />grep Transfer *EMS*<br /> 

Verify that the flat file conforms to the 
specification located at:<br /><br 
/>http://newsroom.gsfc.nasa.gov/esi/d
ev/schemas/EMSDistribution.xsd<br 
/> 

 

7 For this part while keeping some of the download urls delete the granule and 
then retry the download request. 

Verify that the event is logged and that 
the granule has been deleted. 

 

8 <i>The tester will need to obtain EMS credentials in order to view the EMS 
metrics after export.</i> 

 #comment 

9    
10 Use these sql statements to validate the flat file created:<br /><br />select * 

from AmDaTransfer <br /><br /><br />select * from AmDaRequest where 
RequestId = (in the flat file)<br /><br />select * from AmDaJob where 
RequestId = <br /><br />select * from AmDaJobDetail where JobId = <br 
/><br />select * from AmDaOutputFile<br /><br />select JobVolumeRatio 
from EMSDistHTTPTransfer_View where RequestId = ''<br /> 

  

11 <i>This test is for End to End testing with EMS</i>  #comment 
12 Determine the designated frequency of exports to EMS.  Verify that there is a 

cron job or other mechanism set up to export metrics on that specified 
schedule. 

EMS export has been properly 
configured 

 

13 Note the date and time of the requests specified below.  Ensure that they all 
fall within the same EMS metrics period.  This will make it easier to find the 
metrics for these requests in later steps. 

additional info is obtained to help in 
later verification steps. 

 

14 Submit ESI requests for collections specified in test case 10 such that there 
are a combination of both synchronous and asynchronous web requests which 
require both the HEG and GDAL services.  In addition submit several OMS 
orders requesting processing using both the HEG and GDAL services. 

Verify that all submitted requests are 
successful. 

 

15 Submit a number of requests which result in error. Verify that these requests fail.  
16 Submit a request for the output files of each of the successful processing 

requests.  For some of these, request the output in a zip file. 
Verify that the requested files are 
received (both single files and zip) 

 

17 Submit a few requests for output files of processing requests which will result 
in an error (e.g. a request for a valid processing request but specifying a non 
existance ile, oir a request for the output of a non existant request) 

Verify that the requests fail with an 
error. 

 

18 Allow the EMS extraction script to run on its normal schedule. Verify that the EMS script ran 
successfully. 

 

19 Log in to the EMS and view metircs for the provider representing the Mode 
where this test is being run. 

Verify that metrics exist for the time 
frame in which the test requests in this 
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# Action Expected Result Notes 
test were performed. 

20 View the metrics for successful processing requests during the time frame in 
which the requests were performed. 

Verify that a record exists for each 
successful processing request.  Verify 
that the record indicates whether the 
request was synchronous or 
asynchronous, the number of granules 
included, the tool used (e.g. HEG or 
GDAL), the processing options, and 
the processing duration among other 
things. 

 

21 View the metrics for failed processing requests during the time frame in 
which the requests in this test were performed. 

Verify that a record exists for each 
failed processing request.  Verify that 
the record includes the same items 
listed for successful requests, but also 
an indication as to teh reason for the 
failure (e.g. an error code). 

 

22 View the metrics for successful data transfer requests during the time frame 
in which the requests in this test were performed. 

Verify that a record exists for each 
successful file transfer request.  Verify 
that the record indicates the type of 
request(single file or zip), the IP 
address of the requestor, and the 
transfer duration among other things. 

 

23 View the metrics for failed data transfer requests during the time frame in 
which the requests in this test were performed. 

Verify that a record exists for each 
successful file transfer request.  Verify 
that the record includes all of the 
fields listed for successful request, and 
in addition an indication of why the 
request failed (e.g. error code). 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
Verify that all metrics are successfully processed by EMS for synchronous web requests, asynchronous web requests, and orders for both the HEG and GDAL 
services. 
 



 

2951 
 

1043 DP_81_02_TP039 SDPS WEB API CAPACITY MANAGEMENT AND TUNING (ECS-ECSTC-
3453) 

DESCRIPTION: 
Test Case ID - 375 
 
   
 
In the Data Access GUI, go to the “Application Configuration” tab. 
 
Find the parameter “MAX_GRANS_SINGLE_ASYNC_REQUEST”.  Set this parameter to 5. 
 
Find the parameter “MAX_GRANS_QUEUE_ASYNC_REQUESTS”.  Set this parameter to 9. 
 
Find the parameter “MAX_GRANS_FOR_CHEAP_REQUEST”.  Set this parameter to 4. 
 
Find the parameter “MAX_GRANS_FOR_SYNC_REQUEST”.  Set this parameter to 1.  
 
  
 
In the Data Access GUI, go to the “Service Configuration” tab. 
 
Double click on the service being tested (e.g. HEG).   
 
Set the “Max Synchronous Jobs” and “Max Asynchronous Jobs” both to 2.  
 
  
 
A)     Submit an asynchronous request for 6 granules.  
 
B)     Submit a synchronous request for 2 granules.   
 
C)     Submit an asynchronous request for 5 granules, followed immediately by another request for 5 granules and by another synchronous request for 1 granule.  Ensure that the all 
requests are received before the first one completes processing.  You may need to choose processing options which are known to take a considerable amount of time.  
 
D)     Submit an asynchronous request for 5 granules, followed immediately by another request for 4 granules. 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 In the Data Access GUI, go to the “Application Configuration” tab. <br 

/>Click to expand the &quot;EGI&quot; configuration group.<br />Find the 
parameter “MAX_GRANS_SINGLE_ASYNC_REQUEST”.  Set this 
parameter to 5. <br />Find the parameter 
“MAX_GRANS_QUEUE_ASYNC_REQUESTS”.  Set this parameter to 6. 
<br />Find the parameter “MAX_GRANS_FOR_CHEAP_REQUEST”.  Set 
this parameter to 4. <br />Find the parameter 
“MAX_GRANS_FOR_SYNC_REQUEST”.  Set this parameter to 1. 

The specified config parameters 
should now be set. 

 

2 In the Data Access GUI, go to the “Service Configuration” tab. <br />Double 
click on the service being tested (e.g. HEG).  <br />Set the “Max 
Synchronous Jobs” and “Max Asynchronous Jobs” both to 2. 

The specified config parameter should 
now be set. 

 

3 <i>In order to submit the requests listed in the below steps, use the ESI 
interface to drill down, select granule(s), and build a request.    After clicking 
submit on the form, you will be presented with a number of links.  Click the 
EGI link for synchronous requests, or click the EGI POST button for async 
requests.</i> 

 #comment 

4 Submit an asynchronous request for 6 granules. Verify that the request  receives an 
error which indicates that the request 
exceeds the granule limit for ESI 
requests. 

 

5 Submit a synchronous request for 2 granules. Verify that the request receives an 
error which indicates that the request 
exceeds the granule limit for 
synchronous ESI requests and will 
need to be resubmitted as an 
asynchronous request. 

 

6 Submit three asynchronous request for 5 granules each(each request must be 
sibmitted 10-15 seconds later), followed by another synchronous request for 1 
granule.  Ensure that the all requests are received before the first one 
completes processing.  You may need to choose processing options which are 
known to take a considerable amount of time. 

Verify that the first request is 
successfully added to the processing 
queue (and eventually is processed 
and results are returned).  Verify that 
the second and/or third request 
receives an error specifying that the 
maximum number of queued granules 
has been exceeded and the request 
should be retried later.  Verify that the 
fourth (sync) request is successfully 
processed and results in the url(s) to 
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# Action Expected Result Notes 
download the resulting files being 
returned. 

7 Submit an asynchronous request for 5 granules, followed immediately by 
another request for 4 granules. 

Verify that both requests are 
successful, and that the first request is 
put on the queue for larger/slower 
requests and the second request is put 
on the queue for faster requests(this 
can be done by sorting the StartDate 
column in the Data Access Config 
GUI).  The second request should 
complete before the first, or if not, 
shall at least have some of its granules 
processed without having to wait for 
the first request to complete. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
A)     Verify that the request in step A) receives an error which indicates that the request exceeds the granule limit for ESI requests. 
 
B)     Verify that the request in step B) receives an error which indicates that the request exceeds the granule limit for synchronous ESI requests and will need to be resubmitted as 
an asynchronous request.  
 
C)     Verify that the first request in step C) is successfully added to the processing queue (and eventually is processed and results are returned).  Verify that the second request in 
step C) receives an error specifying that the maximum number of queued granules has been exceeded and the request should be retried later.  Verify that the third request in step C) 
is successfully processed and results in the url(s) to download the resulting files being returned.  
 
D)     Verify that both requests in step D) are successful, and that the first request is put on the queue for larger/slower requests and the second request is put on the queue for faster 
requests.  The second request should complete before the first, or if not, shall at least have some of its granules processed without having to wait for the first request to complete.  
 

1044 DP_81_02_TP038 SDPS WEB API ENABLE AND DISABLE PROCESSING FOR COLLECTIONS 
(ECS-ECSTC-3454) 

DESCRIPTION: 
Test Case ID - 87 
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A)  
 
Disable all of the processing options for a collection. 
 
Submit one request require processing for the collection that has been disabled and one request for a collection for which processing is enabled. 
 
  
 
B)  
 
Enable the processing options for the previously disabled collection. 
 
Submit a request requiring processing for that collection. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Open the Data Access Configuration Interface GUI, and select a HEGable 

valid collection((while in the Collection Configuration tab)(that has ingested 
granules) in the mode that you are working in 

The collection has been selected.  

2 Right click on the collection and select Disable All Mapped Services. This 
will disable that collection for processing. 

The collection has been disabled. 
Verify that after right clicking again, 
the Disable All Mapped Services 
cannot be selected again. 

 

3 Go to the ESI/EGI website, and go to the collection, and select a single egi 
granule processing  that is part of that collection. Execute the autogenerated 
wget statement in any box in the testing environment 

Verify that since the collection is 
disabled an error has been observed 
specifying that the collection is 
disabled and no processing can be 
done on the granule. 

 

4 Perform verification set 2. Enable the processing options(see step 1) for the 
previously disabled collection.<br />Submit another egi request for a granule 
part of the same collection requiring processing for that collection. 

Verify that the request against the 
collection which was previously 
disabled in step 2 completes 
successfully. 
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TEST DATA: 
 
EXPECTED RESULTS: 
A) 
 
Verify that the request against the enabled collection in step A) completes successfully. 
 
Verify that the request against the disabled collection in step A) is rejected with an appropriate error indication IAW the SDPS-ECHO Web Interface ICD. 
 
  
 
B) 
 
Verify that the request submitted in step B) against the collection which was previously disabled in step A) completes successfully. 
 

1045 DP_81_02_TP041 SDPS WEB API HEG REGRESSION - MODIS (ECS-ECSTC-3455) 

DESCRIPTION: 
This test will exercise common MODIS HEG processing use cases. 
 
  
 
Background:  
 
  
 
Sources: 
 
          MODIS product descriptions and linked documents available at the LPDAAC web site,  
 
         EMS data to derive granule counts and sizes, 
 
         Feedback from Abe Taaheri and Jon Pals 
 
  
 
Notes: 
 
         2011 Dist is the number of distributed granules Jan – Mar, 2011. 
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         Size (MB) reflects the average size of a distributed compressed granule. 
 
         Where there was a choice between MYD / MOD products, I picked the one with the higher distribution. 
 
         Based on feedback from Abe, MCD43A3.5 and MCD43C1.5 are not suitable substitutes for MOD43B3.4 and MOD43C1.4 and have been removed. 
 
         Based on feedback from Jon, MCD43A1.005 has been added because it includes a 3-D field.   
 
         MOD09GQ was chosen over MOD09A1 and MOD09GA, even they have higher distribution numbers) because of the higher resolution and number of 
pixels.  
 
         MOD11A1.5 and MOD15A2.5[JLP1]  were chosen strictly because of their popularity. 
 
         MOD11_L2.5 was included because it is a swath product and the most popular fire product. 
 
         MOD09CMG.5 was included because it uses a geographic grid. 

 
 [JLP1]This isn’t present in the table.  Was it intentionally deleted?  
 
PRECONDITIONS: 
Granules for test: 
 
  
 
  
 
 
 
 
 
 
 
ESDT Selected Granules Granule Characteristics 
MOD09GQ.005 A2010033.h09v02 

 
A2010033.h10v02 
 
A2010033.h12v05 

Alaska + Russia (crosses 180° Longitude) 
 
Alaska, State Plane 5006 (Transverse Mercator) 
 
Maryland, State Plane 1900 (Lambert Conformal Conic) 
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A2010046.h18v00 
 
A2010033.h25v04 

 
North Pole (very few land pixels) 
 
Mongolia (no open water pixels) 

MOD11A1.005 A2010033.h09v02 
 
A2010033.h10v02 
 
A2010033.h12v05 
 
A2010046.h18v00 
 
A2010033.h25v04 

Alaska + Russia (crosses 180° Longitude) 
 
Alaska, State Plane 5006 (Transverse Mercator) 
 
Maryland, State Plane 1900 (Lambert Conformal Conic) 
 
North Pole (very few land pixels) 
 
Mongolia (no open water pixels) 

MCD43A1.005 A2010033.h09v02 
 
A2010033.h10v02 
 
A2010033.h12v05 
 
A2010041.h18v00 
 
A2010033.h25v04 

Alaska + Russia (crosses 180° Longitude) 
 
Alaska, State Plane 5006 (Transverse Mercator) 
 
Maryland, State Plane 1900 (Lambert Conformal Conic) 
 
North Pole (very few land pixels) 
 
Mongolia (no open water pixels) 

MOD11_L2.005 A2010033.0050 
 
A2010033.0715 
 
A2010033.0210 
 
A2010033.0045 
 
A2011033.0415 

Alaska + Russia (crosses 180° Longitude) 
 
Alaska, State Plane 5006 (Transverse Mercator) 
 
Maryland, State Plane 1900 (Lambert Conformal Conic) 
 
North Pole (no land pixels) 
 
Mongolia (no open water pixels) 

MOD09CMG.005 A2010001 
 
A2010091 
 
A2010182 
 
A2010274 

January 
 
April 
 
July 
 
October 
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NSIDC Granules 
 
  
 
 
 
 
 
 

MOD10A1.005  
 
 
 
  
 
 
 
  
 
 
 
  

A2005177.h12v12 
 
A2007313.h16v16 
 
A2007321.h15v01 
 
A2008361.h24v05 
 
A2009001.h07v03 
 
A2009001.h18v04 
 
A2009100.h18v04 

 
 
  

MOD10A2.005  A2005177.h12v12 
 
A2007313.h16v16 
 
A2007321.h15v01 
 
A2008361.h24v05 
 
A2009001.h07v03 
 
A2009001.h18v04 
 
A2009097.h18v04 

 
 
  

MOD10CM.005  A2006001  
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MYD10A1.005  A2005177.h12v12 
 
A2007313.h16v16 
 
A2007321.h15v01 
 
A2008361.h24v05 
 
A2009001.h07v03 
 
A2009001.h18v04 
 
A2009100.h18v04 

 
 
  

MYD10CM.005  A2006001  
 
  

 
STEPS:   
# Action Expected Result Notes 
1 Data can be found in /sotestdata/DROP_801/HEG/MODIS_Land It may need 

to be ingested prior to test.  In order to find if the data in question is already 
ingested, and to find its granuleId use the following SQL:<br />select 
GranuleId, LocalGranuleID from AmGranule where LocalGranuleID like 
'%&lt;IDENTIFIER&gt;%' and ShortName = '&lt;SHORTNAME&gt;' and 
VersionId = &lt;VERSIONID&gt;<br />where &lt;IDENTIFIER&gt; is the 
ID used below to define the different granules and &lt;SHORTNAME&gt; 
and &lt;VERSIONID&gt; are the shortname and versionID of the collection 
in question. 

  

2 For instructions on how to construct and submit a request see Test case 150 
(DP_81_02_TP000.1).  It may be useful to save off the URLs or wget 
commands for each request for later reuse.  The mechanism of submital 
(syncronous/asynchronous, EWOC/EGI) is not too important for this test, but 
ideally. you shoudl do some of each. 

  

3 <i>MOD09GQ.005</i>  #comment 
4 A2010033.h09v02 Band Subset: “sur_refl_b01_1”, 

Spatial Subset: 60N, 170W, 63N, 
 



 

2960 
 

# Action Expected Result Notes 
160W, Reproject to Geographic<br 
/>Band Subset: “sur_refl_b01_1”, 
Spatial Subset: 60N, 170W, 63N, 
160W, Reproject to UTM 

5 A2010033.h10v02 Band Subset: “sur_refl_b01_1”, 
Spatial Subset: 60N, 160W, 70N, 
150W, Reproject to State Plane 
5006<br />Band Subset: 
“sur_refl_b01_1”, Spatial Subset: 
60N, 160W, 70N, 150W, Reproject to 
TM 

 

6 A2010033.h12v05 Band Subset: “sur_refl_b01_1”, 
Spatial Subset: 37N, 80W, 40N, 75W, 
Reproject to State Plane 1900<br 
/>Band Subset: “sur_refl_b01_1”, 
Spatial Subset: 37N, 80W, 40N, 75W, 
Reproject to Lambert Conformal 
Conic 

 

7 A2010046.h18v00 Band Subset: “sur_refl_b01_1”, 
Spatial Subset: 75N, 0E, 90N, 70E, 
Reproject to Geographic<br />Band 
Subset: “sur_refl_b01_1”, Spatial 
Subset: 75N, 0E, 90N, 70E, Reproject 
to UTM 

 

8 A2010033.h25v04 Band Subset: “sur_refl_b01_1”, 
Reproject to Geographic<br />Band 
Subset: 
“sur_refl_b01_1”,”sur_refl_b02_1”, 
Reproject to Geographic<br />Band 
Subset: “sur_refl_b01_1”, Spatial 
Subset: 40N, 100E, 50N, 110E, 
Reproject to Geographic<br />Band 
Subset: “sur_refl_b01_1”, Spatial 
Subset: 40N, 100E, 50N, 110E, 
Reproject to UTM 

 

9 <i>MOD11A1.005</i>  #comment 
10 A2010033.h09v02 Band Subset: “LST_Day_1km”, 

Spatial Subset: 60N, 170W, 63N, 
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# Action Expected Result Notes 
160W, Reproject to Geographic<br 
/>Band Subset: “LST_Day_1km”, 
Spatial Subset: 60N, 170W, 63N, 
160W, Reproject to UTM 

11 A2010033.h10v02 Band Subset: “LST_Day_1km”, 
Spatial Subset: 60N, 160W, 70N, 
150W, Reproject to State Plane 
5006<br />Band Subset: 
“LST_Day_1km”, Spatial Subset: 
60N, 160W, 70N, 150W, Reproject to 
TM 

 

12 A2010033.h12v05 Band Subset: “LST_Day_1km”, 
Spatial Subset: 37N, 80W, 40N, 75W, 
Reproject to State Plane 1900<br 
/>Band Subset: “LST_Day_1km”, 
Spatial Subset: 37N, 80W, 40N, 75W, 
Reproject to Lambert Conformal 
Conic 

 

13 A2010046.h18v00 Band Subset: “LST_Day_1km”, 
Spatial Subset: 75N, 0E, 90N, 70E, 
Reproject to Geographic<br />Band 
Subset: “LST_Day_1km”, Spatial 
Subset: 75N, 0E, 90N, 70E, Reproject 
to UTM 

 

14 A2010033.h25v04 Band Subset: “LST_Day_1km”, 
Reproject to Geographic<br />Band 
Subset: “LST_Day_1km”,”Emis_31”, 
Reproject to Geopgraphic<br />Band 
Subset: “LST_Day_1km”, Spatial 
Subset: 40N, 100E, 50N, 110E, 
Reproject to Geographic<br />Band 
Subset: “LST_Day_1km”, Spatial 
Subset: 40N, 100E, 50N, 110E, 
Reproject to UTM 

 

15 <i>MCD43A1.005</i>  #comment 
16 A2010033.h09v02 Band Subset: 

“BRDF_Albedo_Parameters_vis”, 
Spatial Subset: 60N, 170W, 63N, 
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# Action Expected Result Notes 
160W, Reproject to Geographic<br 
/>Band Subset: 
“BRDF_Albedo_Parameters_vis”, 
Spatial Subset: 60N, 170W, 63N, 
160W, Reproject to UTM 

17 A2010033.h10v02 Band Subset: 
“BRDF_Albedo_Parameters_vis”, 
Spatial Subset: 60N, 160W, 70N, 
150W, Reproject to State Plane 
5006<br />Band Subset: 
“BRDF_Albedo_Parameters_vis”, 
Spatial Subset: 60N, 160W, 70N, 
150W, Reproject to TM 

 

18 A2010033.h12v05 Band Subset: 
“BRDF_Albedo_Parameters_vis”, 
Spatial Subset: 37N, 80W, 40N, 75W, 
Reproject to State Plane 1900<br 
/>Band Subset: 
“BRDF_Albedo_Parameters_vis”, 
Spatial Subset: 37N, 80W, 40N, 75W, 
Reproject to Lambert Conformal 
Conic 

 

19 A2010041.h18v00 Band Subset: 
“BRDF_Albedo_Parameters_vis”, 
Spatial Subset: 75N, 0E, 90N, 70E, 
Reproject to Geographic<br />Band 
Subset: 
“BRDF_Albedo_Parameters_vis”, 
Spatial Subset: 75N, 0E, 90N, 70E, 
Reproject to UTM 

 

20 A2010033.h25v04 Band Subset: 
“BRDF_Albedo_Parameters_vis”, 
Reproject to Geographic<br />Band 
Subset: 
“BRDF_Albedo_Parameters_vis”, 
”BRDF_Albedo_Parameters_nir”, 
Reproject to Geographic<br />Band 
Subset: 
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# Action Expected Result Notes 
“BRDF_Albedo_Parameters_vis”, 
Spatial Subset: 40N, 100E, 50N, 
110E, Reproject to Geographic<br 
/>Band Subset: 
“BRDF_Albedo_Parameters_vis”, 
Spatial Subset: 40N, 100E, 50N, 
110E, Reproject to UTM 

21 <i>MOD11_L2.005</i>  #comment 
22 A2010033.0050 Band Subset: “LST”, Spatial Subset: 

65N, 170W, 75N, 150W, Reproject to 
Lambert Equal Area Azimuthal<br 
/>Band Subset: “LST”, Spatial Subset: 
65N, 170W, 75N, 150W, Reproject to 
Polar Stereographic 

 

23 A2010033.0715 Band Subset: “LST”, Spatial Subset: 
55N, 160W, 70N, 130W, Reproject to 
Lambert Equal Area Azimuthal<br 
/>Band Subset: “LST”, Spatial Subset: 
55N, 160W, 70N, 130W, Reproject to 
Polar Stereographic 

 

24 A2010033.0210 Band Subset: “LST”, Spatial Subset: 
30N, 77W, 40N, 63W, Reproject to 
Lambert Equal Area Azimuthal<br 
/>Band Subset: “LST”, Spatial Subset: 
30N, 77W, 40N, 63W, Reproject to 
Polar Stereographic 

 

25 A2010033.0045 Band Subset: “LST”, Spatial Subset: 
70N, 130W, 80N, 70W, Reproject to 
Lambert Equal Area Azimuthal<br 
/>Band Subset: “LST”, Spatial Subset: 
70N, 130W, 80N, 70W, Reproject to 
Polar Stereographic 

 

26 A2011033.0415 Band Subset: “LST”, Project to 
Geographic<br />Band Subset: “LST”, 
“Emis_32”, Project to Geographic<br 
/>Band Subset: “LST”, Spatial Subset: 
40N, 90E, 50N, 110E, Reproject to 
Lambert Equal Area Azimuthal<br 
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# Action Expected Result Notes 
/>Band Subset: “LST”, Spatial Subset: 
40N, 90E, 50N, 110E, Reproject to 
Polar Stereographic 

27 <i>MOD09CMG.005</i>  #comment 
28 A2010001 Band Subset: “Course Resolution 

Surface Reflectance Band 2”<br 
/>Band Subset: “Course Resolution 
Surface Reflectance Band 1”, “Course 
Resolution Surface Reflectance Band 
2”<br />Band Subset: “Course 
Resolution Surface Reflectance Band 
2”, Spatial Subset: 25N, 125W, 50N, 
65W, Reproject to Lambert Conformal 
Conic<br />Band Subset: “Course 
Resolution Surface Reflectance Band 
2”, Spatial Subset: 25N, 125W, 50N, 
65W, Reproject to Transverse 
Mercator 

 

29 A2010091 Band Subset: “Course Resolution 
Surface Reflectance Band 2”, Spatial 
Subset: 25N, 125W, 50N, 65W, 
Reproject to Lambert Conformal 
Conic<br />Band Subset: “Course 
Resolution Surface Reflectance Band 
2”, Spatial Subset: 25N, 125W, 50N, 
65W, Reproject to Transverse 
Mercator 

 

30 A2010182 Band Subset: “Course Resolution 
Surface Reflectance Band 2”, Spatial 
Subset: 25N, 125W, 50N, 65W, 
Reproject to Lambert Conformal 
Conic<br />Band Subset: “Course 
Resolution Surface Reflectance Band 
2”, Spatial Subset: 25N, 125W, 50N, 
65W, Reproject to Transverse 
Mercator 

 

31 A2010274 Band Subset: “Course Resolution 
Surface Reflectance Band 2”, Spatial 
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# Action Expected Result Notes 
Subset: 25N, 125W, 50N, 65W, 
Reproject to Lambert Conformal 
Conic<br />Band Subset: “Course 
Resolution Surface Reflectance Band 
2”, Spatial Subset: 25N, 125W, 50N, 
65W, Reproject to Transverse 
Mercator 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
The results of each test should be viewed in a GeoTiff capable image viewer such as ENVI or eog.  The images should be inspected to ensure that they contain 
viewable data and that data seems to be in the expected projection and there are no obvious errors present.  This may require some consultaion with the Science 
Office of HEG developers to gain an idea of what 'expected' means for each ESDT/projection/ band/ etc.   
 

1046 DP_81_02_TP042 SDPS WEB API HEG REGRESSION - ASTER (ECS-ECSTC-3456) 

DESCRIPTION: 
This test will exercise common MODIS HEG processing use cases. 
 
  
 
Background:  
 
  
 
ASTER L1B is the only product proposed for inclusion in the benchmark suite.  
 
PRECONDITIONS: 
Granules for test: 
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ESDT Selected Granules Granule Characteristics 
AST_L1B.003 05272010220817 

 
02192011160332 
 
02012011211726 
 
01082011050521 

Alaska 
 
Maryland, DC, Northern Virginia 
 
Pacific off Hawaii (no land pixels) 
 
Boulder (Night) 

 
STEPS:   
# Action Expected Result Notes 
1 Data can be found in /sotestdata/DROP_801/HEG/MODIS_Land It may need 

to be ingested prior to test.  In order to find if the data in question is already 
ingested, and to find its granuleId use the following SQL:<br />select 
GranuleId, LocalGranuleID from AmGranule where LocalGranuleID like 
'%&lt;IDENTIFIER&gt;%' and ShortName = '&lt;SHORTNAME&gt;' and 
VersionId = &lt;VERSIONID&gt;<br />where &lt;IDENTIFIER&gt; is the 
ID used below to define the different granules and &lt;SHORTNAME&gt; 
and &lt;VERSIONID&gt; are the shortname and versionID of the collection 
in question. 

  

2 For instructions on how to construct and submit a request see Test case 150 
(DP_81_02_TP000.1).  It may be useful to save off the URLs or wget 
commands for each request for later reuse.  The mechanism of submital 
(syncronous/asynchronous, EWOC/EGI) is not too important for this test, but 
ideally. you shoudl do some of each. 

  

3 <i>AST_L1B.003</i>  #comment 
4 05272010220817 Band Subset: “ImageData1”, Pixel 

Size, Reproject to Geographic 
 

5 02192011160332 Band Subset: “ImageData1”, 
Reproject to Geographic<br />Band 
Subset: “ImageData1”,”ImageData2”, 
Pixel Size, Reproject to State Plane 
1900 

 

6 02012011211726 Band Subset: “ImageData1”, Pixel 
Size, Reproject to Geographic 
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# Action Expected Result Notes 
7 01082011050521 Band Subset: “ImageData10”, Pixel 

Size, Reproject to State Plane 0501<br 
/> 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
The results of each test should be viewed in a GeoTiff capable image viewer such as ENVI or eog.  The images should be inspected to ensure that they contain 
viewable data and that data seems to be in the expected projection and there are no obvious errors present.  This may require some consultaion with the Science 
Office of HEG developers to gain an idea of what 'expected' means for each ESDT/projection/ band/ etc.   
 

1047 DP_81_02_TP043 SDPS WEB API HEG REGRESSION - MISR (ECS-ECSTC-3457) 

DESCRIPTION: 
This test will exercise common MODIS HEG processing use cases. 
 
  
 
Background:  
 
  
 
Sources: 
 
         MISR data product specifications Revision S from Sep 2010 
 
         EMS data to derive granule counts and sizes 
 
         Feedback from Abe Taaheri and Jon Pals 
 
Notes: 
 
         2011 Dist is the number of distributed granules Jan – Apr,2011. 
 
         Size (MB) reflects the average size of a distributed granule.  Note that for MISR, granule sizes can vary widely and large granules can be more than twice as 
large as the average. 



 

2968 
 

 
         MIL2ASAE.2, MIL2ASLS.2 were chosen because they are popular; use the HDF-EOS Stacked-Block Grid posing HEG challenges, and users likely want 
re-projection, spatial and science parameter subsetting 
 
         MI1B2E.3, MI1B2T.3  were included because they are popular; are examples of MISR data with 3-D fields that have XDim, YDim, and SOMBlockDim 
only;  and are accessed by 2 HEG orders at ASDC; and are candidates for geographic subsetting, re-projection 
 
         MIL3DAE.4 was included because it is among the most popular examples of Level 3 products using a geographic grid 
 
         MIL3MRD.5 was selected as an example of a very large product using a geographic grid. 
 
PRECONDITIONS: 
Granules for test: 
 
  
 
  
 
 
 
 
 
 
 
 
ESDT Selected Granules Granule Characteristics 
MIL2ASAE.002 P177_O058716 

 
P024_O058721 
 
P072_O058724 

Russia to South Africa 
 
Canada to Mexico 
 
Alaska to New Zealand 

MIL2ASLS.002 P177_O058716 
 
P024_O058721 
 
P072_O058724 

Russia to South Africa 
 
Canada to Mexico 
 
Alaska to New Zealand 

MI1B2E.003 P177_O058716 (AN) 
 
P177_O058716 (DF) 

Russia to South Africa (AN camera) 
 
Russia to South Africa (DF camera) 
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P024_O058721 (AN) 
 
P024_O058721 (DF) 
 
P072_O058724 (AN) 
 
P072_O058724 (DF) 

 
Canada to Mexico (AN camera) 
 
Canada to Mexico (DF camera) 
 
Alaska to New Zealand (AN camera) 
 
Alaska to New Zealand (DF camera) 

MI1B2T.003 P177_O058716 (AN) 
 
P177_O058716 (DF) 
 
P024_O058721 (AN) 
 
P024_O058721 (DF) 
 
P072_O058724 (AN) 
 
P072_O058724 (DF) 

Russia to South Africa (AN camera) 
 
Russia to South Africa (DF camera) 
 
Canada to Mexico (AN camera) 
 
Canada to Mexico (DF camera) 
 
Alaska to New Zealand (AN camera) 
 
Alaska to New Zealand (DF camera) 

MIL3DAE.004 JAN_01_2010 
 
APR_01_2010 
 
JUL_01_2010 
 
OCT_01_2010 

January 
 
April 
 
July 
 
October 

MIL3MRD.005 JAN_2010 
 
APR_2010 
 
JUL_2010 
 
OCT_2010 

January 
 
April 
 
July 
 
October 

 
STEPS:   
# Action Expected Result Notes 
1 Data can be found in /sotestdata/DROP_801/HEG/MODIS_Land It may need 

to be ingested prior to test.  In order to find if the data in question is already 
ingested, and to find its granuleId use the following SQL:<br />select 
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# Action Expected Result Notes 
GranuleId, LocalGranuleID from AmGranule where LocalGranuleID like 
'%&lt;IDENTIFIER&gt;%' and ShortName = '&lt;SHORTNAME&gt;' and 
VersionId = &lt;VERSIONID&gt;<br />where &lt;IDENTIFIER&gt; is the 
ID used below to define the different granules and &lt;SHORTNAME&gt; 
and &lt;VERSIONID&gt; are the shortname and versionID of the collection 
in question. 

2 For instructions on how to construct and submit a request see Test case 150 
(DP_81_02_TP000.1).  It may be useful to save off the URLs or wget 
commands for each request for later reuse.  The mechanism of submital 
(syncronous/asynchronous, EWOC/EGI) is not too important for this test, but 
ideally. you shoudl do some of each. 

  

3 <i>MIL2ASAE.002</i>  #comment 
4 P177_O058716 Band Subset: “WaterLeavEqReflExp” 

(1.1km), Reproject to Geographic<br 
/>Band Subset: 
“RegBestEstimateSpectralOptDepth” 
(17.6km), Reproject to Geographic<br 
/>Band Subset: 
“WaterLeavEqReflExp” (1.1km), 
“RegBestEstimateSpectralOptDepth” 
(17.6km), Reproject to Geographic<br 
/>Band Subset: 
“WaterLeavEqReflExp” (1.1km), 
Spatial Subset: West Bound 15, South 
Bound -30, East Bound 35, North 
Bound 30, Reproject to Lambert Equal 
Area Azimuthal<br />Band Subset: 
“RegBestEstimateSpectralOptDepth” 
(17.6km), Spatial Subset: 30S, 15E, 
30N, 35E, Reproject to Lambert Equal 
Area Azimuthal<br />Band Subset: 
“WaterLeavEqReflExp” (1.1km), 
Spatial Subset: 15E, 30S, 35E, 30N, 
Reproject to Polar Stereographic<br 
/>Band Subset: 
“RegBestEstimateSpectralOptDepth” 
(17.6km), Spatial Subset: 30S, 15E, 
30N, 35E, Reproject to Polar 
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# Action Expected Result Notes 
Stereographic 

5 P024_O058721 Band Subset: “WaterLeavEqReflExp” 
(1.1km), Spatial Subset: 0N, 105W, 
50N, 80W, Reproject to Lambert 
Equal Area Azimuthal<br />Band 
Subset: 
“RegBestEstimateSpectralOptDepth” 
(17.6km), Spatial Subset: 0N, 105W, 
50N, 80W, Reproject to Lambert 
Equal Area Azimuthal<br />Band 
Subset: “WaterLeavEqReflExp” 
(1.1km), Spatial Subset: 0N, 105W, 
50N, 80W, Reproject to Polar 
Stereographic<br />Band Subset: 
“RegBestEstimateSpectralOptDepth” 
(17.6km), Spatial Subset: 0N, 105W, 
50N, 80W, Reproject to Polar 
Stereographic 

 

6 P072_O058724 Band Subset: “WaterLeavEqReflExp” 
(1.1km), Spatial Subset: 50S, 170E, 
35S, 180E, Reproject to Lambert 
Equal Area Azimuthal<br />Band 
Subset: 
“RegBestEstimateSpectralOptDepth” 
(17.6km), Spatial Subset: 50S, 170E, 
35S, 180E, Reproject to Lambert 
Equal Area Azimuthal<br />Band 
Subset: “WaterLeavEqReflExp” 
(1.1km), Spatial Subset: 50S, 170E, 
35S, 180E, Reproject to Polar 
Stereographic<br />Band Subset: 
“RegBestEstimateSpectralOptDepth” 
(17.6km), Spatial Subset: 50S, 170E, 
35S, 180E, Reproject to Polar 
Stereographic 

 

7 <i>MIL2ASLS.002</i>  #comment 
8 P177_O058716 Band Subset: “NDVI” (1.1km), 

Reproject to Geographic<br />Band 
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# Action Expected Result Notes 
Subset: “NormBlkSfcIrrad” (17.6km), 
Reproject to Geographic<br />Band 
Subset: “NDVI” (1.1km), 
“NormBlkSfcIrrad” (17.6km), 
Reproject to Geographic<br />Band 
Subset: “NDVI” (1.1km), Spatial 
Subset: 30S, 15E, 30N, 35E, Reproject 
to Lambert Equal Area Azimuthal<br 
/>Band Subset: “NormBlkSfcIrrad” 
(17.6km), Spatial Subset: 30S, 15E, 
30N, 35E, Reproject to Lambert Equal 
Area Azimuthal<br />Band Subset: 
“NDVI” (1.1km), Spatial Subset: 30S, 
15E, 30N, 35E, Reproject to Polar 
Stereographic<br />Band Subset: 
“NormBlkSfcIrrad” (17.6km), Spatial 
Subset: 30S, 15E, 30N, 35E, Reproject 
to Polar Stereographic 

9 P024_O058721 Band Subset: “NDVI” (1.1km), 
Spatial Subset: 0N, 105W, 50N, 80W, 
Reproject to Lambert Equal Area 
Azimuthal<br />Band Subset: 
“NormBlkSfcIrrad” (17.6km), Spatial 
Subset: 0N, 105W, 50N, 80W, 
Reproject to Lambert Equal Area 
Azimuthal<br />Band Subset: 
“NDVI” (1.1km), Spatial Subset: 0N, 
105W, 50N, 80W, Reproject to Polar 
Stereographic<br />Band Subset: 
“NormBlkSfcIrrad” (17.6km), Spatial 
Subset: 0N, 105W, 50N, 80W, 
Reproject to Polar Stereographic 

 

10 P072_O058724 Band Subset: “NDVI” (1.1km), 
Spatial Subset: 50S, 170E, 35S, 180E, 
Reproject to Lambert Equal Area 
Azimuthal<br />Band Subset: 
“NormBlkSfcIrrad” (17.6km), Spatial 
Subset: 50S, 170E, 35S, 180E, 
Reproject to Lambert Equal Area 
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# Action Expected Result Notes 
Azimuthal<br />Band Subset: 
“NDVI” (1.1km), Spatial Subset: 50S, 
170E, 35S, 180E, Reproject to Polar 
Stereographic<br />Band Subset: 
“NormBlkSfcIrrad” (17.6km), Spatial 
Subset: 50S, 170E, 35S, 180E, 
Reproject to Polar Stereographic 

11 <i>MI1B2E.003</i>  #comment 
12 P177_O058716 (AN) Band Subset: “Red Radiance/RDQI”, 

Reproject to Geographic<br />Band 
Subset: “Red Radiance/RDQI”, “Blue 
Radiance/RDQI”, “Green 
Radiance/RDQI”, Reproject to 
Geographic<br />Band Subset: “Red 
Radiance/RDQI”, Spatial Subset: 30S, 
15E, 30N, 35E, Reproject to Lambert 
Equal Area Azimuthal<br />Band 
Subset: “Red Radiance/RDQI”, 
Spatial Subset: 30S, 15E, 30N, 35E, 
Reproject to Polar Stereographic 

 

13 P177_O058716 (DF) Band Subset: “Red Radiance/RDQI”, 
Reproject to Geographic<br />Band 
Subset: “Red Radiance/RDQI”, 
Spatial Subset: 30S, 15E, 30N, 35E, 
Reproject to Lambert Equal Area 
Azimuthal<br />Band Subset: “Red 
Radiance/RDQI”, Spatial Subset: 30S, 
15E, 30N, 35E, Reproject to Polar 
Stereographic 

 

14 P024_O058721 (AN) Band Subset: “Red Radiance/RDQI”, 
Spatial Subset: 0N, 105W, 50N, 80W, 
Reproject to Lambert Equal Area 
Azimuthal<br />Band Subset: “Red 
Radiance/RDQI”, Spatial Subset: 0N, 
105W, 50N, 80W, Reproject to Polar 
Stereographic<br />Band Subset: 
“Red Radiance/RDQI”, Spatial 
Subset: 0N, 105W, 50N, 80W, 
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# Action Expected Result Notes 
Reproject to State Plane 4802 

15 P024_O058721 (DF) Band Subset: “Red Radiance/RDQI”, 
Spatial Subset: 0N, 105W, 50N, 80W, 
Reproject to Lambert Equal Area 
Azimuthal<br />Band Subset: “Red 
Radiance/RDQI”, Spatial Subset: 0N, 
105W, 50N, 80W, Reproject to Polar 
Stereographic<br />Band Subset: 
“Red Radiance/RDQI”, Spatial 
Subset: 0N, 105W, 50N, 80W, 
Reproject to State Plane 4802 

 

16 P072_O058724 (AN) Band Subset: “Red Radiance/RDQI”, 
Spatial Subset: 50S, 170E, 35S, 180E, 
Reproject to Lambert Equal Area 
Azimuthal<br />Band Subset: “Red 
Radiance/RDQI”, Spatial Subset: 50S, 
170E, 35S, 180E, Reproject to Polar 
Stereographic 

 

17 P072_O058724 (DF) Band Subset: “Red Radiance/RDQI”, 
Spatial Subset: 50S, 170E, 35S, 180E, 
Reproject to Lambert Equal Area 
Azimuthal<br />Band Subset: “Red 
Radiance/RDQI”, Spatial Subset: 50S, 
170E, 35S, 180E, Reproject to Polar 
Stereographic 

 

18 <i>MI1B2T.003</i>  #comment 
19 P177_O058716 (AN) Band Subset: “Red Radiance/RDQI”, 

Reproject to Geographic<br />Band 
Subset: “Red Radiance/RDQI”, “Blue 
Radiance/RDQI”, “Green 
Radiance/RDQI”, Reproject to 
Geographic<br />Band Subset: “Red 
Radiance/RDQI”, Spatial Subset: 30S, 
15E, 30N, 35E, Reproject to Lambert 
Equal Area Azimuthal<br />Band 
Subset: “Red Radiance/RDQI”, 
Spatial Subset: 30S, 15E, 30N, 35E, 
Reproject to Polar Stereographic 
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# Action Expected Result Notes 
20 P177_O058716 (DF) Band Subset: “Red Radiance/RDQI”, 

Reproject to Geographic<br />Band 
Subset: “Red Radiance/RDQI”, 
Spatial Subset: 30S, 15E, 30N, 35E, 
Reproject to Lambert Equal Area 
Azimuthal<br />Band Subset: “Red 
Radiance/RDQI”, Spatial Subset: 30S, 
15E, 30N, 35E, Reproject to Polar 
Stereographic 

 

21 P024_O058721 (AN) Band Subset: “Red Radiance/RDQI”, 
Spatial Subset: 0N, 105W, 50N, 80W, 
Reproject to Lambert Equal Area 
Azimuthal<br />Band Subset: “Red 
Radiance/RDQI”, Spatial Subset: 0N, 
105W, 50N, 80W, Reproject to Polar 
Stereographic<br />Band Subset: 
“Red Radiance/RDQI”, Spatial 
Subset: 0N, 105W, 50N, 80W, 
Reproject to State Plane 4802 

 

22 P024_O058721 (DF) Band Subset: “Red Radiance/RDQI”, 
Spatial Subset: 0N, 105W, 50N, 80W, 
Reproject to Lambert Equal Area 
Azimuthal<br />Band Subset: “Red 
Radiance/RDQI”, Spatial Subset: 0N, 
105W, 50N, 80W, Reproject to Polar 
Stereographic<br />Band Subset: 
“Red Radiance/RDQI”, Spatial 
Subset: 0N, 105W, 50N, 80W, 
Reproject to State Plane 4802 

 

23 P072_O058724 (AN) Band Subset: “Red Radiance/RDQI”, 
Spatial Subset: 50S, 170E, 35S, 180E, 
Reproject to Lambert Equal Area 
Azimuthal<br />Band Subset: “Red 
Radiance/RDQI”, Spatial Subset: 50S, 
170E, 35S, 180E, Reproject to Polar 
Stereographic 

 

24 P072_O058724 (DF) Band Subset: “Red Radiance/RDQI”, 
Spatial Subset: 50S, 170E, 35S, 180E, 
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# Action Expected Result Notes 
Reproject to Lambert Equal Area 
Azimuthal<br />Band Subset: “Red 
Radiance/RDQI”, Spatial Subset: 50S, 
170E, 35S, 180E, Reproject to Polar 
Stereographic 

25 <i>MIL3DAE.004</i>  #comment 
26 JAN_01_2010 Band Subset: “Optical depth 

average”<br />Band Subset: “Optical 
depth average”, “Single-scatter 
albedo”<br />Band Subset: “Optical 
depth average”, Spatial Subset: 20N, 
180W, 70N, 65W, Reproject to 
Transverse Mercator<br />Band 
Subset: “Optical depth average”, 
Spatial Subset: 20N, 180W, 70N, 
65W, Reproject to Lambert Conformal 
Conic 

 

27 APR_01_2010 Band Subset: “Optical depth average”, 
Spatial Subset: 20N, 180W, 70N, 
65W<br />Band Subset: “Optical 
depth average”, Spatial Subset: 20N, 
180W, 70N, 65W, Reproject to 
Transverse Mercator<br />Band 
Subset: “Optical depth average”, 
Spatial Subset: 20N, 180W, 70N, 
65W, Reproject to Lambert Conformal 
Conic 

 

28 JUL_01_2010 Band Subset: “Optical depth average”, 
Spatial Subset: 20N, 180W, 70N, 
65W<br />Band Subset: “Optical 
depth average”, Spatial Subset: 20N, 
180W, 70N, 65W, Reproject to 
Transverse Mercator<br />Band 
Subset: “Optical depth average”, 
Spatial Subset: 20N, 180W, 70N, 
65W, Reproject to Lambert Conformal 
Conic 

 

29 OCT_01_2010 Band Subset: “Optical depth average”,  
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# Action Expected Result Notes 
Spatial Subset: 20N, 180W, 70N, 
65W<br />Band Subset: “Optical 
depth average”, Spatial Subset: 20N, 
180W, 70N, 65W, Reproject to 
Transverse Mercator<br />Band 
Subset: “Optical depth average”, 
Spatial Subset: 20N, 180W, 70N, 
65W, Reproject to Lambert Conformal 
Conic 

30 <i>MIL3MRD.005</i>  #comment 
31 JAN_2010 Band Subset: “Average”<br />Band 

Subset: “Average”, “Covariance”<br 
/>Band Subset: “Average”, Spatial 
Subset: 20N, 180W, 70N, 65W, 
Reproject to Transverse Mercator<br 
/>Band Subset: “Average”, Spatial 
Subset: 20N, 180W, 70N, 65W, 
Reproject to Lambert Conformal 
Conic 

 

32 APR_2010 Band Subset: “Average”, Spatial 
Subset: 20N, 180W, 70N, 65W<br 
/>Band Subset: “Average”, Spatial 
Subset: 20N, 180W, 70N, 65W, 
Reproject to Transverse Mercator<br 
/>Band Subset: “Average”, Spatial 
Subset: 20N, 180W, 70N, 65W, 
Reproject to Lambert Conformal 
Conic 

 

33 JUL_2010 Band Subset: “Average”, Spatial 
Subset: 20N, 180W, 70N, 65W<br 
/>Band Subset: “Average”, Spatial 
Subset: 20N, 180W, 70N, 65W, 
Reproject to Transverse Mercator<br 
/>Band Subset: “Average”, Spatial 
Subset: 20N, 180W, 70N, 65W, 
Reproject to Lambert Conformal 
Conic 

 

34 OCT_2010 Band Subset: “Average”, Spatial  
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# Action Expected Result Notes 
Subset: 20N, 180W, 70N, 65W<br 
/>Band Subset: “Average”, Spatial 
Subset: 20N, 180W, 70N, 65W, 
Reproject to Transverse Mercator<br 
/>Band Subset: “Average”, Spatial 
Subset: 20N, 180W, 70N, 65W, 
Reproject to Lambert Conformal 
Conic 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
The results of each test should be viewed in a GeoTiff capable image viewer such as ENVI or eog.  The images should be inspected to ensure that they contain 
viewable data and that data seems to be in the expected projection and there are no obvious errors present.  This may require some consultaion with the Science 
Office of HEG developers to gain an idea of what 'expected' means for each ESDT/projection/ band/ etc.   
 

1048 DP_81_02_TP003 HEG ERROR HANDLING (ECS-ECSTC-3458) 

DESCRIPTION: 
Test Case Id 40 
 
  
 
For at least a portion of this test ensure that the HEG tool runs on a platform different from the one used by the SDPS External Web Service API and simulate a 
situation where the tool platform is not attached to the StorNext file systems.  
 
  
 
Submit requests that will result in HEG processing errors or no outputs.  Use the list of NCRs and HEG improvements made to recognize such errors as a guide 
to complete the list below. Examples:  
 
a)      Geographic subsetting for an area not covered by the granule in question.  
 
b)      Re-projections with parameters that are invalid given the geographic coverage of the granule.  
 
c)      Subsetting for bands that cannot be subsetted.  
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d)      The HEG tool adapter cannot be contacted.  
 
e)      The HEG tool command fails.  
 
f)        The HEG tool execution times out.  
 
PRECONDITIONS: 
Use test data identified in test cases 41,42,43,44 
 
STEPS:   
# Action Expected Result Notes 
1 See the linked test cases below to identify collections and granules to use for 

this test 
Test data has been identified  

2 <i>@151 [TC-151]</i>  #comment 
3 <i>Test data can also be found at :  @156 [TC-156] but this test case is not 

yet ready</i> 
 #comment 

4 <i>@153 [TC-153]</i>  #comment 
5 <i>@152 [TC-152]</i>  #comment 
6 Set up the Data Access environment to ensure that there are two versions of 

the HEG tool adapter running: one on a machine that is connected to the 
SAN/Datapool, and another which is not(this service will also need to be 
configured slightly differently).  Verify that these services are configured to 
be available for the collections being used in this test. 

The required processing services have 
been configured 

 

7 Follow the intsructions below to build and submit a number of processing 
requests.  Make sure that some of them are synchronous and others 
asynchronous; that some are submitted to EGI via a POST, others a GET, and 
others are submitted via OMS; and that some are submitted to the SAN 
connected service and others to the unconnected service. 

  

8 73  #referenced test-case 
9 Submit requests that will result in HEG processing errors or no outputs.  Use 

the list of NCRs and HEG improvements made to recognize such errors as a 
guide to complete the list below. Examples:<br />a) Geographic subsetting 
for an area not covered by the granule in question.<br />b) Re-projections 
with parameters that are invalid given the geographic coverage of the 
granule.<br />c) Subsetting for bands that cannot be subsetted.<br />d)
 The HEG tool adapter cannot be contacted.<br />e) The HEG tool 
command fails.<br />f) The HEG tool execution times out. 

Verify that the Internal API returns, 
for each of the listed requests:<br />a)
 A correct classification of the 
error<br />b) An error 
description<br /> 
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TEST DATA: 
 
EXPECTED RESULTS: 
Verify that the Internal API returns, for each error case described above:  
 
a)      A correct classification of the error  
 
b)      An error description 
 

1049 DP_81_02_TP044 SDPS WEB API HEG REGRESSION - AMSR (ECS-ECSTC-3459) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Data can be found in /sotestdata/DROP_801/HEG/MODIS_Land It may need 

to be ingested prior to test.  In order to find if the data in question is already 
ingested, and to find its granuleId use the following SQL:<br />select 
GranuleId, LocalGranuleID from AmGranule where LocalGranuleID like 
'%&lt;IDENTIFIER&gt;%' and ShortName = '&lt;SHORTNAME&gt;' and 
VersionId = &lt;VERSIONID&gt;<br />where &lt;IDENTIFIER&gt; is the 
ID used below to define the different granules and &lt;SHORTNAME&gt; 
and &lt;VERSIONID&gt; are the shortname and versionID of the collection 
in question. 

  

2 For instructions on how to construct and submit a request see Test case 150 
(DP_81_02_TP000.1).  It may be useful to save off the URLs or wget 
commands for each request for later reuse.  The mechanism of submital 
(syncronous/asynchronous, EWOC/EGI) is not too important for this test, but 
ideally. you shoudl do some of each. 

  

 
 
TEST DATA: 
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EXPECTED RESULTS: 
 

1050 ECOMCLEANUPOLDDATA.PL (ECS-ECSTC-3460) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure OMS configuration is current and correct (config files, properties 

files, database settings, etc.); Have cmshared access on x5oml01v. 
  

3 Ensure the following file exists:<br 
/>/usr/ecs/&lt;MODE&gt;/CUSTOM/dbms/postgres/OMS/scripts/EcOmClea
nupOldData.pl<br />For reference, read:<br 
/>/usr/ecs/&lt;MODE&gt;/CUSTOM/dbms/postgres/OMS/OmCleanupOldD
ata.sp 

  

4 Ensure a PostgreSQL prompt is available and connected to the ecs 
database.<br /><br />/tools/postgres/9.2/bin/psql -U $USERNAME -h 
f4dbl03 -d ecs<br />select public.set_search_path('OMS', $MODE);<br 
/>show search_path; 

Should list the schemas installed in the 
mode.<br />Should include 'oms' for 
OPS or 'oms_&lt;MODE&gt;'. 

&quot;readonly&quot; is an 
acceptable username. 

5 Ensure that an OMS GUI is available for the mode that is being tested 
(file:///home/jsoohoo/home.html) 

 <br />Setup<br />S-1 
[Verify Old Data]<br />In 
PostgreSQL, ensure that test 
data exists in the table 
&quot;OmRequest,&quot; 
under the schema 
&quot;oms&quot; or 
&quot;oms_&lt;MODE&gt;
.&quot; Configure the OMS 
GUI appropriately.<br 
/>Because test data is not 
always readily available, the 
following steps are 
forumulated to remove as 
little data from the pool as 
possible. 
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# Action Expected Result Notes 
6 [Q-1] Query the database to verify that there exists more than 1 entry in the 

&quot;OmRequest&quot; table (query includes count of the records created 
on each day). 

select count(requestid), 
to_char(date_trunc('day', 
finishdatetime), 'YYYY/MM/DD') 
from OmRequest group by 
to_char(date_trunc('day', 
finishdatetime), 'YYYY/MM/DD') 
order by to_char(date_trunc('day', 
finishdatetime), 'YYYY/MM/DD'); 

 

7 [Q-2] Query the database to verify that the table &quot;OmRequest&quot; 
has entries with the range of &quot;finishdatetime&quot; field spanning more 
than 1 day. 

select count(distinct 
to_char(date_trunc('day', 
finishdatetime), 'YYYY/MM/DD')) 
from OmRequest; 

 

8 [Q-3] Query the database to verify that you have a number that represents the 
interval that will remove the fewest records at a time from 
&quot;OmRequest.&quot; 

select now() - (select 
min(finishdatetime) from OmRequest) 
as interval; 

The result of the Q-3 will be 
used in S-2 for 
configuration. 

9 [Q-4] Query the database to verify that that there exists at least 1 entry in the 
&quot;OmRequest&quot; table that is not in a terminal state. 

select count(requestStatus) from 
OmRequest where requestStatus not in 
('Failed','Done','Cancelled','Expired','S
hipped','Abort','Aborted','Canceled','Te
rminated'); 

 

10 [Q-5] Query the database to verify that the table &quot;OmRequest&quot; 
has entries with the range of &quot;finishdatetime&quot; field spanning more 
than 1 day, not including requests in a terminal state. 

select count(requestStatus), 
to_char(date_trunc('day', 
finishdatetime), 'YYYY/MM/DD') 
from OmRequest where requestStatus 
not in 
('Failed','Done','Cancelled','Expired','S
hipped','Abort','Aborted','Canceled','Te
rminated') group by 
to_char(date_trunc('day', 
finishdatetime), 'YYYY/MM/DD'); 

 

11 [Q-6] Query the database to verify that you have a number that represents the 
interval that will remove the fewest records at a time from 
&quot;OmRequest,&quot; not including requests in a terminal state 

select now() - (select 
min(finishdatetime) from OmRequest 
where requestStatus not in 
('Failed','Done','Cancelled','Expired','S
hipped','Abort','Aborted','Canceled','Te
rminated')) as interval; 

The result of the Q-6 will be 
used in S-2 for 
configuration. 

12 <i>S-2 [OM Configuration]</i>  #comment 
13 In the OMS GUI, look for &quot;OM Configuration&quot; in the sidebar, Change ARCHIVE_REQUEST_AGE  
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# Action Expected Result Notes 
and click on it to reveal &quot;Cleanup Parms.&quot; to the value returned in Q-3. <br 

/>Change 
ARCHIVE_INCOMPLETE_REQUE
ST_AGE to the value returned in Q-6. 

14 <i>S-3 [Cleanup Old Data - Terminal State]</i>  #comment 
15 On f5oml01v, as cmshared, run perl EcOmCleanupOldData.pl OPS This will clean all terminal-state 

requests older than 
ARCHIVE_REQUEST_AGE. 

 

16 <i>V-1 [Verify Terminal State Cleanup]</i>  #comment 
17 In the following query, replace &quot;X&quot; with the result from Q-3: <br 

/>select count(RequestId) from OmRequest where finishdatetime &lt; (now() 
- (SELECT '1 day'::interval * X)) and RequestId not in (select RequestId 
from OmBundlingOrder where coalesce(FinishDateTime,ExpirationDate) 
&lt;= ExpirationDate); 

Execute; the result should be zero; any 
other result may indicate bad data, or a 
database error. 

 

18 <i>S-4 [Cleanup Old Data - Force All]</i>  #comment 
19 On f5oml01v, as cmshared, run perl EcOmCleanupOldData.pl OPS 1 This will clean all requests older than 

ARCHIVE_INCOMPLETE_REQUE
ST_AGE. 

 

20 <i>V-2 [Verify Force All Cleanup]</i>  #comment 
21 In the following query, replace &quot;X&quot; with the result from Q-6: <br 

/>select count(RequestId) from OmRequest where finishdatetime &lt; (now() 
- (SELECT '1 day'::interval * X)) and RequestId not in (select RequestId 
from OmBundlingOrder where coalesce(FinishDateTime,ExpirationDate) 
&lt;= ExpirationDate); 

Execute; the result should be zero; any 
other result may indicate bad data, or a 
database error. 

 

22 <i>V-3 [Verify Logs]</i>  #comment 
23 Verify the existence of:<br 

/>/usr/ecs/&lt;mode&gt;/CUSTOM/logs/EcOmCleanupOldData.log 
The text should resemble the standard 
output from each run, with the 
addition of a timestamp. 

 

24 Check for errors.   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
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1051 ECOMDBCLEANARCHIVE.PL (ECS-ECSTC-3461) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure OMS configuration is current and correct (config files, properties 

files, database settings, etc.); Have cmshared access on x5oml01v. 
  

3 Ensure the following file exists:<br 
/>/usr/ecs/&lt;MODE&gt;/CUSTOM/dbms/postgres/OMS/scripts/EcOmDbC
leanArchive.pl<br />For reference, read:<br 
/>/usr/ecs/&lt;MODE&gt;/CUSTOM/dbms/postgres/OMS/EcOmCleanArchi
ve.sp 

  

4 Ensure a PostgreSQL prompt is available and connected to the ecs 
database.<br /><br />/tools/postgres/9.2/bin/psql -U $USERNAME -h 
f4dbl03 -d ecs<br />select public.set_search_path('OMS', $MODE);<br 
/>show search_path; 

Should list the schemas installed in the 
mode.<br />Should include 'oms' for 
OPS or 'oms_&lt;MODE&gt;'. 

&quot;readonly&quot; is an 
acceptable username.<br 
/><br />Setup<br />S-1 
[Verify Current Data]<br 
/>In PostgreSQL, ensure 
that test data exists in the 
table 
&quot;OmOrder_R,&quot; 
under the schema 
&quot;oms&quot; or 
&quot;oms_&lt;MODE&gt;
.&quot;<br />Because test 
data is not always readily 
available, the following 
steps are forumulated to 
remove as little data from 
the pool as possible. 

5 [Q-1] Query the database to verify that there exists more than 1 entry in the 
&quot;OmOrder_R&quot; table (query includes count of the records created 
on each day). 

select count(orderid), 
to_char(date_trunc('day', 
timeoflastupdate), 'YYYY/MM/DD') 
from OmOrder_R group by 
to_char(date_trunc('day', 
timeoflastupdate), 'YYYY/MM/DD') 
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# Action Expected Result Notes 
order by to_char(date_trunc('day', 
timeoflastupdate), 'YYYY/MM/DD'); 

6 [Q-2] Query the database to verify that the table &quot;OmOrder_R&quot; 
has entries with the range of &quot;timeoflastupdate&quot; field spanning 
more than 1 day. 

select count(distinct 
to_char(date_trunc('day', 
timeoflastupdate), 'YYYY/MM/DD')) 
from OmOrder_R; 

 

7 [Q-3] Query the database to verify that you have a date that will allow the 
script to remove the fewest records at a time from &quot;OmOrder_R.&quot; 

select min(b.unique_day) from (select 
distinct to_char(date_trunc('day', 
timeOfLastUpdate), 
'YYYY/MM/DD') as unique_day from 
OmOrder_R) b where unique_day not 
in (select min(c.unique_day) from 
(select distinct 
to_char(date_trunc('day', 
timeOfLastUpdate), 
'YYYY/MM/DD') as unique_day from 
OmOrder_R) c); 

The result of the Q-3 will be 
used in S-2. 

8 <i>S-2 [Clean Archive]</i>  #comment 
9 On f5oml01v, as cmshared, replace RETAIN_DATE with the value returned 

in Q-3 and execute:<br />perl EcOmDbCleanArchive.pl OPS 
RETAIN_DATE 

This will clean all archived requests 
older than RETAIN_DATE, the 
second paramter. 

 

10 <i>V-1 [Verify Archive Cleanup]</i>  #comment 
11 In the following query, replace &quot;X&quot; with the result from Q-3: <br 

/>select count(orderid) from OmOrder_R where timeoflastupdate &lt; X; 
Execute; the result should be zero; any 
other result may indicate bad data, or a 
database error. 

 

12 <i>V-2 [Verify Logs]</i>  #comment 
13 Verify the existence of:<br 

/>/usr/ecs/&lt;mode&gt;/CUSTOM/logs/EcOmDbCleanArchive.log.timesta
mp<br />The timestamp is formatted as follows: 'YYMMDDHHMMSS' <br 
/>(Two digits each of: year, month, day, hour, minute, and second; ls | grep 
EcOmDbCleanArchive should display all such logs.) 

The text should resemble the standard 
output from each run exactly. 

 

14 Check for errors.   

 
 
TEST DATA: 
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EXPECTED RESULTS: 
 

1052 END TO END GLAS HDF5 SUBSETTING - MULTIPLE GRANULES, MULTIPLE 
COLLECTIONS (ECS-ECSTC-3462) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Ensure that the test GLAS collections are installed in the mode and exported 

to ECHO. e.g. GLAH05.033 snd GLAH07.033 
  

2 Ensure that the GLAS subsetter service is installed in the mode enabled for 
the test collections 

  

3 Ensure that the spatial and temporal subsetting is enabled for the collections 
for the GLAS subsetting service 

  

4 Navigate to the Reverb testbed GUI. http://testbed.echo.nasa.gov/reverb   
5 Search for granules for the test GLAS collections.   
6 Select at least a couple of granules from each test collection and View cart.   
7 Click on the Granule Detail icon (i) and download the OnlineAccess URL for 

the granules. 
  

8 Run /tools/common/test/DataAccess/glasdump.rb test_granule.H5 to create 
dumps for the latitude, longitude and utc times or manually run the h5dump 
as follows... <br /> To get the list of latitudes<br /> h5dump -w 20 -y -m 
'%.15f' -d 'Data_1HZ/Geolocation/d_lat' -o lat1hz.dat 
GLAH_INPUT_GRANULE.H5 <br /> To get the list of longtitudes<br /> 
h5dump -w 20 -y -m '%.15f' -d 'Data_1HZ/Geolocation/d_lon' -o lon1hz.dat 
GLAH_INPUT_GRANULE.H5<br /> To get the utc times<br /> h5dump -w 
20 -y -m '%.15f' -d 'Data_1HZ/DS_UTCTime_1' -o raw_time1hz.dat 
GLAH_INPUT_GRANULE.H5 

  

9 Record the spatial extent for the test granules from lat1hz.dat and lon1hz.dat 
from the glasdump tool or h5dump or from the info and map view of the 
granules in reverb gui 

  

10 Record the temporal range for the test granules from the raw_time1hz from 
the glasdump tool or from the info and temporal extent displayed in reverb 

  

11 Click on Perform Service and Verify that the form options are displayed   
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# Action Expected Result Notes 
correctly. 

12 Check the box for 'Use these values for all applicable items'   
13 Enter a valid email address   
14 Select GLAS processing tool   
15 Spatial Subsetting: Enter bounding box options that are within the spatial 

extent of each granule using the spatial extent latitudes and longitudes that 
were downloaded with the glasdump or h5dump earlier or graphically from 
the mapview in reverb. 

  

16 Verify that there are multiple bounding boxes   
17 Verify that there is a maximum limit of bounding boxes (5) . Enter options in 

all five bounding boxes 
  

18 Submit Service Request and verify that the requests succeeded.   
19 Verify in the EGI/ESIR logs that stitching has been called for each of the 

collections with multiple granules. 
  

20 Verify that all the stitch links are listed under &quot;Download the files 
stitched together by Product:&quot; 

  

21 Verify that there is a url for enabling stitching displayed and there is one link 
for each collection that has multiple granules. 

  

22 Click on stitched output link for each test collection to download the stitched 
ouput. 

  

23 Verify that an email is sent to the requested email address that the service 
request is complete with links to download the subsetted files 

  

24 Download the files from the output links and verify that the subsetting 
matches the spatial subset options selected in the request.You can verify it by 
running /tools/common/test/DataAccess/validate_GlasTest.rb --bbox 
'W,S,E,N' subsetted_stitiched_granule.H5. You can also verify it by doing a 
h5dump of the subsetted_stitched output and checking the longitude and 
laitude values in the output as follows. <br /> To get the list of latitudes<br /> 
h5dump -w 20 -y -m '%.15f' -d 'Data_1HZ/Geolocation/d_lat' -o 
raw_lat1hz.dat subsetted_stitched_granule.H5 <br /> To get the list of 
longtitudes<br /> h5dump -w 20 -y -m '%.15f' -d 
'Data_1HZ/Geolocation/d_lon' -o raw_lon1hz.dat 
subsetted_stitched_granule.H5 

  

25 Verify that the stitched output is in temporal order. Sort raw_time1hz.dat 
&gt; raw.sorted. diff raw raw.sorted should not return anything 

  

26 Verify that you get a stitching complete email for each collection in the 
request. 
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# Action Expected Result Notes 
27 Repeat step 11 to 23 to do temporal subsetting instead of spatial subsetting. 

Enter Start and End times within the temporal extent of the granule. 
  

28 Verify that the values in raw_time1hz.dat is within the time temporal 
subsetting options used. Use /tools/common/test/DataAccess/glastime.rb if 
you need to convert the start and end time used to utc seconds. You can 
verify the temporal subsetting by running <br 
/>/tools/common/test/DataAccess/validate_GlasTest.rb e.g. 
validate_GlasTest.rb --startTime 2004-03-02T02:51:00 --endTime 2005-02-
17T21:46:00 204_GLAH12_033.H5 . You can also verify using the h5dump 
directly as follows and checking the values in the raw output. <br /> To get 
the utc times<br /> h5dump -w 20 -y -m '%.15f' -d 
'Data_1HZ/DS_UTCTime_1' -o raw_time1hz.dat stitched_granule.H5 

  

29 Repeat step 24 to verify the stitched output is in temporal order   
30 Repeat step 9 to 23 to do both temporal and spatial subsetting together.   
31 Verify that the stitched output is within the spatial and temporal settings in 

the request. /tools/common/test/DataAccess/validate_GlasTest.rb e.g. 
validate_GlasTest.rb --bbox 'W,S,E,N' --startTime YYYY-MM-
DDTHH:MM:SS --endTime YYYY-MM-DDTHH:MM:SS 
stitched_subsetted_GLAH.H5 or do a manual h5dump to get the latitudes, 
longitudes and utctimes of the stitched output as follows: <br /> To get the 
list of latitudes<br /> h5dump -w 20 -y -m '%.15f' -d 
'Data_1HZ/Geolocation/d_lat' -o lat1hz.dat GLAH_INPUT_GRANULE.H5 
<br /> To get the list of longtitudes<br /> h5dump -w 20 -y -m '%.15f' -d 
'Data_1HZ/Geolocation/d_lon' -o lon1hz.dat 
GLAH_INPUT_GRANULE.H5<br /> To get the utc times<br /> h5dump -w 
20 -y -m '%.15f' -d 'Data_1HZ/DS_UTCTime_1' -o raw_time1hz.dat 
GLAH_INPUT_GRANULE.H5 

  

32 Repeat step 24 to Verify that the output is in temporal order.   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
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1053 END TO END GLAS HDF5 SUBSETTING - SINGLE GRANULE, SINGLE COLLECTION (ECS-
ECSTC-3463) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Ensure that the test GLAS collection is installed in the mode and exported to 

ECHO. 
  

2 Ensure that the GLAS subsetter service is installed in the mode enabled for 
the test collection 

  

3 Ensure that the spatial, temporal and band subsetting is enabled for the 
collection for the GLAS subsetting service 

  

4 Navigate to the Reverb testbed GUI. http://testbed.echo.nasa.gov/reverb   
5 Search for granules for the test GLAS collection.e.g. GLAH05.033 

EDF_DEV06 
  

6 Select a single test granule to the cart and View cart.   
7 Click on the Granule Detail icon (i) and download the OnlineAccess URL for 

the granules 
  

8 Run /tools/common/test/DataAccess/glasdump.rb test_granule.H5 to create 
dumps for the latitude, longitude and utc times or do a h5dump manually to 
get the longitude, latitude and utctimes as follows..<br /> To get the list of 
latitudes<br /> h5dump -w 20 -y -m '%.15f' -d 'Data_1HZ/Geolocation/d_lat' 
-o lat1hz.dat GLAH_INPUT_GRANULE.H5 <br /> To get the list of 
longtitudes<br /> h5dump -w 20 -y -m '%.15f' -d 
'Data_1HZ/Geolocation/d_lon' -o lon1hz.dat 
GLAH_INPUT_GRANULE.H5<br /> To get the utc times<br /> h5dump -w 
20 -y -m '%.15f' -d 'Data_1HZ/DS_UTCTime_1' -o raw_time1hz.dat 
GLAH_INPUT_GRANULE.H5 

  

9 Record the spatial extent for the test granule from lat1hz.dat and lon1hz.dat 
from the glasdump or h5dump tool or from the info and map view of the 
granule in reverb 

  

10 Record the temporal range for the test granule from the raw_time1hz from the 
glasdump or h5dump tool or from the info and temporal extent displayed in 
reverb 

  

11 Record if there is any browse group data in the input granule. h5ls -r   
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# Action Expected Result Notes 
GLAH_INPUT_GRANULE.H5 &gt; input_groups.dat 

12 Record the original attributes in the input granule. h5dump -A 
GLAH_INPUT_GRANULE.H5 &gt; input_attributes.dat 

  

13 Record the original attributes in the input granule. h5dump -A 
GLAH_INPUT_GRANULE.H5 &gt; input_attributes.dat 

  

14 Click on Perform Service. Verify that the service options for the collection 
are displayed correctly. 

  

15 Enter a valid email address   
16 Select GLAS processing tool   
17 Spatial Subsetting: Enter bounding box options that are within the spatial 

extent of each granule using the spatial extent latitudes and longitudes that 
were downloaded with the glasdump or h5dump earlier or graphically from 
the mapview in reverb. 

  

18 Submit Service Request. Verify that the service request suceeded.   
19 Verify that the subsetting request, constraints, statistics, outputs are logged. Some of the logging is in 

EcDlDaRqs.debug0.log and Egi logs. 
 

20 Verify that an email is sent to the requested email address that the service 
request is complete with links to download the subsetted files 

  

21 Verify that no stitching url link options are provided.   
22 Download the subsetted file.   
23 Compare the attributes in the input file and the subsetted output file. h5dump 

-A input_file versus h5dump -A subsetted_output_file . Verify that there is a 
warning attribute in the subsetted output file for the root and metadata groups 

  

24 Verify that there is a link to download the request summary   
25 Verify that the file naming convention in the subsetted output file preserves 

the file naming convention used in the input files 
  

26 Verify that the subsetted output files have the same internal structure as the  
input data files. <br />  h5ls input_granule.H5 and h5ls subsetted_granule.H5 
should be the same except for the BROWSE group that is excluded by default 

  

27 Verify that the subsetted output does not have any BROWSE or Image data. 
h5dump -w 20 -y  -g 'BROWSE' -o raw_subsetted_browse 
subsetted_granule.H5  should throw an error or have no output 

h5dump error: unable to open group 
&amp;quot;BROWSE&amp;quot; is 
the expected result. 

 

28 Verify that the subsettedoutput file has latitude and longitude values that are 
within the spatial options in the subset request.  <br />  Run 
/tools/common/test/DataAccess/validate_GlasTest.rb --bbox 'W, S, E, N' 
subsetted_granule.H5 or use h5dump manually to get the values of longitude, 
latitude as follows...<br /> To get the list of latitudes<br /> h5dump -w 20 -y 
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# Action Expected Result Notes 
-m '%.15f' -d 'Data_1HZ/Geolocation/d_lat' -o lat1hz.dat 
GLAH_subsetted_output.H5 <br /> To get the list of longtitudes<br /> 
h5dump -w 20 -y -m '%.15f' -d 'Data_1HZ/Geolocation/d_lon' -o lon1hz.dat 
GLAH_subsetted_output.H5 

29 Repeat the steps 12-26 performing temporal subsetting.  <br />Temporal 
Subsetting:  Enter Start and End times within the temporal extent of the 
granule. 

  

30 Verify that the subsetted output file have time values within the temporal 
subset range in the request.   <br /> run  
/tools/common/test/DataAccess/validate_GlasTest.rb e.g. 
validate_GlasTest.rb --startTime YYYY-MM-DD200THH:MM:SS --
endTime YYYY-MM-DDTHH:MM:SS subsetted_granule.H5 . <br /> For 
manual verification with a h5dump, <br /> To get the utc times<br /> h5dump 
-w 20 -y -m '%.15f' -d 'Data_1HZ/DS_UTCTime_1' -o raw_time1hz.dat 
GLAH_subsetted_output.H5 

  

31 Repeat the steps 12-26 with both spatial and temporal subsetting.   
32 Verify that the subsetted output meets both the spatial and temporal 

constraints.  /tools/common/test/DataAccess/validate_GlasTest.rb e.g. 
validate_GlasTest.rb -bbox 'W, S, E, N' --startTime YYYY-MM-
DD200THH:MM:SS --endTime YYYY-MM-DDTHH:MM:SS 
subsetted_granule.H5 <br /> or do manual verification with a h5dump  as 
follows..To get the list of latitudes<br /> h5dump -w 20 -y -m '%.15f' -d 
'Data_1HZ/Geolocation/d_lat' -o lat1hz.dat GLAH_INPUT_GRANULE.H5 
<br /> To get the list of longtitudes<br /> h5dump -w 20 -y -m '%.15f' -d 
'Data_1HZ/Geolocation/d_lon' -o lon1hz.dat 
GLAH_INPUT_GRANULE.H5<br /> To get the utc times<br /> h5dump -w 
20 -y -m '%.15f' -d 'Data_1HZ/DS_UTCTime_1' -o raw_time1hz.dat 
GLAH_INPUT_GRANULE.H5 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
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1054 END TO END GLAS HDF5 SUBSETTING - MULTIPLE GRANULES SINGLE COLLECTION 
(ECS-ECSTC-3464) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Ensure that the test GLAS collection is installed in the mode and exported to 

ECHO 
  

2 Ensure that the GLAS subsetter service is installed in the mode enabled for 
the test collection 

  

3 Ensure that the spatial and temporal subsetting is enabled for the collection 
for the GLAS subsetting service 

  

4 Navigate to the Reverb testbed GUI. http://testbed.echo.nasa.gov/reverb   
5 Search for granules for the test GLAS collection. e.g. GLAH12.033 

EDF_OPS 
  

6 Select at least two test granules in the GLAS collection to the cart and View 
cart. 

  

7 Click on the Granule Detail icon (i) and download the OnlineAccess URL for 
the granules. 

  

8 Run /tools/common/test/DataAccess/glasdump.rb test_granule.H5 to create 
dumps for the latitude, longitude and utc times or do h5dump manually to get 
the longitude, latitude and utctimes for the input granule as follows...<br /> 
To get the list of latitudes<br /> h5dump -w 20 -y -m '%.0f' -d 
'Data_1HZ/Geolocation/d_lat' -o lat1hz.dat GLAH_INPUT_GRANULE.H5 
<br /> To get the list of longtitudes<br /> h5dump -w 20 -y -m '%.0f' -d 
'Data_1HZ/Geolocation/d_lon' -o lon1hz.dat 
GLAH_INPUT_GRANULE.H5<br /> To get the utc times<br /> h5dump -w 
20 -y -m '%.0f' -d 'Data_1HZ/DS_UTCTime_1' -o raw_time1hz.dat 
GLAH_INPUT_GRANULE.H5 

  

9 Record the spatial extent for the test granules from lat1hz.dat and lon1hz.dat 
from the glasdump or h5dump tool or from the info and map view of the 
granule in reverb 

  

10 Record the temporal range for the test granules from the raw_time1hz from 
the glasdump or h5dump tool or from the info and temporal extent displayed 
in reverb 
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# Action Expected Result Notes 
11 Click on Perform Service. Verify that the correct service options are for the 

collection are displayed. 
  

12 Enter a valid email address   
13 Select GLAS processing tool   
14 Spatial Subsetting: Enter bounding box options that are within the spatial 

extent of each granule using the spatial extent latitudes and longitudes that 
were downloaded with the glasdump or h5dump earlier or graphically from 
the mapview in reverb. 

  

15 Submit Service Request and Verify that the request succeded.   
16 Check The EGI and ESIR logs and verify that Stitching has been called for 

the collection. 
  

17 Verify that an email is sent to the requested email address that the service 
request is complete with links to download the subsetted files. 

  

18 Verify that an email is sent to the requested email address that the stitching is 
complete. 

  

19 Verify that a link is displayed to stitch all the subsetted input granules   
20 Verify that the stitch link is listed under &quot;Download the files stitched 

together by Product:&quot; 
  

21 Click on the Stitch granules link to perform granule stitching. Verify that a 
single stitched output is provided 

  

22 Click on the stitched output to download the files.   
23 Verify that the stitched output values  are within the spatial constraints in the 

test. verify it by running /tools/common/test/DataAccess/validate_GlasTest.rb 
--bbox 'W,S,E,N' subsetted_stitiched_granule.H5 <br />or verify manually 
doing a h5dump as follows: To get the list of latitudes<br /> h5dump -w 20 -
y -m '%.15f' -d 'Data_1HZ/Geolocation/d_lat' -o lat1hz.dat 
subsetted_stitched_granule.H5 <br /> To get the list of longtitudes<br /> 
h5dump -w 20 -y -m '%.15f' -d 'Data_1HZ/Geolocation/d_lon' -o lon1hz.dat 
subsetted_stitched_granule.H5<br /> To get the utc times<br /> h5dump -w 
20 -y -m '%.15f' -d 'Data_1HZ/DS_UTCTime_1' -o raw_time1hz.dat 
subsetted_stitched_granule.H5 

  

24 Verify that the subsetted data is in temporal order in the output file. The 
raw_time1hz.dat should be in ascending order.. sort raw_time1hz.dat &gt; 
raw.sorted. diff raw raw.sorted should not return anything 

  

25 Repeat 9-22 with temporal subsetting. Temporal Subsetting: Enter Start and 
End times within the temporal extent of each granule. 

  

26 Verify that the values in raw_time1hz.dat is within the time temporal   



 

2994 
 

# Action Expected Result Notes 
subsetting options used. Use /tools/common/test/DataAccess/glastime.rb to 
convert the start and end time used to utc seconds. Verify the temporal 
subsetting by running /tools/common/test/DataAccess/validate_GlasTest.rb 
e.g. validate_GlasTest.rb --startTime 2004-03-02T02:51:00 --endTime 2005-
02-17T21:46:00 204_GLAH12_033.H5 <br /> or do manual verification with 
h5dump as follows...<br /> To get the utc times<br /> h5dump -w 20 -y -m 
'%.15f' -d 'Data_1HZ/DS_UTCTime_1' -o raw_time1hz.dat 
GLAH_INPUT_GRANULE.H5 

27 Repeat step 22   
28 Repeat 9-20 with both spatial and temporal constraints. and verify with steps 

21,24 and 22 
  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1055 EGI GLAS REQUESTS (ECS-ECSTC-3465) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Make async request with FILE_IDS   
2 Run the following command from a psql interface with the MODE you are 

working in to select some granule ids: select granuleid from AmGranule 
where ShortName like 'GLAH%' and versionid =33 and IsOrderOnly is null; 

list of granule ids given that you can 
request subsetting for 

 

3 From command line run:<br /> curl 
&quot;http://f5eil01v:22500/egi/request?SUBAGENT_ID=GLAS&amp;FIL
E_IDS=[comma seperated numbers from above query]&quot; 

asynchronous ESI response with an 
order id 

 

4 <i>this did not work</i>  #comment 
5 From command line run:<br /> curl 

&quot;http://f5eil01v:22500/esir/request/[order id returned in asynchronous 
ESI response&quot; 

gives status of request. Should 
eventually give a 
&quot;complete&quot; status 
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# Action Expected Result Notes 
6 Make a sync request for a single granule   
7 From command line run:<br /> curl 

&quot;http://f5eil01v:22500/egi/request?SUBAGENT_ID=GLAS&amp;RE
QUEST_MODE=sync&amp;FILE_IDS=[single granuleid from 
above]&quot; 

download urls are give in ESI output  

8 From command line run:<br /> curl &quot;[first download url from step 
6(esir link)]&quot; 

ESIR response with href links to 
subsetted granule 

 

9 From command line run:<br /> curl &quot;[href link from step 7 on &quot; 
For Input Granule&quot; line]&quot; &gt; outputfile.H5 

outputfile.H5 is populated with 
subsetted granule 

 

10 From command line run:<br /> curl &quot;[href link from step 7 on &quot; 
For Input Granule&quot; line]&quot; &gt; outputfile.H5 

outputfile.H5 is populated with 
subsetted granule 

 

11 verify downloaded granule using standard hdf5 tools like h5dump located in 
/tools/HDF5/bin/ and make sure no errors show up when run. i. e. 
/tools/HDF5/bin/h5dump outputfile.H5 

No errors shown on command line 
from running the tools. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1056 ESIR TEST CASES FOR GLAS (ECS-ECSTC-3466) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 GLAS ESIR Test Case(s)<br /><br />1) Output file page groups results by 

collection.<br />2) Zip file output matches constituent files.<br />3) Stitched 
output files do not exceed configured size limit.<br />4) Concurrent zip 
downloads do not yield partial zips.<br />5) Concurrent stitch downloads do 
not yield partial output. <br />6) Stitch output is pre-generated.<br 
/>*Associated with requirements list.<br />**Not currently 
implemented/fixed. 

  

2 Setup:<br />- x5eil01&amp;gt; cat - Expected result (Integer values only  
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# Action Expected Result Notes 
/usr/ecs/OPS/CUSTOM/cfg/EcDlDaEsir.properties | grep STITCH<br /><br 
/>- Note STITCH.MAX.FILESIZE; it represents gigabyte values (GB)<br />- 
Record the value of STITCH.DIRECTORY. 

need to be set, not match):<br 
/>STITCH.DIRECTORY=/datapool//
user/FS1/temp/stitch<br />## Should 
be similar to <br 
/>http://:/rqs_&lt;MODE&gt;/GLASS
TITCH<br />
 STITCH.URL=http://f5dpl01
v.edn.ecs.nasa.gov:22500/rqs_DEV06/
GLASSTITCH<br />
 STITCH.MAX.FILESIZE=1
<br /> STITCH.TIMEOUT=300<br 
/>
 STITCH.CLEANUP.INTER
VAL=3600<br />
 STITCH.CLEANUP.AGE=4
3200 

3 - In Reverb (http://testbed.echo.nasa.gov/reverb), perform a service on two or 
more granules from at least two distinct collections. <br />(Minimum of four 
granules should be selected total.)<br />- To test the stitched output 
restrictions, it is wisest to choose a collection with large input files, like 
GLAH07.033.<br />- Add all available granules for each collection to the 
request.<br />- Use at least two distinct bounding boxes. 

  

4 - When the request is fulfilled (complete), view the provided *.html page.<br 
/>- Calculate the sum of the file sizes for each collection &gt; 
FILE_SIZE_SUM.<br />- If FILE_SIZE_SUM for at least one collection 
does not exceed ( x 1024 MB), then start over and choose different 
collections. 

  

5 Verify:<br />6) List the contents of the stitch output directory 
(STITCH.DIRECTORY).<br />Among the files therein should be a file that 
was created around the same time as the request was completed (check email 
timestamp.) 

  

6 Verify:<br />1) Listed granule IDs are grouped by collection.   
7 2) Zip integrity:<br />*&gt; wget <br />*&gt; jar xvf  If this command fails, 

use a different method to extract files from the zip.<br /> Compare the 
size of the extracted files to that of the individual files listed on the *.html 
page. 

2) *&gt; jar xvf  If this command fails, 
use a different method to extract files 
from the zip.<br /> Extracted 
file sizes equal those of individual 
files listed. 

 

8 3) Stitched output limits:<br />Click the stitch link for the collection whose 3) The number of links available  
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# Action Expected Result Notes 
total file size exceeds  GB. should equal 

((FILE_SIZE_SUM/STITCH.MAX.FI
LESIZE) + 1) 

9 4) Partial zip files cannot be downloaded:<br />Click the zip file link several 
times in a short amount of time. (Double/Triple/Quadruple-click)<br />
 Download all of the zip files as prompted. 

4) Each downloaded zip (when 
unzipped) should be the same size--
somewhat equal to the sum of all file 
sizes listed on the page. 

 

10 5) Partial output cannot be obtained from stitch download links.<br />Click 
the stitch file link multiple times.<br />Download the stitched files as 
prompted. 

4) Each downloaded stitch file should 
be the same size--somewhat equal to 
the sum of all file sizes listed on the 
page. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1057 EMS REPORTING FOR GLAH REQUESTS (ECS-ECSTC-3467) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>requests need to go through EGI, ESI requests are not reported to 

EMS</i> 
 #comment 

2 Make an EGI request multiple granules for multiple collections   
3 <i>may need to verify that apache's httpd.conf has the following setting for 

your mode:   <br />    SetEnvIf Request_URI &quot;/esir/&quot; 
esirfile_ops<br />    SetEnvIf Request_URI &quot;/esir/.*\.zip$&quot; 
esirzip_ops !esirfile_ops<br />    SetEnvIf Request_URI 
&quot;/esir/.*\/stitched\/.*GLAH.&quot; esirstitch_ops !esirfile_ops 
!esirzip_ops<br />    SetEnvIf Content-Type &quot;text/html&quot; 
!esirfile_ops !esirzip_ops !esirstitch_ops<br />    CustomLog 
/usr/ecs/OPS/CUSTOM/data/DPL/EcDlDataAccessApache.log dataaccess 

 #comment 
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# Action Expected Result Notes 
env=esirfile_ops<br />    CustomLog 
/usr/ecs/OPS/CUSTOM/data/DPL/EcDlDataAccessApache.log dataaccesszip 
env=esirzip_ops<br />    CustomLog 
/usr/ecs/OPS/CUSTOM/data/DPL/EcDlDataAccessApache.log 
dataaccessstitch env=esirstitch_ops</i> 

4 Download all output products, zips and stitched collections from ESIR Apache logs downloads to 
/usr/ecs/&lt;MODE&gt;/CUSTOM/da
ta/DPL 

 

5 ssh f5eil01v   
6 Verify that the downloads show up in the Apache log:  

/usr/ecs/CUSTOM//data/DPL 
  

7 Individual files that were downloaded should show up as single insert 
statements.<br />Zip files that were downloaded should include a join against 
AmDaJob.<br />Stitched file that were downloaded should also include a join 
against AmDaJob. 

  

8 cat /usr/ecs/OPS/CUSTOM/data/DPL/EcDlDataAccessApache.log Paste basic output here  
9 Run the Rollup of the Apache log data into the database   
10 /usr/ecs/OPS/CUSTOM/utilities/EcDlDaRollupApacheLogs.ksh OPS output of script is output of postgres 

for sql in Apache log:<br />INSERT 0 
6 indicates 0 for success and 6 for the 
number of rows (the number of input 
granules that were included in your 
download) 

 

11 verify that the rollup worked   
12 <i>this table is in the OMS schema</i>  #comment 
13 select * from ecemsextracttypedaterange If you don't see the time range you 

want you must put it as specified in 
the two steps below 

 

14 update  ecemsextracttypedaterange set startdate = [time of first download you 
want to see] 

  

15 <i>the end date has to be at least 24 hours greater than the start date.. update 
ecemsextracttypedaterange set enddate= 'YYYYMMDD HH:MM:SS' for the 
end time to be set</i> 

 #comment 

16 update  ecemsextracttypedaterange set enddate = getdate() The time range you are interested in is 
in ecemsextracttypedaterange 

 

17 select * from EMSDistHTTPTransfer_View should list all the transfers you made  
18 verify that the number of rows in the table is equal to the number of input   
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# Action Expected Result Notes 
files that were used in all the downloads 

19 ssh to f5dpl01v   
20 Run the EMS data extractor to create a flat file that can be exported to EMS   
21 <i>If start date is yesterdays date and enddate is todays date.</i>  #comment 
22 /usr/ecs//CUSTOM/utilities/EcDbEMSdataExtractor.pl -mode OPS -

extracttype DistHTTP -startdate YYYYMMDD -enddate YYYYMMDD 
  

23 check the EMS log for errors no errors found  
24 get the directory where the flat file was sent to   
25 grep scp EcDbEMSdataExtractor.log   
26 open the file and verify the data matches what is in 

EMSDistHTTPTransfer_View 
  

27 compare : <br />cat flat_file_name | wc <br />select count(*) from 
EMSDistHTTPTransfer_View 

numbers should be equal  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1058 CONFIGURING LIMITS - REQUESTS, OUTPUT FILE SIZE (ECS-ECSTC-3468) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Configure max granules per request in the Data Access GUI . Set 

MAX_GRANS_SINGLE_ASYNC_REQUEST to 2 
  

2 Configure max requests in the Data Access GUI. Set 
MAX_GRANS_QUEUE_ASYNC_REQUESTS to 5 

  

3 Submit concurrent requests for GLAS subsetting for different granules and 
collections. Submit subset requests for 2 granules. 

  

4 Verify that the requests complete successfully   
5 Submit requests exceeding the configured request limit. Submit subset   
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# Action Expected Result Notes 
requests for 10 granules. 

6 Verify that not more than the max configured requests are queued and an 
error response is returned... 

  

7 Select a really large spatial area so that the output file size is larger than the 
configured limit. 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1059 GLAS ESDT BASELINE CAPABILITY (ECS-ECSTC-3469) 

DESCRIPTION: 
This test provides a baseline, nominal behavior check on the GLAS-Subsetter and GLAS-Tool-Adapter, for each of the ESDTs in the current set of GLAS 
ESDTs (GLAH01, GLAH05-GLAH15). For each granule (one or two per ESDT) one run is made with a bounding-box (overlapping data contents), a second is 
run with a temporal range constraint (again overlapping data contents) and a third run is made with both constraints (with the constraints overlapping each other). 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Copy ruby scripts from clearcase: 

/ecs/formal/DPL/DataAccess/adapters/Glas/test*.rb to a working directory - 
on a machine with access to /sotestdata and to /workingdata.  You will need 
all ruby scripts in the same working directory - they call each other and 
assume the home directory of the currently executing script is where the other 
scripts will be found 

  

2 Edit the scripts to make any adjustments for working host, port, mode, 
output-directory, etc.  By default the scripts will write to 
/workingdata/TestResults/RelB/DataAccess/GLAS/ESDT_Baseline_Test/.  
<br />If there is data already there, check if it needs to be moved to establish 
baseline-results for a previous release or test run. 

  

3 Run GlasEsdtBaselineTest.rb  (no parameters)   
4 Run validate_GlasEsdtBaselineTest.rb to verify the output files Summary of failures should be empty.  

Listing of Time-Jumps should be as 
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# Action Expected Result Notes 
expected. 

5 If possible, do an h5diff between the current subsetted h5 outputs with the 
baselines h5 outputs in /workingdata/TestResults 

Verify that the subsetted files match 
the baseline h5 output files in the 
/workingdata directory 

 

6 Consider if test results should be moved to appropriate folder location under 
/workingdata/testresults/ 

  

 
 
TEST DATA: 
The test draws on the following .h5 files under /sotestdata... 
/sotestdata/DROP_802/HDF5_subsetter/GLAS/GLAH05.033/GLAH05_633_2107_002_0110_3_01_0001.H5 
/sotestdata/DROP_802/HDF5_subsetter/GLAS/GLAH05.033/GLAH05_633_2107_002_0111_1_01_0001.H5 
/sotestdata/DROP_802/HDF5_subsetter/GLAS/GLAH06.033/GLAH06_633_2107_002_0110_3_01_0001.H5 
/sotestdata/DROP_802/HDF5_subsetter/GLAS/GLAH06.033/GLAH06_633_2107_002_0113_1_01_0001.H5 
/sotestdata/DROP_802/HDF5_subsetter/GLAS/GLAH07.033/GLAH07_633_2107_002_0111_0_01_0001.H5 
/sotestdata/DROP_802/HDF5_subsetter/GLAS/GLAH07.033/GLAH07_633_2107_002_0113_0_01_0001.H5 
/sotestdata/DROP_802/HDF5_subsetter/GLAS/GLAH08.033/GLAH08_633_2107_002_0113_0_01_0001.H5 
/sotestdata/DROP_802/HDF5_subsetter/GLAS/GLAH09.033/GLAH09_633_2107_002_0113_0_01_0001.H5 
/sotestdata/DROP_802/HDF5_subsetter/GLAS/GLAH10.033/GLAH10_633_2107_002_0113_0_01_0001.H5 
/sotestdata/DROP_802/HDF5_subsetter/GLAS/GLAH11.033/GLAH11_633_2107_002_0113_0_01_0001.H5 
/sotestdata/DROP_802/HDF5_subsetter/GLAS/GLAH12.033/GLAH12_633_2107_002_0113_0_02_0001.H5 
/sotestdata/DROP_802/HDF5_subsetter/GLAS/GLAH13.033/GLAH13_633_2107_002_0113_0_01_0001.H5 
/sotestdata/DROP_802/HDF5_subsetter/GLAS/GLAH14.033/GLAH14_633_2107_002_0113_0_02_0001.H5 
/sotestdata/DROP_802/HDF5_subsetter/GLAS/GLAH15.033/GLAH15_633_2107_002_0113_0_01_0001.H5 
 
EXPECTED RESULTS: 
 

1060 ESIR TIMEOUT OF STITCHING (ECS-ECSTC-3470) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Create request with lots of large granules (GLAH07)   
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# Action Expected Result Notes 
2 Download stitched product that will take longer than the timeout configured 

in ESIR for stitching 
  

3 Verify stitching is being performed by logging on to box that does stitching 
and running <br />ps -ef | grep stitch_glas 

  

4 After request has timed out in your browser verify that sttich_glas is no 
longer running 

  

5 <i>This may not currently work.  We may want to make the call to 
stitch_glas from ESIR thread so it could kill the process when timeout 
occurs.</i> 

 #comment 

6 ps -ef | grep stitch_glas only the grep command matches  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1061 CLEANUP BY GLAS TOOL ADAPTERS ON ERROR CONDITION (ECS-ECSTC-3471) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Log in as cmshared on f5dpl01v   
2 <i>This should create an output director or output file that will be cleaned up 

by the direct invocation of the tool adapters below.</i> 
 #comment 

3 Submit successful RQS request to subset and stitch a granule.   
4 <i>If you look in the RQS log you may be able to find tool adapter 

invocations that failed.  If you can only find successful requests you can use 
one of those and change the input file to be a non-existent file.</i> 

 #comment 

5 Submit RQS request for subset_glas and stitch_glas that will fail processing 
but generate output files. 

As of now we don't have a way to 
generate an output file and error out in 
subset_glas at the same time, so we 
will just verify that the previous 
successful directory was cleaned up 
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# Action Expected Result Notes 
6 <i>example:  /usr/ecs/DEV06/CUSTOM/utilities/GlasStitcherToolAdapter --

MAX_FILESIZE '1' --FILE_URLS 
'/datapool/DEV06/user/FS1/temp/glas/178:344/subsetted_GLAH07_633_110
2_001_0071_0_01_0001.H5,/datapool/DEV06/user/FS1/temp/glas/178:343/s
ubsetted_GLAH07_633_2107_002_0111_0_01_0001.H5' --OUTPUT_DIR 
'/datapool/DEV06/user/FS1/temp/stitch/178_GLAH07_033.H5'</i> 

 #comment 

7 grep &amp;quot;ConvertResource.executeCLI running&amp;quot; *Rqs*  to 
get a command to execute 

  

8 <i>example: /usr/ecs/DEV06/CUSTOM/utilities/GlasStitcherToolAdapter --
MAX_FILESIZE '1' --FILE_URLS 
'/datapool/DEV06/user/FS1/temp/glas/178:344/subsetted_GLAH07_633_110
2_001_0071_0_01_0001.H5,/datapool/DEV06/user/FS1/temp/glas/178:343/s
ubsetted_GLAH07_633_2107_002_0111_0_01_0001.H51' --OUTPUT_DIR 
'/datapool/DEV06/user/FS1/temp/stitch/test178_GLAH07_033.H5'</i> 

 #comment 

9 edit command by changing the name of the FILE_URLS to a file that does 
not exist and the OUTPUT_DIR to be something unique 

  

10 <i>example:  ls  
/datapool/DEV06/user/FS1/temp/stitch/test178_GLAH07_033.H5</i> 

 #comment 

11 verify the output directory does not exist.  For GlasToolAdapter this is 
OUTPUT_DIR/IDENTIFIER, For GlasStitcherToolAdapater this is just 
OUTPUT_DIR 

  

12 Repeat above for both GlasToolAdapter and GlasStitcherToolAdapater   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1062 TEST CASES FOR SUBSET_GLAS (ECS-ECSTC-3472) 

DESCRIPTION: 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 1) Temporal Subsetting in the beginning of the granule. Using the select 

statement to get the granule Date/time range in AmGranule table for the 
test.<br /> select esdt(shortname, versionid) ||':'|| granuleid, 
RangeBeginningDate, RangeBeginningTime, RangeEndingDate, 
RangeEndingTime, LocalGranuleID from AmGranule where LocalGranuleId 
= 'GLAH06_633_2107_002_0111_1_01_0001.H5'; 

  

2    
3 Original granule Date/time range from the query result from step 3 above<br 

/>RangeBeginningDate = 2004-03-01<br />RangeBeginningTime = 
01:05:53<br />RangeEndingDate = 2004-03-01<br />RangeEndingTime = 
01:27:14<br />run subset_glas -f 
/sotestdata/DROP_802/HDF5_subsetter/GLAS/GLAH06.033/GLAH06_633_
2107_002_0111_1_01_0001.H5 -s 2004-03-01T01:05:53 -e 2004-03-
01T01:27:14 -o GLAH06_633_2107_002_0111_1_01_0001.H5 --
excludegroup BROWSE 

output product 
GLAH06_633_2107_002_0111_1_01
_0001.H5 is produced in local 
directory 

 

4 run /h5dump -w 20 -y -m '%.0f' -d 'Data_1HZ/DS_UTCTime_1' -o 
Test1_GLAH06_633_utc  GLAH06_633_2107_002_0111_1_01_0001.H5 

Test1_GLAH06_633_utc contains 
data out from 
GLAH06_633_2107_002_0111_1_01
_0001.H5 

 

5 open the Test1_GLAH06_633_utc file in step 5 to get 1st UTC 131375155 
and Last UTC 131376434.<br />  131375155,<br />  131375156, <br />  
131375157,<br />     .........<br />     .........<br />     .........<br />   131376432,  
<br />   131376433,<br />   131376434 

  

6 to make sure that all the values in the DS_UTC… data field are within your 
time range in step4 above.<br /> run GlasTime.rb 131375155<br /> 2004-03-
01T01:05:55<br />run GlasTime.rb 131376434<br /> 2004-03-01T01:27:14 

1st UTC time 131375155 = 2004-03-
01T01:05:55<br />last UTC time 
131376434 = 2004-03-01T01:27:14 

 

7 2) Temporal Subsetting within the granule.   
8 run subset_glas -f 

/sotestdata/DROP_802/HDF5_subsetter/GLAS/GLAH06.033/GLAH06_633_
2107_002_0111_1_01_0001.H5 -s 2004-03-01T01:21:53 -e 2004-03-
01T01:33:14 -o Test2_GLAH06_633_2107_002_0111_1_01_0001.H5 --
excludegroup BROWSE 

output product 
Test2_GLAH06_633_2107_002_0111
_1_01_0001.H5 is produced in local 
directory 

 

9 run the commandline h5dump for outputing times below.<br />run /h5dump -
w 20 -y -m '%.0f' -d 'Data_1HZ/DS_UTCTime_1' -o 
test2_raw_GLAH06_633_utc 
Test2_GLAH06_633_2107_002_0111_1_01_0001.H5 

Test2_GLAH06_633_utc contains 
data out from 
GLAH06_633_2107_002_0111_1_01
_0001.H5 
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# Action Expected Result Notes 
10 when the h5dump command line finished, opening the 

test2_GLAH06_633_utc        <br />step 10 to get 1st UTC 131376115 and 
Last UTC 131376435.<br />131376115,<br />131376116, <br 
/>131376117,<br />.........<br />.........<br />.........<br />131376433,<br 
/>131376434,<br />131376435 

  

11 to make sure that all the values in the DS_UTC… data field are within your 
time range in step9 above.<br />Using the 1st and last utc times step 11 <br 
/>run GlasTime.rb 131376115<br />2004-03-01T01:21:55<br />run 
GlasTime.rb 131376435 <br />2004-03-01T01:27:15 

1st UTC time 131376115 = 2004-03-
01T01:21:55<br />last UTC time 
131376435 = 2004-03-
01T01:27:15<br />1st UTC time 
131376115 = 2004-03-01T01:21:55 
should match to starttime in step 9<br 
/>last UTC time 131376435 = 2004-
03-01T01:27:15 should match to 
endtime in step 9 

 

12 3) Spatial Subsetting   
13 run subset_glas --bbox '359,-90,1,90' -f 

/sotestdata/DROP_82_HDF5_subsetter/GLAS/GLAH01.033/GLAH01_033_
1102_001_0071_1_01_0001.H5  -o subsetted_glas.H5 

  

14 run /tools/hdf5/bin/h5dump subsetted_glas.H5 &gt; out.h5.dmp   
15 Open out.h5.dmp. Search for DATASET &quot;d1_pred_lat&quot; . <br 

/>Verify that there are just two numbers (0.702106 and 359.823) 
  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1063 VERIFY SPATIAL SEARCH CAPABILITY FOR GLAH01.033 (ECS-ECSTC-3473) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Use HDFView to find the spatial extent for each granule in the collection:<br Granule&amp;gt; South, East, North,  
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# Action Expected Result Notes 
/>f5dpl01v&gt; /net/d5drl01v/devdata1/RCCCO/HDFView/bin/hdfview.sh 
`ls 
/sotestdata/DROP_802/HDF5_subsetter/GLAS/GLAH01.033/GLAH01_033*
.H5`<br />- Data_1HZ &gt; Geolocation &gt; d1_pred_(lat|lon) 

West<br /><br />50.215855, 
95.92374799999999, 86.022775, -
79.827765<br />-
50.069131999999996, -79.842457, 
50.185072, -96.12877<br />-
86.023322, -96.14337, -50.130638, 
88.04826899999999<br />-
50.146969999999996, 
88.03363499999999, 50.102391, 
71.747761<br />-86.015098, -
156.702474, -50.043881999999996, 
27.510407999999998<br 
/>50.119558999999995, 11.175714, 
86.014512, -164.558112 

2 In Reverb, enter the coordinates for a given granule into the spatial search 
feature.<br /><br />Choose the dataset(s) from which granules should be 
returned. (GLAH01.033, in this case.)<br /><br />Click [Search for 
granules]. (The search may take an extended period of time to complete.)<br 
/><br />Verify that the shown granules all occupy a coordinate(s) in the 
searched area.<br /><br />Repeat for each granule in the collection. 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1064 END TO END PERFORMANCE TEST (ECS-ECSTC-3474) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Login to the Data Access GUI for the test mode. Ensure that the  

MAX_GRANS_QUEUE_ASYNC_REQUESTS is set to a value greater than 
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# Action Expected Result Notes 
2000 

2 Ensure that MAX_GRANS_SINGLE_ASYNC_REQUEST is greater than 
2000 

  

3 On the reverb GUI, search and add at least 2000 GLAH06 granules to the 
cart. 

request does not time out  

4 Select temporal or spatial subsetting or parameter options and perform 
service request. 

  

5 Verify that the request completes successfully without errors or timeouts   
6 Verify that the stitched output can be downloaded sucessfully without any 

errors 
  

7 Verify that the zip file outputs can be downloaded successfully   
8 Attempt to order 1750 GLAH06 granules and 250 GLAH08 granules in a 

single request. Repeat steps 4-7 
stitched product can be successfully 
downloaded. 

 

9    

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1065 ESI GLAS ERROR RESPONSE HANDLING (ECS-ECSTC-3475) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Run the following commands and make sure you get the appropriate error 

messages. Make sure to modify the urls based on which MODE you are 
using. 

  

2 Valid RQS invocation; if it doesn't work, the test should stop here.<br />curl -
# -XGET 
'http://f5dpl01v:22500/rqs/GLAS?FILE_URLS=/sotestdata/DROP_802/HDF
5_subsetter/GLAS/GLAH01.033/GLAH01_033_1102_001_0071_1_01_000
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# Action Expected Result Notes 
1.H5&amp;BBOX=280,50,95,86&amp;START=2003-02-
20T20:38:48&amp;END=2003-02-
20T21:00:07&amp;IDENTIFIER=GLAS_42&amp;SUBAGENT_ID=GLAS' 

3 InvalidParameterValue (Can't open input file):<br />curl -# -XGET 
'http://f5dpl01v:22500/rqs/GLAS?FILE_URLS=/sotestdata/DROP_802/HDF
5_subsetter/GLAS/GLAH01.033/GL01_033_1102_001_0071_1_01_0001.H
5&amp;BBOX=280,50,95,86&amp;START=2003-02-
20T20:38:48&amp;END=2003-02-
20T21:00:07&amp;IDENTIFIER=GLAS_42&amp;SUBAGENT_ID=GLAS' 

  

4 InvalidParameterValue (Date-time):<br />curl -# -XGET 
'http://f5dpl01v:22500/rqs/GLAS?FILE_URLS=/sotestdata/DROP_802/HDF
5_subsetter/GLAS/GLAH01.033/GLAH01_033_1102_001_0071_1_01_000
1.H5&amp;START=2004-03-01T04:30:0&amp;END=2004-03-
01T04:30:00&amp;IDENTIFIER=GLAS_42&amp;SUBAGENT_ID=GLAS' 

  

5 InvalidParameterValue (Bounding box):<br />curl -# -XGET 
'http://f5dpl01v:22500/rqs/GLAS?FILE_URLS=/sotestdata/DROP_802/HDF
5_subsetter/GLAS/GLAH01.033/GLAH01_033_1102_001_0071_1_01_000
1.H5&amp;BBOX=280,50,95,&amp;IDENTIFIER=GLAS_42&amp;SUBA
GENT_ID=GLAS' 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1066 GLAS PARAMETER SUBSETTING TEST (ECS-ECSTC-3476) 

DESCRIPTION: 
This test provides a functional check on the GLAS-Subsetter and GLAS-Tool-Adapter, for parameter subsetting. For each granule (one each from three ESDTs) 
one run is made with just an appropriate subset_data_layers specification.  A second is run with additional temporal and spatial constraints, with the constraints 
overlapping each other.  Validation verifies the resultant datasets in the output files and the temporal and spatial subsetting performed. 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 Copy ruby scripts from clearcase: 

/ecs/formal/DPL/DataAccess/adapters/Glas/test*.rb to a working directory - 
on a machine with access to /sotestdata and to /workingdata.  You will need 
all ruby scripts in the same working directory - they call each other and 
assume the home directory of the currently executing script is where the other 
scripts will be found 

  

2 Edit the scripts to make any adjustments for working host, port, mode, 
output-directory, etc. - in particular the SubmitGlasRequest.rb script.   By 
default the scripts will write to 
/workingdata/TestResults/RelB/DataAccess/GLAS/ParamSubsetTest/.  <br 
/>If there is data already there, check if it needs to be moved to establish 
baseline-results for a previous release or test run. 

  

3 Execute: ruby ./GlasParamSubsetTest.rb  (no parameters) Results summary at end of test should 
be empty (no faults or errors) 

 

4 Consider if test results should be moved to an appropriate folder location 
under /workingdata/testresults/ 

  

 
 
TEST DATA: 
The test draws on the following .h5 files under /sotestdata... 
/sotestdata/DROP_802/HDF5_subsetter/GLAS/GLAH05.033/GLAH05_633_2107_002_0110_3_01_0001.H5 
/sotestdata/DROP_802/HDF5_subsetter/GLAS/GLAH06.033/GLAH06_633_2107_002_0110_3_01_0001.H5 
/sotestdata/DROP_802/HDF5_subsetter/GLAS/GLAH07.033/GLAH07_633_2107_002_0111_0_01_0001.H5   
 
EXPECTED RESULTS: 
 

1067 GLAS SUBSETTER UNMATCHED SUBSET CONSTRAINTS (ECS-ECSTC-3477) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>You can also see temporal ranges on the Reverb GUI when searching for  #comment 
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# Action Expected Result Notes 
granules.</i> 

2 For any two available GLAH granules, find a bounding box that only has 
coordinates in one of the two granules or a temporal range that only coincides 
with one of the two granules. 

Bounding box: ullat=1, ullon=1, 
lrlat=0, lrlon=0<br />GLAH01 - No 
data. GLAH09 - Has data. 

 

3 <i>Can be done via EGI as well if reverb is not available.</i>  #comment 
4 In Reverb, perform a service (GLAS) on the two granules, using the 

bounding box or temporal range determined in Step 1. Submit the request. 
  

5 <i>Can check the status of the EGI request if Reverb is not available.</i>  #comment 
6 Ensure that the request completes. Ensure there is a message that states: 1 or 

more of your requested files did not meet the subset constraints 
On the Reverb GUI ensure that the 
request reaches a status of 'Complete' 
Ensure that there is a message on the 
GUI that states: 1 or more of your 
requested files did not meet the subset 
constraints. 

 

7 Repeat steps 1-3 but this time only submit the granule that did not match the 
bounding box/temporal constraints. Specify the same bounding 
Box/Temporal range. Ensure the request completes but this time with a 
message that states: The files you selected contained no data that satisfy your 
subset constraints. 

On the Reverb GUI ensure that the 
request reaches a status of 'Complete' 
Ensure that there is a message on the 
GUI that states: The files you selected 
contained no data that satisfy your 
subset constraints. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1068 EGI ALLOCATION OF SUBSETDATALAYERS (ECS-ECSTC-3478) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Substitute host, port, mode as necessary</i>  #comment 
2 Identify three granules in test mode, one each for GLAH05, GLAH06, GLAH07.033:81612:[Capabilities][Or  
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# Action Expected Result Notes 
GLAH07.<br />This can be done by bringing up the ESI Inventory page for 
the collection in your web browser:<br /> 
http://f5dpl01v:22500/esi_TS2/inventory/GLAH07.33 

der Form][ECHO Form 
XML][Granule Info][Data Objects]<br 
/>GLAH07.033:81635:[Capabilities][
Order Form][ECHO Form 
XML][Granule Info][Data Objects]<br 
/>The GranuleIds are the integer 
values following the short-name-
version-id: e.g. 81612 

3 <i>Typically EGI will process this request in the background, though an 
&quot;immediate&quot; reply on order complete is possible.</i> 

 #comment 

4 Submit the following URL for running EGI, substituting the host, port, mode 
and granule Ids as necessary:  
f5eil01v:22500/egi_TS2/request?FILE_IDS=81606,81607,81612&amp;SUB
AGENT_ID=GLAS&amp;REQUEST_MODE=ASYNC&amp;SUBSET_DA
TA_LAYERS=/GLAH05/Data_1HZ/Packet_data/,/GLAH06/Data_40HZ/Re
flectivity,/GLAH07/Data_5HZ/Transmit_Energy 

EGI returns the order Id / request Id  

5 Submit the following URLs, substituting the order id received from step 2, 
for order information and status, repeating as necessary until all jobs (3) are 
complete.<br />http://f5eil01v:22500/egi_TS2/request/793<br 
/>http://f5eil01v:22500/esir_TS2/793/<br 
/>http://f5eil01v:22500/esir_TS2/793/requestSummary.txt 

EGI &amp; ESIR status pages  

6 <i>The names should include subsetted_GLAH##_ but otherwise may vary 
slightly depending upon which granules were selected for processing in step 
1</i> 

 #comment 

7 Using the links provided in the esir status page (...esir_TS2/793), download 
the three output files to a convenient working directory. 

Three files downloaded, with the 
names: 
subsetted_GLAH05_633_2107_002_0
113_1_01_0001.H5<br 
/>subsetted_GLAH06_633_2107_002
_0113_1_01_0001.H5<br 
/>subsetted_GLAH07_633_2107_002
_0111_0_01_0001.H5 

 

8 Enter the following URL to bring up the Data Access GUI web page 
(substitute host, port and mode as necessary)<br 
/>http://f5dpl01v:22500/DataAccessGui_TS2/ . <br />Enter the username and 
password for the Data Access GUI login. 

The Data Access GUI web page is 
displayed 

 

9 Click on the Monitor tab and click on the Show-All-Agents button (or click 
on the GLAS agent listed in the table above).  Click on the Request Id 

The Jobs table to the right will show 
the three jobs associated with this 
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# Action Expected Result Notes 
column header twice to bring the recent requests to the top of the list.  Click 
on the Request Id provided in Step 2. 

request (one per granule) 

10 Click on each job listed and note for each the job information window that 
pops-up.  Note in particular the URL that is displayed. Verify the 
subset_data_layer is different in each job and provides the correct 
subset_data_layer for each granule, as follows:<br /><br />GLAH05:  
Data_1HZ/Packet_data<br />GLAH06:  Data_40HZ/Reflectivity<br 
/>GLAH07:  Data_5HZ/Transmit_Energy 

The job URLs will show the 
Subset_Data_Layers have been 
distributed from the request to each 
job, based upon the collection of the 
granules, and with the shortname 
prefix removed from the 
Subset_Data_Layer 

 

11 Run the following command for each of the three processed files 
downloaded: <br /><br />f5dpl01v{dauty}44: /tools/hdf5/bin/h5dump -n 
./subsetted_GLAH06_633_2107_002_0113_1_01_0001.H5  | grep 'dataset' | 
awk '{print $2}' 

This command dumps the datasets 
contained in the processed file.  The 
datasets contained should exactly 
match the subset_data_layer constraint 
applied for that collection.  <br /><br 
/>E.g.: <br 
/>/Data_40HZ/Reflectivity/d_RecNrg
All<br 
/>/Data_40HZ/Reflectivity/d_reflctUC
<br 
/>/Data_40HZ/Reflectivity/d_sDevNs
Ob1<br 
/>/Data_40HZ/Reflectivity/d_satNrgC
orr 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1069 END TO END GLAS HDF5 PARAMETER SUBSETTING (ECS-ECSTC-3479) 

DESCRIPTION: 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 Ensure that the test GLAS collections are installed in the mode and exported 

to ECHO. e.g. GLAH05.033 snd GLAH07.033 
  

2 Ensure that the GLAS subsetter service is installed in the mode enabled for 
the test collections 

  

3 Ensure that the spatial and temporal subsetting and band subsetting is enabled 
for the collections for the GLAS subsetting service 

  

4 Navigate to the Reverb testbed GUI. http://testbed.echo.nasa.gov/reverb   
5 Search for granules for the test GLAS collections.   
6 Select at least a couple of granules from each test collection and View cart.   
7 Click on the Granule Detail icon (i) and download the OnlineAccess URL for 

the granules. 
  

8 Run /tools/common/test/DataAccess/glasdump.rb test_granule.H5 to create 
dumps for the latitude, longitude and utc times or manually run the h5dump 
as follows... <br /> To get the list of latitudes<br /> h5dump -w 20 -y -m 
'%.15f' -d 'Data_1HZ/Geolocation/d_lat' -o lat1hz.dat 
GLAH_INPUT_GRANULE.H5 <br /> To get the list of longtitudes<br /> 
h5dump -w 20 -y -m '%.15f' -d 'Data_1HZ/Geolocation/d_lon' -o lon1hz.dat 
GLAH_INPUT_GRANULE.H5<br /> To get the utc times<br /> h5dump -w 
20 -y -m '%.15f' -d 'Data_1HZ/DS_UTCTime_1' -o raw_time1hz.dat 
GLAH_INPUT_GRANULE.H5 

  

9 Record the spatial extent for the test granules from lat1hz.dat and lon1hz.dat 
from the glasdump tool or h5dump or from the info and map view of the 
granules in reverb gui 

  

10 Record the temporal range for the test granules from the raw_time1hz from 
the glasdump tool or from the info and temporal extent displayed in reverb 

  

11 Click on Perform Service and Verify that the form options are displayed 
correctly. 

  

12 Check the box for 'Use these values for all applicable items'   
13 Enter a valid email address   
14 Select GLAS processing tool   
15 Ensure that the spatial constraint spans full earth   
16 Ensure that the temporal constraint spans the temporal extents for all the 

granules in the cart. 
  

17 Select appropriate parameter subset options for granules in each dataset   
18 Submit Service Request and verify that the requests succeeded.   
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# Action Expected Result Notes 
19 Verify in the EGI/ESIR logs that stitching has been called for each of the 

collections with multiple granules. 
  

20 Verify that all the stitch links are listed under &quot;Download the files 
stitched together by Product:&quot; 

  

21 Verify that there is a url for enabling stitching displayed and there is one link 
for each collection that has multiple granules. 

  

22 Click on stitched output link for each test collection to download the stitched 
ouput. 

  

23 Verify that the request summary link displays the request summary with all 
the subsetting parameter information, the input and the output granule list 

  

24 Verify that an email is sent to the requested email address that the service 
request is complete with links to download the subsetted files 

  

25 Download the files from the output links and verify that the subsetting 
matches the parameter subset options selected in the request.You can verify it 
by using the hdfview tool 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1070 NCR8051409 - PROVIDE KML OUTPUTS (ECS-ECSTC-3480) 

DESCRIPTION: 
Derived from the original DP_81_02_TP001 - Test Case ID 10, and from HEG Performance testing conducted originally in 2011 and in various subsequent 
evolutions. A standard set of requests are submitted to HEG via HegService, including Parameter-Subsetting (Data Objects extraction), Spatial-Subsetting, 
Reprojection with format to KML output formats. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Copy ruby scripts from clearcase: 

/ecs/formal/DPL/DataAccess/adapters/HegService/test/Reformat_KML/*.rb 
to a working directory - on a machine with access to /sotestdata and to 
/workingdata.  You will need all ruby scripts in the same working directory - 

ruby scripts available in working 
directory 
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# Action Expected Result Notes 
they call each other and assume the home directory of the currently executing 
script is where the other scripts will be found. <br /><br />Also copy the 
/ecs/formal/DPL/DataAccess/adapters/HegService/test/Reformat_KML/sum
marize.csh file to the same directory 

2 Edit the scripts to make any adjustments for working host, port, mode, 
output-directory, etc.  By default the scripts will write to 
/workingdata/TestResults/RelB/DataAccess/GLAS/ESDT_Baseline/. <br 
/><br />If there is data already there, check if it needs to be moved to 
establish baseline-results for a previous release or test run. 

Scripts updated for specific test 
conditions. 

 

3 Run NCR8051409_Test.rb  (no parameters) Console will show Curl command 
executions.  Outputs will be saved to 
TestResults directory, along with .time 
and .xml summary files per test case. 

 

4 Run summarize.csh Console will show summary outputs 
including unique counts of status 
messages, output file listings, etc.  
Inspect for valid outputs. 

 

 
 
TEST DATA: 
Similar to TP001_10... Several Granules from the following collections: MOD10CM.005                                                         - MODIS Grid, whole earth 
MYD10A1.005, MOD10A2.005, MOD10A1.005, - MODIS Sinusoidal Grid AE_SI6.005, AE_SI12.002, AE_SI25.002             - AMSR_E Swath AE_L2A.002, 
                                                             - AMSR_E Swath AE_DySno.002                                                           - AMSR_E Polar Grid   
 
EXPECTED RESULTS: 
 

1071 NCR8051408 - PROVIDE NETCDF OUTPUTS (ECS-ECSTC-3481) 

DESCRIPTION: 
Derived from the original DP_81_02_TP001 - Test Case ID 10, and from HEG Performance testing conducted originally in 2011 and in various subsequent 
evolutions. A standard set of requests are submitted to HEG via HegService, including Parameter-Subsetting (Data Objects extraction), Spatial-Subsetting, 
Reprojection with format to KML output formats. 
 
PRECONDITIONS: 
 



 

3016 
 

STEPS:   
# Action Expected Result Notes 
1 Copy ruby scripts from clearcase: 

/ecs/formal/DPL/DataAccess/adapters/HegService/test/Reformat_NetCDF/*.r
b to a working directory - on a machine with access to /sotestdata and to 
/workingdata. <br />You will need all ruby scripts in the same working 
directory - they call each other and assume the home directory of the 
currently executing script is where the other scripts will be found. <br />Also 
copy the 
/ecs/formal/DPL/DataAccess/adapters/HegService/test/Reformat_NetCDF/su
mmarize.csh file to the same directory 

ruby scripts available in working 
directory 

 

2 Edit the scripts to make any adjustments for working host, port, mode, 
output-directory, etc.  By default the scripts will write to 
/workingdata/TestResults/RelB/DataAccess/GLAS/ESDT_Baseline/. <br 
/><br />If there is data already there, check if it needs to be moved to 
establish baseline-results for a previous release or test run. 

Scripts updated for specific test 
conditions. 

 

3 Run NCR8051408_Test.rb  (no parameters) Console will show Curl command 
executions.  Outputs will be saved to 
TestResults directory, along with .time 
and .xml summary files per test case. 

 

4 Run summarize.csh Console will show summary outputs 
including unique counts of status 
messages, output file listings, etc.  
Inspect for valid outputs. 

 

 
 
TEST DATA: 
Similar to TP001_10... Several Granules from the following collections: MOD10CM.005                                                         - MODIS Grid, whole earth 
MYD10A1.005, MOD10A2.005, MOD10A1.005, - MODIS Sinusoidal Grid AE_SI6.005, AE_SI12.002, AE_SI25.002             - AMSR_E Swath AE_L2A.002, 
                                                             - AMSR_E Swath AE_DySno.002                                                           - AMSR_E Polar Grid   
 
EXPECTED RESULTS: 
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1072 NCR8051422 - PROVIDE ASCII OUTPUTS (ECS-ECSTC-3482) 

DESCRIPTION: 
Derived from the original DP_81_02_TP001 - Test Case ID 10, and from HEG Performance testing conducted originally in 2011 and in various subsequent 
evolutions. A standard set of requests are submitted to HEG via HegService, including Parameter-Subsetting (Data Objects extraction), Spatial-Subsetting, 
Reprojection with format to KML output formats. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Copy ruby scripts from clearcase: 

/ecs/formal/DPL/DataAccess/adapters/HegService/test/Reformat_Ascii/*.rb 
to a working directory - on a machine with access to /sotestdata and to 
/workingdata.  You will need all ruby scripts in the same working directory - 
they call each other and assume the home directory of the currently executing 
script is where the other scripts will be found. Also copy the 
/ecs/formal/DPL/DataAccess/adapters/HegService/test/Reformat_Ascii/sum
marize.csh file to the same directory 

ruby scripts available in working 
directory 

 

2 Edit the scripts to make any adjustments for working host, port, mode, 
output-directory, etc.  By default the scripts will write to 
/workingdata/TestResults/RelB/DataAccess/GLAS/ESDT_Baseline/. <br 
/><br />If there is data already there, check if it needs to be moved to 
establish baseline-results for a previous release or test run. 

Scripts updated for specific test 
conditions. 

 

3 Run NCR8051422_Test.rb  (no parameters) Console will show Curl command 
executions.  Outputs will be saved to 
TestResults directory, along with .time 
and .xml summary files per test case. 

 

4 Run summarize.csh Console will show summary outputs 
including unique counts of status 
messages, output file listings, etc.  
Inspect for valid outputs. 

 

 
 
TEST DATA: 
Similar to TP001_10... Several Granules from the following collections: MOD10CM.005                                                         - MODIS Grid, whole earth 
MYD10A1.005, MOD10A2.005, MOD10A1.005, - MODIS Sinusoidal Grid AE_SI6.005, AE_SI12.002, AE_SI25.002             - AMSR_E Swath AE_L2A.002, 
                                                             - AMSR_E Swath AE_DySno.002                                                           - AMSR_E Polar Grid   
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EXPECTED RESULTS: 
 

1073 INSTALL AST_L1T ESDT (ECS-ECSTC-3483) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Ensure that the mode is up and that BMGT is configured to export either to a 

fake ECHO endpoint, or to a proxy which will allow logging of all exports. 
  

2 Obtain the Descriptor file for AST_L1T and as cmshared copy the AST_L1T 
descriptor file to /usr/ecs/&lt;MODE&gt;/CUSTOM/data/ESS 

The descriptor should have 
CSDTDescription/Implementation = 
&quot;HDF_EOS&quot;  It should 
have PSAs for 
FullResolutionVisibleBrowseAvailabl
e and 
FullResolutionThermalBrowseAvailab
le as well as a PSA for a Digital 
Object Indentifier for the granule in 
addition to all the other elements 
required by the ESDT. 

 

3 Use the AIM ESDT Maintenance GUI to install the AST_L1T 
ESDT/descriptor file 

The aim schema wlll contain entries in 
dsgeesdtconfiguredtype and 
amcollection for the new ESDT. 

 

4 Use the DataPool Maintenance GUI to update the AST_L1T ESDT with the 
data pool specific requirements.  The ESDT should go into the existing 
ASTER collection group if present.  If no ASTER collection group is present 
one should be added. 

  

5 Use the Ingest GUI to configure the AST_L1T volume groups and other 
Ingest specific configuration items <br /> (PublishByDefault should be false) 
<br />Provider Type: Polling with DR <br />Preprocessing Type: SIPS <br 
/>Max Active Data Volume: 1000.00 <br />Max Active Granules: 100<br 
/>Transfer Type: Local<br />Notification Method: Email Only<br />E-Mail 
address: labuser@f4eil01.edn.ecs.nasa.gov 

For the EDF this can go into an 
existing policy class.  For the PVC we 
might need to determine how many 
files we expect to store before 
choosing a Volume Group / policy 
class. 

 

6 Use the Ingest GUI to configure the AST_L1T volume groups and other For the EDF this can go into an  
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# Action Expected Result Notes 
Ingest specific configuration items <br /> (PublishByDefault should be false) 
<br />  Provider Type: Polling with DR <br />Preprocessing Type: SIPS <br 
/>Max Active Data Volume: 1000.00 <br />Max Active Granules: 100<br 
/>Transfer Type: Local<br />Notification Method: Email Only<br />E-Mail 
address: labuser@f4eil01.edn.ecs.nasa.gov 

existing policy class.  For the PVC we 
might need to determine how many 
files we expect to store before 
choosing a Volume Group / policy 
class. 

7    

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1074 INGEST AST_L1T GRANULES INTO HIDDEN ONLINE ARCHIVE (ECS-ECSTC-3484) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Obtain 3 PDRs for AST_L1T.  Each PDR should contain an HDF datafile, 2 

Full Resolution Browse Images (tif files), a metadata file, and an HDF 
browse file.  The AST_L1T metadata file contains LocalGranuleID. 

The file_type for the data file and two 
FBR files should be set to HDF in the 
PDR 

 

2 Copy 2 of the 3 AST_L1T PDRs into the polling directory configured the 
ESDT 

The 2 AST_L1T granules should be 
ingested into hidden DPL. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
Verify the 6 files in the AST_L1T volume group were named with the structure: :sc: . : _ and the extension of the files should match the extensions from 
AST_L1T descriptor CSDTDescription->Implementation, in our case it's HDF-EOS. Verify the metadata file is stored in the correct METADATA directory. 
Verify that the Online Archive contains the  3 data files and one metadata fille for each granule in the correct "date" directory. The science file and two FRB files 
for each granule should have file names that match those provided in the PDR but with _versionnumber added before the extension. 
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1075 EXPORT AST_L1T TO ECHO (ECS-ECSTC-3485) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Obtain a copy of the ECHO collection metadata schema 

(https://api.echo.nasa.gov/ingest/schema/Collection.xsd) and the ECHO 
granule schema https://api.echo.nasa.gov/ingest/schema/Granule.xsd 

  

2 Use the DPL Maintenance GUI to update the AST_L1T collection to allow 
publication into the Online Archive 

the amcolleciton(allowpublishflag) 
will be 'Y' 

 

3 Publish all the AST_L1T granules using the EcDlPublishUtility with the -
collection option 

The publish utility should return 
success and the hidden granules 
should be moved to the public online 
archive 

 

4 Ensure the &amp;quot;mock&amp;quot; ECHO is running for the mode   
5 Ensure a row exists in bg_collection_configuration for collection AST_L1T.  

If required execute the following query by providing the collectionid (use 
amcollection table to get collectionid)                                                                   
insert into bg_collection_configuration(collectionid, shortname, versionid, 
longname, granuleexportflag, collectionexportflag, difid, 
maxgranulestoverify) select collectionid, shortname, versionid, longname,'N', 
'N', shortname, 5000 from amcollection where collectionId = 

The BMGT GUI should show an entry 
for the collection. 

 

6 Using the BMGT GUI configure the AST_L1T collection for exporting to 
ECHO. 

select collectionexportflag from 
bg_collection_configuration where 
shortname = 'AST_L1T' should return 
'Y' 

 

7 Using the BMGT GUI enable granule export The &amp;quot;mock&amp;quot; 
ECHO should receive a copy of the 
AST_L1T collection metadata via a 
PUT command 

 

8 Validate the collection metadata entry received at the 
&amp;quot;mock&amp;quot; ECHO; xmllint --noout --schema 
Collection.xsd collection.xml 

No errors  

9 Do a manual export<br />EcBmBMGTManualStart  --metg --collections 
AST_L1T.VERSIONID 
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# Action Expected Result Notes 
10 Validate at least one of the granule metadata entries received in the 

&amp;quot;mock&amp;quot; ECHO<br />using the ECHO schema 
(https://api.echo.nasa.gov/ingest/schema/Granule.xsd) 

The granule validation should have no 
errors and the metadata should contain 
values for the two FRB PSAs with 
values conforming to the domain 
described in the descriptor file. 

 

11 Verify at least one of Granule metadata entries in the mock ECHO  for 
OnlineAccessURL/URL with file extension .tif  has mimetype application/x-
geotiff 

http://f4ftl01//FS1/ASTT/AST_L1T.0
01/2014.04.30/AST_L1T_001043020
14161831_20140501105036_18638_T
.tif<br />      application/x-geotiff<br 
/>    <br />    <br />      
http://f4ftl01//FS1/ASTT/AST_L1T.0
01/2014.04.30/AST_L1T_001043020
14161831_20140501105036_18638_
V.tif<br />      application/x-geotiff 

 

12 From the  Granule metadata entries in the mock ECHO from above,  if the 
metadata contains OnlineAccessURL/URL file ending with _T.tif, verify that 
the granule metadata contains an   FullResolutionThermalBrowseAvailable 

FullResolutionThermalBrowseAvailab
le<br />      <br />        Y<br />      <br 
/>    <br /> Should be present 

 

13 From the  Granule metadata entries in the mock ECHO from above,  if the 
metadata contains OnlineAccessURL/URL file ending with _V.tif, verify that 
the granule metadata contains an   FullResolutionVisibleBrowseAvailable 

FullResolutionVisibleBrowseAvailabl
e<br />      <br />        Y<br />      <br 
/>      should be present. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
1) The two AST_L1T granules (along with any other AST_L1T granules) should be moved to the "public" Online Archive and the AmGranule.IsOrderOnly 
column should be changed from "H" to NULL. 2) Verify that the ECHO AST_L1T collection metadata has the following elements: a) Visible = true b) 
Orderable = false c) InsertTime = The insert time of the collection recorded in the AIM database. d) LastUpdate = The last update time of the collection recorded 
in the AIM database. 
 

1076 ADD AST_L1T SUBSCRIPTION WITH FTP PUSH ACTION (ECS-ECSTC-3486) 

DESCRIPTION: 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 Using the Spatial Subscritption GUI add a subscription for AST_L1T for the 

user &quot;labuser&quot; on insert events with an ftp push action (you don't 
need to add any qualifications but are free to do so) 

no errors  

2 Ingest AST_L1T granule into public DPL, and verify that this granule is 
ordered and shipped to user based on the subscription information. 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
select * from ecnbsubscription where esdt_id like 'AST_L1T%' should show the new subscription select * from ecnbactiondefinition d join   ecnborderaction  o  
on o.actionid = d.actionid where d.subscriptionid in (select subscriptionid from ecnbsubscription where esdt_id like 'AST_L1T%') should show the ftp push 
action 
 

1077 INGEST A PUBLIC AST_L1T GRANULE (ECS-ECSTC-3487) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Configure AST_L1T data type to be public.  Place another AST_L1T PDR in 

the configured polling directory 
The granule should be ingested into 
the public online archive 

 

2 Verify the subscription on AST_L1T fired and placed an order to ftp push the 
granule 

  

3 Verify that OMS pushed the granule to the configured user (labuser)   
4 Verify the distributed file names should be the same as the ones in the online 

archive and PDR. 
  

 
 
TEST DATA: 
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EXPECTED RESULTS: 
The granule should be ingested into the public online archive into the associated AST_L1T date directory The granule directory should contain the 3 data files (1 
hdf-eos and 2 tif (frb files)) The granule directory should contain 1 metadata file The granule directory should contain one or multiple symbolic links to the 
public jpeg browse images The file names in the online archive should be their original filenames in the PDR. The 3 granule data files should be ingested into the 
current volume group directory for AST_L1T The directory should contain 1 hdf-eos file and 2 tiff files, the names should be based on the naming convention 
:sc:shortname.versionid:granuleid_sequencenumber.extension where the extension is from AST_L1T descriptor file CSDTDescription->Implementation. select  
* from aim_ .amdatafile where granuleid = verify the file names in the database match the names in the file systems Verify the granule was pushed to the 
configured push destination and the file names match those in the online archive. 
 

1078 RUN ROLLUP AND EMS FOR AST_L1T (ECS-ECSTC-3488) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>The document will be used to verify reports that are generated for 

EMS</i> 
 #comment 

2 Obtain the &quot;Interface Control Document between the ESDIS Metrics 
System (EMS) and the Data Providers&quot; revision B dated December 
2013 

  

3 Ensure there are at least 3 AST_L1T granules ingested.   
4 Download the 1st public AST_L1T granules from the public online archive 

using anonymous ftp to the f5eil01v.edn.ecs.nasa.gov host 
no errors  

5 Download the 2nd public AST_L1T granules using HTTP no errors  
6 Download the FRBV file for the 3rd AST_L1T using anonymous ftp no errors  
7 Download the FRBT file for the 3rdAST_L1T granules using HTTP no errors  
8 Run the full set of Rollup Scripts for mode no errors  
9 Order 1 granule for each media type via OMS (FtpPush, FtpPull, SCP) Requests ship  
10 Run the EcDbEMSdataExtractor.pl script with only the mode option so that it 

will process all EMS reports 
no errors  

11 Verify the new ESDT report (Meta) contains an entry for the new AST_L1T 
collection 

There should be a single line with 
entries matching the the ICD table 
4.2.8-7 

 

12 Verify the daily Ingest inventory report (Arch) has:<br />Entries for each of 
the 3 AST_L1T hdf files ingested with Product = AST_L1T and number of 
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# Action Expected Result Notes 
files = 1 

13 Verify the ingest metrics report (Ing) contains an entries for each of the 3 
AST_L1T hdf files with product equal to AST_L1T and conforming to ICD 
table 4.2.8-1 

  

14 Verify that the ftp distribution report DistFTP...DataPool, Dist contains 
entries for the 1st AST_L1T granule 1 entry for each of the following 
AST_L1T hdf-eos file with product = AST_L1T, FRBV tif file with product 
= AST_FRBV, and FRBT tif file with product = AST_FRBT.<br />Entries 
should conform to ICD table 

  

15 Verify that the ftp distribution report DistFTP...DataPool contains entry for 
the 3rd AST_L1T granule. The entry should be for one FRBV tif file with 
product = AST_FRBV 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1079 INGEST A REPLACEMENT AST_L1T GRANULE (ECS-ECSTC-3489) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Follow the steps in test case &quot;Ingest a public AST_L1T granule&quot; 

using the same granule but a new PDR 
The granule should be replaced in the 
online archive.  The new granule is in 
public DPL now, and old one is 
moved to hidden DPL. 

 

 
 
TEST DATA: 
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EXPECTED RESULTS: 
The granule should be ingested into the public online archive into the associated AST_L1T date directory The granule directory should contain the 3 data files (1 
hdf-eos and 2 tif (frb files)) The granule directory should contain 1 metadata file The granule directory should contain one or multiple symbolic links to the 
public jpeg browse images The online file names should be the original file names from the PDR. The previous version of the granule should be moved to the 
hidden online archive run the sql: select * from aim_ .amgranulereplacement where duplicategranid = verify the new granule is recorded as a replacement for the 
old one The 3 granule data files should be ingested into the current volume group directory for AST_L1T The directory should contain 1 hdf-eos file and 2 tiff 
files, the names should be based on the naming convention :sc:shortname.versionid:granuleid_sequencenumber.extension where extension is from AST_L1T 
descriptor file CSDTDescription->Implementation. The files for the previous version of granule should remain unchanged run the sql: select  * from aim_ 
.amdatafile where granuleid = ; select  * from aim_ .ammetadatafile where granuleid = ; verify the file names in the database match the names in the file systems 
select versionnumber from aim_ .amgranule  where granuleid = verify the version number is now version 1 Verify the granule was pushed to the configured push 
destination and the file names match those in the online archive. 
 

1080 NOMINAL COLLECTION EXPORT[S-1]: MANUAL EXPORT  (ECS-ECSTC-3490) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Login as cmshared on f5oml01v and set view to AUTOTEST   
2 setenv MODE OPS   
3 cd /ecs/formal/COMMON/automation/autotest directory   
4 Run the following cucumber feature file: cucumber 

features/bmgt/nominal_collection_export.feature 
  

5 Verify that the scenario passed.   

 
 
TEST DATA: 
Crit id Crit ccr no Test Data Description Data Type Requirements Metadata Requirements Volume Requirements Size Requirements Data Location Readiness 
Status 10-S1 2 Collections with same shortname, different versionids (C1, C2) MOD44W.005 MOD44W.006 2 collections 
/sotestdata/DROP_802/BE_82_01/Criteria/010/010_1 
 
EXPECTED RESULTS: 
You should get one scenario passed. 
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1081 ECS COLLECTION ADDITIONAL METADATA[S-01]: ECS COORDINATESYSTEM (ECS-
ECSTC-3491) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Login as cmshared on f5oml01v and set view to AUTOTEST   
2 setenv MODE OPS   
3 cd /ecs/formal/COMMON/automation/autotest directory   
4 Run the following cucumber feature file: cucumber 

features/bmgt/Ecs_Collection_Additional_Metadata_S1.feature 
  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1082 NOMINAL GRANULE EXPORT[S-2I]: AUTOMATIC EXPORT: PUBLISH GRANULE (ECS-
ECSTC-3492) 

DESCRIPTION: 
S 40 1 [Nominal Granule Export] Find two collections with ECS metadata and which share the same short name, but have different version IDs. Ensure that both 
collections are enabled for collection and granule export. Request the manual export of granule metadata for all granules in one of these collections. S 40 2 For 
one of the collections in S-1 (or another collection which has ECS metadata, and is enabled for collection and granule export): a) Ingest a new granule into the 
ECS inventory. b) Logically delete a granule from the ECS inventory. c) Physically delete a granule from the ECS inventory. d) DFA a granule. e) Hide a 
granule. f) Restrict a granule. g) Unrestrict a granule. h) Perform a QAUpdate on a granule. i) Publish a granule in the datapool. j) Unpublish a granule in the 
datapool. k) Link a granule to a browse granule. l) Unlink a granule from a browse granule. m) Change the collection to which a granule belongs. n) Move a 
collection. o) Perform XML replacement on a granule. 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 Login as cmshared on f5oml01v and set view to AUTOTEST   
2 setenv MODE OPS   
3 cd /ecs/formal/COMMON/automation/autotest directory   
4 Run the following cucumber feature file: cucumber 

features/bmgt/nominal_autoexport_publish_granule_S2i.feature 
  

5 Verify that the scenario is passed   

 
 
TEST DATA: 
See Test Case 603. 
 
EXPECTED RESULTS: 
V 40 1 Verify that the manual export in S-1 results in multiple HTTP PUT requests containing the full granule metadata for each granule in the requested 
collection (but no granules belonging to other collections sharing a short name but with a different version ID). V 40 2 Verify that the operations in S-2, except 
subclauses b – d each result in the export of a single HTTP PUT containing the full granule metadata. V 40 3 Verify that the operations in S-2 subclauses b – d 
each result in the export of a single HTTP DELETE, with the ID of the granule in the URL, but containing no granule metadata in the request body. V 40 4 
Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b – d, validates against the ECHO granule metadata schema ( 
https://api.echo.nasa.gov/ingest/schema/Granule.xsd ). V 40 5 Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b – d has the following 
elements: a) Visible = true b) Orderable = false c) InsertTime = The insert time of the granule recorded in the AIM database. d) LastUpdate = The last update 
time of the granule recorded in the AIM database V 40 6 Verify that the metadata generated by the action in S-2 subclause e contains a Restriction Flag value of 
255. V 40 7 Verify that the metadata generated by the action in S-2 subclause f contains the restriction flag value that was set in the database for that granule. V 
40 8 Verify that the metadata generated by the action in S-2 subclause g (and any other subclauses for which the affected granule did not have a restriction flag 
set) the restriction flag element is absent. V 40 9 Verify that the metadata generated by the action in S-2 subclause h contains the QA values reflecting the update 
which was performed. V 40 10 Verify that the metadata generated by the action in S-2 subclause i contains URLs for the science and metadata files, as well as 
any other ancillary files (e.g. browse) associated with the affected granule. V 40 11 Verify that the metadata generated by the action in S-2 subclause j contains 
no datapool URLs. V 40 12 Verify that the metadata generated by the action in S-2 subclause k contains a browse linkage URL, in addition to any datapool 
URLs. V 40 13 Verify that the metadata generated by the action in S-2 subclause l contains no browse linkage URLs. V 40 14 Verify that the metadata generated 
by the action in S-2 subclause m contains a reference to the newly assigned collection. V 40 15 Verify that the action performed in S-2 subclause n results in the 
export of full granule metadata for every granule in the collection affected. V 40 16 Verify that the metadata generated by the action in S-2 subclause o contains 
XML reflecting the replacement which was performed. 
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1083 NOMINAL GRANULE EXPORT[S-2J]: AUTOMATIC EXPORT: UNPUBLISH GRANULE (ECS-
ECSTC-3493) 

DESCRIPTION: 
S 40 1 [Nominal Granule Export] Find two collections with ECS metadata and which share the same short name, but have different version IDs. Ensure that both 
collections are enabled for collection and granule export. Request the manual export of granule metadata for all granules in one of these collections. S 40 2 For 
one of the collections in S-1 (or another collection which has ECS metadata, and is enabled for collection and granule export): a) Ingest a new granule into the 
ECS inventory. b) Logically delete a granule from the ECS inventory. c) Physically delete a granule from the ECS inventory. d) DFA a granule. e) Hide a 
granule. f) Restrict a granule. g) Unrestrict a granule. h) Perform a QAUpdate on a granule. i) Publish a granule in the datapool. j) Unpublish a granule in the 
datapool. k) Link a granule to a browse granule. l) Unlink a granule from a browse granule. m) Change the collection to which a granule belongs. n) Move a 
collection. o) Perform XML replacement on a granule. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Login as cmshared on f5oml01v and set view to AUTOTEST   
2 setenv MODE OPS   
3 cd /ecs/formal/COMMON/automation/autotest directory   
4 Run the following cucumber feature file: cucumber 

features/bmgt/nominal_autoexport_unpublish_granule_S2j.feature 
  

5 Verify that the scenario is passed   

 
 
TEST DATA: 
See Test Case 603. 
 
EXPECTED RESULTS: 
V 40 1 Verify that the manual export in S-1 results in multiple HTTP PUT requests containing the full granule metadata for each granule in the requested 
collection (but no granules belonging to other collections sharing a short name but with a different version ID). V 40 2 Verify that the operations in S-2, except 
subclauses b – d each result in the export of a single HTTP PUT containing the full granule metadata. V 40 3 Verify that the operations in S-2 subclauses b – d 
each result in the export of a single HTTP DELETE, with the ID of the granule in the URL, but containing no granule metadata in the request body. V 40 4 
Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b – d, validates against the ECHO granule metadata schema ( 
https://api.echo.nasa.gov/ingest/schema/Granule.xsd ). V 40 5 Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b – d has the following 
elements: a) Visible = true b) Orderable = false c) InsertTime = The insert time of the granule recorded in the AIM database. d) LastUpdate = The last update 
time of the granule recorded in the AIM database V 40 6 Verify that the metadata generated by the action in S-2 subclause e contains a Restriction Flag value of 
255. V 40 7 Verify that the metadata generated by the action in S-2 subclause f contains the restriction flag value that was set in the database for that granule. V 
40 8 Verify that the metadata generated by the action in S-2 subclause g (and any other subclauses for which the affected granule did not have a restriction flag 
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set) the restriction flag element is absent. V 40 9 Verify that the metadata generated by the action in S-2 subclause h contains the QA values reflecting the update 
which was performed. V 40 10 Verify that the metadata generated by the action in S-2 subclause i contains URLs for the science and metadata files, as well as 
any other ancillary files (e.g. browse) associated with the affected granule. V 40 11 Verify that the metadata generated by the action in S-2 subclause j contains 
no datapool URLs. V 40 12 Verify that the metadata generated by the action in S-2 subclause k contains a browse linkage URL, in addition to any datapool 
URLs. V 40 13 Verify that the metadata generated by the action in S-2 subclause l contains no browse linkage URLs. V 40 14 Verify that the metadata generated 
by the action in S-2 subclause m contains a reference to the newly assigned collection. V 40 15 Verify that the action performed in S-2 subclause n results in the 
export of full granule metadata for every granule in the collection affected. V 40 16 Verify that the metadata generated by the action in S-2 subclause o contains 
XML reflecting the replacement which was performed. 
 

1084 NOMINAL GRANULE EXPORT[S-2K]: AUTOMATIC EXPORT: LINK TO BROWSE (ECS-
ECSTC-3494) 

DESCRIPTION: 
S 40 1 [Nominal Granule Export] Find two collections with ECS metadata and which share the same short name, but have different version IDs. Ensure that both 
collections are enabled for collection and granule export. Request the manual export of granule metadata for all granules in one of these collections. S 40 2 For 
one of the collections in S-1 (or another collection which has ECS metadata, and is enabled for collection and granule export): a) Ingest a new granule into the 
ECS inventory. b) Logically delete a granule from the ECS inventory. c) Physically delete a granule from the ECS inventory. d) DFA a granule. e) Hide a 
granule. f) Restrict a granule. g) Unrestrict a granule. h) Perform a QAUpdate on a granule. i) Publish a granule in the datapool. j) Unpublish a granule in the 
datapool. k) Link a granule to a browse granule. l) Unlink a granule from a browse granule. m) Change the collection to which a granule belongs. n) Move a 
collection. o) Perform XML replacement on a granule. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Login as cmshared on f5oml01v and set view to AUTOTEST   
2 setenv MODE OPS   
3 cd /ecs/formal/COMMON/automation/autotest directory   
4 Run the following cucumber feature file: cucumber 

features/bmgt/nominal_autoexport_link_to_browse_S2k.feature 
  

5 Verify that the scenario is passed   

 
 
TEST DATA: 
See Test Case 603. 
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EXPECTED RESULTS: 
V 40 1 Verify that the manual export in S-1 results in multiple HTTP PUT requests containing the full granule metadata for each granule in the requested 
collection (but no granules belonging to other collections sharing a short name but with a different version ID). V 40 2 Verify that the operations in S-2, except 
subclauses b – d each result in the export of a single HTTP PUT containing the full granule metadata. V 40 3 Verify that the operations in S-2 subclauses b – d 
each result in the export of a single HTTP DELETE, with the ID of the granule in the URL, but containing no granule metadata in the request body. V 40 4 
Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b – d, validates against the ECHO granule metadata schema ( 
https://api.echo.nasa.gov/ingest/schema/Granule.xsd ). V 40 5 Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b – d has the following 
elements: a) Visible = true b) Orderable = false c) InsertTime = The insert time of the granule recorded in the AIM database. d) LastUpdate = The last update 
time of the granule recorded in the AIM database V 40 6 Verify that the metadata generated by the action in S-2 subclause e contains a Restriction Flag value of 
255. V 40 7 Verify that the metadata generated by the action in S-2 subclause f contains the restriction flag value that was set in the database for that granule. V 
40 8 Verify that the metadata generated by the action in S-2 subclause g (and any other subclauses for which the affected granule did not have a restriction flag 
set) the restriction flag element is absent. V 40 9 Verify that the metadata generated by the action in S-2 subclause h contains the QA values reflecting the update 
which was performed. V 40 10 Verify that the metadata generated by the action in S-2 subclause i contains URLs for the science and metadata files, as well as 
any other ancillary files (e.g. browse) associated with the affected granule. V 40 11 Verify that the metadata generated by the action in S-2 subclause j contains 
no datapool URLs. V 40 12 Verify that the metadata generated by the action in S-2 subclause k contains a browse linkage URL, in addition to any datapool 
URLs. V 40 13 Verify that the metadata generated by the action in S-2 subclause l contains no browse linkage URLs. V 40 14 Verify that the metadata generated 
by the action in S-2 subclause m contains a reference to the newly assigned collection. V 40 15 Verify that the action performed in S-2 subclause n results in the 
export of full granule metadata for every granule in the collection affected. V 40 16 Verify that the metadata generated by the action in S-2 subclause o contains 
XML reflecting the replacement which was performed. 
 

1085 NOMINAL GRANULE EXPORT[S-2L]: AUTOMATIC EXPORT: UNLINK FROM BROWSE 
(ECS-ECSTC-3495) 

DESCRIPTION: 
S 40 1 [Nominal Granule Export] Find two collections with ECS metadata and which share the same short name, but have different version IDs. Ensure that both 
collections are enabled for collection and granule export. Request the manual export of granule metadata for all granules in one of these collections. S 40 2 For 
one of the collections in S-1 (or another collection which has ECS metadata, and is enabled for collection and granule export): a) Ingest a new granule into the 
ECS inventory. b) Logically delete a granule from the ECS inventory. c) Physically delete a granule from the ECS inventory. d) DFA a granule. e) Hide a 
granule. f) Restrict a granule. g) Unrestrict a granule. h) Perform a QAUpdate on a granule. i) Publish a granule in the datapool. j) Unpublish a granule in the 
datapool. k) Link a granule to a browse granule. l) Unlink a granule from a browse granule. m) Change the collection to which a granule belongs. n) Move a 
collection. o) Perform XML replacement on a granule. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Login as cmshared on f5oml01v and set view to AUTOTEST   
2 setenv MODE OPS   
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# Action Expected Result Notes 
3 cd /ecs/formal/COMMON/automation/autotest directory   
4 Run the following cucumber feature file: cucumber 

features/bmgt/nominal_autoexport_unlink_from_browse_S2l.feature 
  

5 Verify that the scenario is passed   

 
 
TEST DATA: 
See Test Case 603. 
 
EXPECTED RESULTS: 
V 40 1 Verify that the manual export in S-1 results in multiple HTTP PUT requests containing the full granule metadata for each granule in the requested 
collection (but no granules belonging to other collections sharing a short name but with a different version ID). V 40 2 Verify that the operations in S-2, except 
subclauses b – d each result in the export of a single HTTP PUT containing the full granule metadata. V 40 3 Verify that the operations in S-2 subclauses b – d 
each result in the export of a single HTTP DELETE, with the ID of the granule in the URL, but containing no granule metadata in the request body. V 40 4 
Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b – d, validates against the ECHO granule metadata schema ( 
https://api.echo.nasa.gov/ingest/schema/Granule.xsd ). V 40 5 Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b – d has the following 
elements: a) Visible = true b) Orderable = false c) InsertTime = The insert time of the granule recorded in the AIM database. d) LastUpdate = The last update 
time of the granule recorded in the AIM database V 40 6 Verify that the metadata generated by the action in S-2 subclause e contains a Restriction Flag value of 
255. V 40 7 Verify that the metadata generated by the action in S-2 subclause f contains the restriction flag value that was set in the database for that granule. V 
40 8 Verify that the metadata generated by the action in S-2 subclause g (and any other subclauses for which the affected granule did not have a restriction flag 
set) the restriction flag element is absent. V 40 9 Verify that the metadata generated by the action in S-2 subclause h contains the QA values reflecting the update 
which was performed. V 40 10 Verify that the metadata generated by the action in S-2 subclause i contains URLs for the science and metadata files, as well as 
any other ancillary files (e.g. browse) associated with the affected granule. V 40 11 Verify that the metadata generated by the action in S-2 subclause j contains 
no datapool URLs. V 40 12 Verify that the metadata generated by the action in S-2 subclause k contains a browse linkage URL, in addition to any datapool 
URLs. V 40 13 Verify that the metadata generated by the action in S-2 subclause l contains no browse linkage URLs. V 40 14 Verify that the metadata generated 
by the action in S-2 subclause m contains a reference to the newly assigned collection. V 40 15 Verify that the action performed in S-2 subclause n results in the 
export of full granule metadata for every granule in the collection affected. V 40 16 Verify that the metadata generated by the action in S-2 subclause o contains 
XML reflecting the replacement which was performed. 
 

1086 NOMINAL COLLECTION EXPORT[S-2C]: AUTOMATIC EXPORT: UPDATE COLLECTION 
(ECS-ECSTC-3496) 

DESCRIPTION: 
S 10 1 [Nominal Collection Export] Find two collections with ECS metadata and which share the same short name, but have different version IDs. Request the 
manual export of collection metadata for one of these collections. S 10 2 Find collections which have ECS Metadata: a) Insert a new collection into the ECS 
inventory (and enable for collection export). b) Delete a collection from the ECS inventory. c) Update an existing collection. d) For a collection which is 
currently disabled for collection export, enable it for collection (but not granule) export. 
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PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure BMGT configuration is current and correct (config files, properties 

files, database settings, etc.). 
  

3 Ensure a PostgreSQL prompt is available and connected to the ecs 
database.<br />/tools/postgres/current32/bin/psql -U $USERNAME -h 
f4dbl03 -d ecs<br />select public.set_search_path('AIM', MODE);<br />show 
search_path; 

Should list the schemas installed in the 
mode.<br />Should include 
'aim_&lt;MODE&gt;' 

 

4 Ensure the test collections are under 
/sotestdata/DROP_802/BE_82_01/Criteria/010/010_2_C 

  

5 Ensure collection C4 is installed (e.g., the DPL Ingest GUI shows C4 as a 
configured datatype). 

  

6 Ensure collection C4 is enabled for collection and granule export:<br />select 
granuleexportflag , collectionexportflag<br /> from 
bg_collection_configuration<br /> where shortname = 
&lt;C4_ShortName&gt;<br /> and versionid = &lt;C4_VersionId&gt;<br /> 
They should be set to 'Y'. 

  

7 Ensure a local copy of the ECHO 10 schema files is available for validation 
(from https://api.echo.nasa.gov/ingest/schema). 

  

8 Ensure a mock ECHO or TCP proxy is capturing BMGT traffic.   
9 <i>Setup</i>  #comment 
10 <i>S-2 Find collections which have ECS Metadata: c)     Update an existing 

collection.</i> 
 #comment 

11 Use the ESDT Maintenance GUI to update the collection C4 with a new 
descriptor file, or update the DsGeESDTConfiguredType manually by 
executing the following queries sequentially:<br />update 
DsGeESDTConfiguredType<br />set esdtstate = 'updating'<br />where 
configuredname = &lt;C4_ShortName&gt;<br />and versionid = 
&lt;C4_VersionId&gt;<br />update DsGeESDTConfiguredType<br />set 
esdtstate = 'installed'<br />where configuredname = 
&lt;C4_ShortName&gt;<br />and versionid = &lt;C4_VersionId&gt; 

  

12 Verify the dsmdgreventhistory table has a CLUPDATE event for this 
collection:<br />select eventtime, dbid, eventtype<br />from 
dsmdgreventhistory<br />where shortname = &lt;C4_ShortName&gt;<br 

  



 

3033 
 

# Action Expected Result Notes 
/>and versionid = &lt;C4_VersionId&gt; 

13 <i>V-2 Verify that the operations in S-2 subclauses a, c, and d each result in 
the export of a single HTTP PUT containing the full collection metadata.</i> 

 #comment 

14 Verify that the TCP proxy log shows a single HTTP PUT request for 
collection C4. 

  

15 Verify that the HTTP PUT request contains collection C4's full metadata.   
16 <i>V-4 Verify that the metadata exported in S-1 and S-2, except S-2 

subclause b, validates against the ECHO collection metadata schema 
(https://api.echo.nasa.gov/ingest/schema/Collection.xsd).</i> 

 #comment 

17 Verify that collection C4's exported metadata validates agatinst the ECHO 10 
collection schema:<br />xmllint --noout --schema Collection.xsd C4.xml 

  

18 <i>V-5 Verify that the metadata exported in S-1 and S-2, except S-2 
subclause b has the following elements:<br />a)     Visible = true<br />b)     
Orderable = false<br />c)     InsertTime = The insert time of the collection 
recorded in the AIM database.<br />d)     LastUpdate = The last update time 
of the collection recorded in the AIM database.</i> 

 #comment 

19 <i>Use an xpath utility to verify the exported metadata has the following 
elements.</i> 

 #comment 

20 a) Visible = true<br />  xpath /Collection/Visible C4.xml &lt;Visible&gt;true&lt;/Visible&gt;  
21 b) Orderable = false<br />xpath /Collection/Orderable C4.xml &lt;Orderable&gt;false&lt;/Orderable

&gt; 
 

22 c) InsertTime = The insert time of the collection recorded in the AIM 
database.<br />xpath /Collection/InsertTime C4.xml 

&lt;InsertTime&gt;&lt;YYYY-MM-
DDTHH:mm:SSZ&lt;/InsertTime&gt;
<br />where the date time string 
returned is equal to what is returned 
from the query to the 
aim_&lt;MODE&gt; schema in the 
ecs database:<br />select 
inserttime<br />from amcollection<br 
/>where shortname = 
&lt;C4_ShortName&gt;<br />and 
versionid = &lt;C4_VersionId&gt; 

 

23 d) LastUpdate = The last update time of the collection recorded in the AIM 
database.<br /> xpath /Collection/LastUpdate C4.xml 

&lt;LastUpdate&gt;&lt;YYYY-MM-
DDTHH:mm:SSZ&lt;/LastUpdate&gt
;<br />where the date time string 
returned is equal to what is returned 
from the query:<br />select 
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# Action Expected Result Notes 
lastupdate<br />from amcollection<br 
/>where shortname = 
&lt;C4_ShortName&gt;<br />and 
versionid = &lt;C4_VersionId&gt; 

24 <i>V-6 Verify that the metadata exported in S-1 and S-2 contains version 
numbers with no leading zeroes.</i> 

 #comment 

25 Verify that collection C4's exported metadata contains version numbers with 
no leading zeroes:<br />xpath /Collection/VersionId C4.xml 

&lt;VersionId&gt;${VERSIONID}&l
t;/VersionId&gt; 

 

 
 
TEST DATA: 
Crit id Crit ccr no Test Data Description Data Type Requirements Metadata Requirements Volume Requirements Size Requirements Data Location Readiness 
Status 10 S-2c Collection to test ESDT type update (C4) GLAH03.033 2 descriptor files (1 + replacement) 1 collection 
/sotestdata/DROP_802/BE_82_01/Criteria/010/010_2_C 
 
EXPECTED RESULTS: 
V 10 1 Verify that the manual export in S-1 results in a single HTTP PUT request containing the full collection metadata for the requested collection (but no 
other collections sharing a short name but with different version IDs). V 10 2 Verify that the operations in S-2 subclauses a, c, and d each result in the export of a 
single HTTP PUT containing the full collection metadata. V 10 3 Verify that the operation in S-2 subclause b results in the export of a single HTTP DELETE, 
with the ID of the collection in the URL, but containing no collection metadata in the request body. V 10 4 Verify that the metadata exported in S-1 and S-2, 
except S-2 subclause b, validates against the ECHO collection metadata schema ( https://api.echo.nasa.gov/ingest/schema/Collection.xsd ). V 10 5 Verify that the 
metadata exported in S-1 and S-2, except S-2 subclause b has the following elements: a) Visible = true b) Orderable = false c) InsertTime = The insert time of the 
collection recorded in the AIM database. d) LastUpdate = The last update time of the collection recorded in the AIM database. V 10 6 Verify that the metadata 
exported in S-1 and S-2 contains version numbers with no leading zeroes. 
 

1087 NOMINAL COLLECTION EXPORT[S-2D]: AUTOMATIC EXPORT: ENABLE COLLECTION 
EXPORT (ECS-ECSTC-3497) 

DESCRIPTION: 
S 10 1 [Nominal Collection Export] Find two collections with ECS metadata and which share the same short name, but have different version IDs. Request the 
manual export of collection metadata for one of these collections. S 10 2 Find collections which have ECS Metadata: a) Insert a new collection into the ECS 
inventory (and enable for collection export). b) Delete a collection from the ECS inventory. c) Update an existing collection. d) For a collection which is 
currently disabled for collection export, enable it for collection (but not granule) export. 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 Login as cmshared on f5oml01v and set view to AUTOTEST   
2 setenv MODE OPS   
3 cd /ecs/formal/COMMON/automation/autotest directory   
4 Run the following cucumber feature file: cucumber 

features/bmgt/AutoExport_Collection_Enable.feature 
  

5 Verify that the scenario is passed   

 
 
TEST DATA: 
Crit id Crit ccr no Test Data Description Data Type Requirements Metadata Requirements Volume Requirements Size Requirements Data Location Readiness 
Status S-2d 1 collection to test enable collection export after collection install (C5) GLAH04.033 /sotestdata/DROP_802/BE_82_01/Criteria/010/010_2_D 
 
EXPECTED RESULTS: 
V 10 1 Verify that the manual export in S-1 results in a single HTTP PUT request containing the full collection metadata for the requested collection (but no 
other collections sharing a short name but with different version IDs). V 10 2 Verify that the operations in S-2 subclauses a, c, and d each result in the export of a 
single HTTP PUT containing the full collection metadata. V 10 3 Verify that the operation in S-2 subclause b results in the export of a single HTTP DELETE, 
with the ID of the collection in the URL, but containing no collection metadata in the request body. V 10 4 Verify that the metadata exported in S-1 and S-2, 
except S-2 subclause b, validates against the ECHO collection metadata schema ( https://api.echo.nasa.gov/ingest/schema/Collection.xsd ). V 10 5 Verify that the 
metadata exported in S-1 and S-2, except S-2 subclause b has the following elements: a) Visible = true b) Orderable = false c) InsertTime = The insert time of the 
collection recorded in the AIM database. d) LastUpdate = The last update time of the collection recorded in the AIM database. V 10 6 Verify that the metadata 
exported in S-1 and S-2 contains version numbers with no leading zeroes. 
 

1088 NOMINAL GRANULE EXPORT[S-2A]: AUTOMATIC EXPORT: INGEST GRANULE (ECS-
ECSTC-3498) 

DESCRIPTION: 
S 40 1 [Nominal Granule Export] Find two collections with ECS metadata and which share the same short name, but have different version IDs. Ensure that both 
collections are enabled for collection and granule export. Request the manual export of granule metadata for all granules in one of these collections. S 40 2 For 
one of the collections in S-1 (or another collection which has ECS metadata, and is enabled for collection and granule export): a) Ingest a new granule into the 
ECS inventory. b) Logically delete a granule from the ECS inventory. c) Physically delete a granule from the ECS inventory. d) DFA a granule. e) Hide a 
granule. f) Restrict a granule. g) Unrestrict a granule. h) Perform a QAUpdate on a granule. i) Publish a granule in the datapool. j) Unpublish a granule in the 
datapool. k) Link a granule to a browse granule. l) Unlink a granule from a browse granule. m) Change the collection to which a granule belongs. n) Move a 
collection. o) Perform XML replacement on a granule. 
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PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Login as cmshared on f5oml01v and set view to AUTOTEST   
2 setenv MODE OPS   
3 cd /ecs/formal/COMMON/automation/autotest directory   
4 Run the following cucumber feature file:  cucumber 

features/bmgt/nominal_autoexport_ingest_granule_40_S2a.feature 
  

5 Verify that the scenario is passed   

 
 
TEST DATA: 
See Test Case 603. 
 
EXPECTED RESULTS: 
V 40 1 Verify that the manual export in S-1 results in multiple HTTP PUT requests containing the full granule metadata for each granule in the requested 
collection (but no granules belonging to other collections sharing a short name but with a different version ID). V 40 2 Verify that the operations in S-2, except 
subclauses b – d each result in the export of a single HTTP PUT containing the full granule metadata. V 40 3 Verify that the operations in S-2 subclauses b – d 
each result in the export of a single HTTP DELETE, with the ID of the granule in the URL, but containing no granule metadata in the request body. V 40 4 
Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b – d, validates against the ECHO granule metadata schema ( 
https://api.echo.nasa.gov/ingest/schema/Granule.xsd ). V 40 5 Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b – d has the following 
elements: a) Visible = true b) Orderable = false c) InsertTime = The insert time of the granule recorded in the AIM database. d) LastUpdate = The last update 
time of the granule recorded in the AIM database V 40 6 Verify that the metadata generated by the action in S-2 subclause e contains a Restriction Flag value of 
255. V 40 7 Verify that the metadata generated by the action in S-2 subclause f contains the restriction flag value that was set in the database for that granule. V 
40 8 Verify that the metadata generated by the action in S-2 subclause g (and any other subclauses for which the affected granule did not have a restriction flag 
set) the restriction flag element is absent. V 40 9 Verify that the metadata generated by the action in S-2 subclause h contains the QA values reflecting the update 
which was performed. V 40 10 Verify that the metadata generated by the action in S-2 subclause i contains URLs for the science and metadata files, as well as 
any other ancillary files (e.g. browse) associated with the affected granule. V 40 11 Verify that the metadata generated by the action in S-2 subclause j contains 
no datapool URLs. V 40 12 Verify that the metadata generated by the action in S-2 subclause k contains a browse linkage URL, in addition to any datapool 
URLs. V 40 13 Verify that the metadata generated by the action in S-2 subclause l contains no browse linkage URLs. V 40 14 Verify that the metadata generated 
by the action in S-2 subclause m contains a reference to the newly assigned collection. V 40 15 Verify that the action performed in S-2 subclause n results in the 
export of full granule metadata for every granule in the collection affected. V 40 16 Verify that the metadata generated by the action in S-2 subclause o contains 
XML reflecting the replacement which was performed. 
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1089 NOMINAL GRANULE EXPORT[S-2B]: AUTOMATIC EXPORT: LOGICALLY DELETE 
GRANULE (ECS-ECSTC-3499) 

DESCRIPTION: 
S 40 1 [Nominal Granule Export] Find two collections with ECS metadata and which share the same short name, but have different version IDs. Ensure that both 
collections are enabled for collection and granule export. Request the manual export of granule metadata for all granules in one of these collections. S 40 2 For 
one of the collections in S-1 (or another collection which has ECS metadata, and is enabled for collection and granule export): a) Ingest a new granule into the 
ECS inventory. b) Logically delete a granule from the ECS inventory. c) Physically delete a granule from the ECS inventory. d) DFA a granule. e) Hide a 
granule. f) Restrict a granule. g) Unrestrict a granule. h) Perform a QAUpdate on a granule. i) Publish a granule in the datapool. j) Unpublish a granule in the 
datapool. k) Link a granule to a browse granule. l) Unlink a granule from a browse granule. m) Change the collection to which a granule belongs. n) Move a 
collection. o) Perform XML replacement on a granule. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Login as cmshared on f5oml01v and set view to AUTOTEST   
2 setenv MODE OPS   
3 cd /ecs/formal/COMMON/automation/autotest directory   
4 Run the following cucumber feature file: 

features/bmgt/nominal_autoexport_logical_delete_granule_40_S2b.feature 
  

5 Verify that the scenario is passed   

 
 
TEST DATA: 
See Test Case 603. 
 
EXPECTED RESULTS: 
V 40 1 Verify that the manual export in S-1 results in multiple HTTP PUT requests containing the full granule metadata for each granule in the requested 
collection (but no granules belonging to other collections sharing a short name but with a different version ID). V 40 2 Verify that the operations in S-2, except 
subclauses b – d each result in the export of a single HTTP PUT containing the full granule metadata. V 40 3 Verify that the operations in S-2 subclauses b – d 
each result in the export of a single HTTP DELETE, with the ID of the granule in the URL, but containing no granule metadata in the request body. V 40 4 
Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b – d, validates against the ECHO granule metadata schema ( 
https://api.echo.nasa.gov/ingest/schema/Granule.xsd ). V 40 5 Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b – d has the following 
elements: a) Visible = true b) Orderable = false c) InsertTime = The insert time of the granule recorded in the AIM database. d) LastUpdate = The last update 
time of the granule recorded in the AIM database V 40 6 Verify that the metadata generated by the action in S-2 subclause e contains a Restriction Flag value of 
255. V 40 7 Verify that the metadata generated by the action in S-2 subclause f contains the restriction flag value that was set in the database for that granule. V 
40 8 Verify that the metadata generated by the action in S-2 subclause g (and any other subclauses for which the affected granule did not have a restriction flag 
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set) the restriction flag element is absent. V 40 9 Verify that the metadata generated by the action in S-2 subclause h contains the QA values reflecting the update 
which was performed. V 40 10 Verify that the metadata generated by the action in S-2 subclause i contains URLs for the science and metadata files, as well as 
any other ancillary files (e.g. browse) associated with the affected granule. V 40 11 Verify that the metadata generated by the action in S-2 subclause j contains 
no datapool URLs. V 40 12 Verify that the metadata generated by the action in S-2 subclause k contains a browse linkage URL, in addition to any datapool 
URLs. V 40 13 Verify that the metadata generated by the action in S-2 subclause l contains no browse linkage URLs. V 40 14 Verify that the metadata generated 
by the action in S-2 subclause m contains a reference to the newly assigned collection. V 40 15 Verify that the action performed in S-2 subclause n results in the 
export of full granule metadata for every granule in the collection affected. V 40 16 Verify that the metadata generated by the action in S-2 subclause o contains 
XML reflecting the replacement which was performed. 
 

1090 NOMINAL GRANULE EXPORT[S-2C]: AUTOMATIC EXPORT: PHYSICALLY DELETE 
GRANULE (ECS-ECSTC-3500) 

DESCRIPTION: 
S 40 1 [Nominal Granule Export] Find two collections with ECS metadata and which share the same short name, but have different version IDs. Ensure that both 
collections are enabled for collection and granule export. Request the manual export of granule metadata for all granules in one of these collections. S 40 2 For 
one of the collections in S-1 (or another collection which has ECS metadata, and is enabled for collection and granule export): a) Ingest a new granule into the 
ECS inventory. b) Logically delete a granule from the ECS inventory. c) Physically delete a granule from the ECS inventory. d) DFA a granule. e) Hide a 
granule. f) Restrict a granule. g) Unrestrict a granule. h) Perform a QAUpdate on a granule. i) Publish a granule in the datapool. j) Unpublish a granule in the 
datapool. k) Link a granule to a browse granule. l) Unlink a granule from a browse granule. m) Change the collection to which a granule belongs. n) Move a 
collection. o) Perform XML replacement on a granule. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Login as cmshared on f5oml01v and set view to AUTOTEST   
2 setenv MODE OPS   
3 cd /ecs/formal/COMMON/automation/autotest directory   
4 Run the following cucumber feature file: 

features/bmgt/nominal_autoexport_physical_delete_granule_40_S2c.feature 
  

5 Verify that the scenario is passed   

 
 
TEST DATA: 
See Test Case 603. 
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EXPECTED RESULTS: 
V 40 1 Verify that the manual export in S-1 results in multiple HTTP PUT requests containing the full granule metadata for each granule in the requested 
collection (but no granules belonging to other collections sharing a short name but with a different version ID). V 40 2 Verify that the operations in S-2, except 
subclauses b – d each result in the export of a single HTTP PUT containing the full granule metadata. V 40 3 Verify that the operations in S-2 subclauses b – d 
each result in the export of a single HTTP DELETE, with the ID of the granule in the URL, but containing no granule metadata in the request body. V 40 4 
Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b – d, validates against the ECHO granule metadata schema ( 
https://api.echo.nasa.gov/ingest/schema/Granule.xsd ). V 40 5 Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b – d has the following 
elements: a) Visible = true b) Orderable = false c) InsertTime = The insert time of the granule recorded in the AIM database. d) LastUpdate = The last update 
time of the granule recorded in the AIM database V 40 6 Verify that the metadata generated by the action in S-2 subclause e contains a Restriction Flag value of 
255. V 40 7 Verify that the metadata generated by the action in S-2 subclause f contains the restriction flag value that was set in the database for that granule. V 
40 8 Verify that the metadata generated by the action in S-2 subclause g (and any other subclauses for which the affected granule did not have a restriction flag 
set) the restriction flag element is absent. V 40 9 Verify that the metadata generated by the action in S-2 subclause h contains the QA values reflecting the update 
which was performed. V 40 10 Verify that the metadata generated by the action in S-2 subclause i contains URLs for the science and metadata files, as well as 
any other ancillary files (e.g. browse) associated with the affected granule. V 40 11 Verify that the metadata generated by the action in S-2 subclause j contains 
no datapool URLs. V 40 12 Verify that the metadata generated by the action in S-2 subclause k contains a browse linkage URL, in addition to any datapool 
URLs. V 40 13 Verify that the metadata generated by the action in S-2 subclause l contains no browse linkage URLs. V 40 14 Verify that the metadata generated 
by the action in S-2 subclause m contains a reference to the newly assigned collection. V 40 15 Verify that the action performed in S-2 subclause n results in the 
export of full granule metadata for every granule in the collection affected. V 40 16 Verify that the metadata generated by the action in S-2 subclause o contains 
XML reflecting the replacement which was performed. 
 

1091 NOMINAL GRANULE EXPORT[S-2D]: AUTOMATIC EXPORT: DFA GRANULE (ECS-ECSTC-
3501) 

DESCRIPTION: 
S 40 1 [Nominal Granule Export] Find two collections with ECS metadata and which share the same short name, but have different version IDs. Ensure that both 
collections are enabled for collection and granule export. Request the manual export of granule metadata for all granules in one of these collections. S 40 2 For 
one of the collections in S-1 (or another collection which has ECS metadata, and is enabled for collection and granule export): a) Ingest a new granule into the 
ECS inventory. b) Logically delete a granule from the ECS inventory. c) Physically delete a granule from the ECS inventory. d) DFA a granule. e) Hide a 
granule. f) Restrict a granule. g) Unrestrict a granule. h) Perform a QAUpdate on a granule. i) Publish a granule in the datapool. j) Unpublish a granule in the 
datapool. k) Link a granule to a browse granule. l) Unlink a granule from a browse granule. m) Change the collection to which a granule belongs. n) Move a 
collection. o) Perform XML replacement on a granule. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Login as cmshared on f5oml01v and set view to AUTOTEST   
2 setenv MODE OPS   
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# Action Expected Result Notes 
3 cd /ecs/formal/COMMON/automation/autotest directory   
4 Run the following cucumber feature file: 

features/bmgt/nominal_autoexport_dfa_granule_40_S2d.feature 
  

5 Verify that the scenario is passed   

 
 
TEST DATA: 
See Test Case 603. 
 
EXPECTED RESULTS: 
V 40 1 Verify that the manual export in S-1 results in multiple HTTP PUT requests containing the full granule metadata for each granule in the requested 
collection (but no granules belonging to other collections sharing a short name but with a different version ID). V 40 2 Verify that the operations in S-2, except 
subclauses b – d each result in the export of a single HTTP PUT containing the full granule metadata. V 40 3 Verify that the operations in S-2 subclauses b – d 
each result in the export of a single HTTP DELETE, with the ID of the granule in the URL, but containing no granule metadata in the request body. V 40 4 
Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b – d, validates against the ECHO granule metadata schema ( 
https://api.echo.nasa.gov/ingest/schema/Granule.xsd ). V 40 5 Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b – d has the following 
elements: a) Visible = true b) Orderable = false c) InsertTime = The insert time of the granule recorded in the AIM database. d) LastUpdate = The last update 
time of the granule recorded in the AIM database V 40 6 Verify that the metadata generated by the action in S-2 subclause e contains a Restriction Flag value of 
255. V 40 7 Verify that the metadata generated by the action in S-2 subclause f contains the restriction flag value that was set in the database for that granule. V 
40 8 Verify that the metadata generated by the action in S-2 subclause g (and any other subclauses for which the affected granule did not have a restriction flag 
set) the restriction flag element is absent. V 40 9 Verify that the metadata generated by the action in S-2 subclause h contains the QA values reflecting the update 
which was performed. V 40 10 Verify that the metadata generated by the action in S-2 subclause i contains URLs for the science and metadata files, as well as 
any other ancillary files (e.g. browse) associated with the affected granule. V 40 11 Verify that the metadata generated by the action in S-2 subclause j contains 
no datapool URLs. V 40 12 Verify that the metadata generated by the action in S-2 subclause k contains a browse linkage URL, in addition to any datapool 
URLs. V 40 13 Verify that the metadata generated by the action in S-2 subclause l contains no browse linkage URLs. V 40 14 Verify that the metadata generated 
by the action in S-2 subclause m contains a reference to the newly assigned collection. V 40 15 Verify that the action performed in S-2 subclause n results in the 
export of full granule metadata for every granule in the collection affected. V 40 16 Verify that the metadata generated by the action in S-2 subclause o contains 
XML reflecting the replacement which was performed. 
 

1092 NOMINAL GRANULE EXPORT[S-2E]: AUTOMATIC EXPORT: HIDE A GRANULE (ECS-
ECSTC-3502) 

DESCRIPTION: 
S 40 1 [Nominal Granule Export] Find two collections with ECS metadata and which share the same short name, but have different version IDs. Ensure that both 
collections are enabled for collection and granule export. Request the manual export of granule metadata for all granules in one of these collections. S 40 2 For 
one of the collections in S-1 (or another collection which has ECS metadata, and is enabled for collection and granule export): a) Ingest a new granule into the 
ECS inventory. b) Logically delete a granule from the ECS inventory. c) Physically delete a granule from the ECS inventory. d) DFA a granule. e) Hide a 
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granule. f) Restrict a granule. g) Unrestrict a granule. h) Perform a QAUpdate on a granule. i) Publish a granule in the datapool. j) Unpublish a granule in the 
datapool. k) Link a granule to a browse granule. l) Unlink a granule from a browse granule. m) Change the collection to which a granule belongs. n) Move a 
collection. o) Perform XML replacement on a granule. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Login as cmshared on f5oml01v and set view to AUTOTEST   
2 setenv MODE OPS   
3 cd /ecs/formal/COMMON/automation/autotest directory   
4 Run the following cucumber feature file: cucumber 

features/bmgt/nominal_autoexport_hide_granule_40_S2e.feature 
  

5 Verify that the scenario is passed   

 
 
TEST DATA: 
See Test Case 603. 
 
EXPECTED RESULTS: 
V 40 1 Verify that the manual export in S-1 results in multiple HTTP PUT requests containing the full granule metadata for each granule in the requested 
collection (but no granules belonging to other collections sharing a short name but with a different version ID). V 40 2 Verify that the operations in S-2, except 
subclauses b – d each result in the export of a single HTTP PUT containing the full granule metadata. V 40 3 Verify that the operations in S-2 subclauses b – d 
each result in the export of a single HTTP DELETE, with the ID of the granule in the URL, but containing no granule metadata in the request body. V 40 4 
Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b – d, validates against the ECHO granule metadata schema ( 
https://api.echo.nasa.gov/ingest/schema/Granule.xsd ). V 40 5 Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b – d has the following 
elements: a) Visible = true b) Orderable = false c) InsertTime = The insert time of the granule recorded in the AIM database. d) LastUpdate = The last update 
time of the granule recorded in the AIM database V 40 6 Verify that the metadata generated by the action in S-2 subclause e contains a Restriction Flag value of 
255. V 40 7 Verify that the metadata generated by the action in S-2 subclause f contains the restriction flag value that was set in the database for that granule. V 
40 8 Verify that the metadata generated by the action in S-2 subclause g (and any other subclauses for which the affected granule did not have a restriction flag 
set) the restriction flag element is absent. V 40 9 Verify that the metadata generated by the action in S-2 subclause h contains the QA values reflecting the update 
which was performed. V 40 10 Verify that the metadata generated by the action in S-2 subclause i contains URLs for the science and metadata files, as well as 
any other ancillary files (e.g. browse) associated with the affected granule. V 40 11 Verify that the metadata generated by the action in S-2 subclause j contains 
no datapool URLs. V 40 12 Verify that the metadata generated by the action in S-2 subclause k contains a browse linkage URL, in addition to any datapool 
URLs. V 40 13 Verify that the metadata generated by the action in S-2 subclause l contains no browse linkage URLs. V 40 14 Verify that the metadata generated 
by the action in S-2 subclause m contains a reference to the newly assigned collection. V 40 15 Verify that the action performed in S-2 subclause n results in the 
export of full granule metadata for every granule in the collection affected. V 40 16 Verify that the metadata generated by the action in S-2 subclause o contains 
XML reflecting the replacement which was performed. 
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1093 NOMINAL GRANULE EXPORT[S-2F]: AUTOMATIC EXPORT: RESTRICT GRANULE (ECS-
ECSTC-3503) 

DESCRIPTION: 
S 40 1 [Nominal Granule Export] Find two collections with ECS metadata and which share the same short name, but have different version IDs. Ensure that both 
collections are enabled for collection and granule export. Request the manual export of granule metadata for all granules in one of these collections. S 40 2 For 
one of the collections in S-1 (or another collection which has ECS metadata, and is enabled for collection and granule export): a) Ingest a new granule into the 
ECS inventory. b) Logically delete a granule from the ECS inventory. c) Physically delete a granule from the ECS inventory. d) DFA a granule. e) Hide a 
granule. f) Restrict a granule. g) Unrestrict a granule. h) Perform a QAUpdate on a granule. i) Publish a granule in the datapool. j) Unpublish a granule in the 
datapool. k) Link a granule to a browse granule. l) Unlink a granule from a browse granule. m) Change the collection to which a granule belongs. n) Move a 
collection. o) Perform XML replacement on a granule. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Login as cmshared on f5oml01v and set view to AUTOTEST   
2 setenv MODE OPS   
3 cd /ecs/formal/COMMON/automation/autotest directory   
4 Run the following cucumber feature file: 

features/bmgt/nominal_autoexport_restrict_granule_40_S2f.feature 
  

5 Verify that the scenario is passed   

 
 
TEST DATA: 
See Test Case 603. 
 
EXPECTED RESULTS: 
V 40 1 Verify that the manual export in S-1 results in multiple HTTP PUT requests containing the full granule metadata for each granule in the requested 
collection (but no granules belonging to other collections sharing a short name but with a different version ID). V 40 2 Verify that the operations in S-2, except 
subclauses b – d each result in the export of a single HTTP PUT containing the full granule metadata. V 40 3 Verify that the operations in S-2 subclauses b – d 
each result in the export of a single HTTP DELETE, with the ID of the granule in the URL, but containing no granule metadata in the request body. V 40 4 
Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b – d, validates against the ECHO granule metadata schema ( 
https://api.echo.nasa.gov/ingest/schema/Granule.xsd ). V 40 5 Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b – d has the following 
elements: a) Visible = true b) Orderable = false c) InsertTime = The insert time of the granule recorded in the AIM database. d) LastUpdate = The last update 
time of the granule recorded in the AIM database V 40 6 Verify that the metadata generated by the action in S-2 subclause e contains a Restriction Flag value of 



 

3043 
 

255. V 40 7 Verify that the metadata generated by the action in S-2 subclause f contains the restriction flag value that was set in the database for that granule. V 
40 8 Verify that the metadata generated by the action in S-2 subclause g (and any other subclauses for which the affected granule did not have a restriction flag 
set) the restriction flag element is absent. V 40 9 Verify that the metadata generated by the action in S-2 subclause h contains the QA values reflecting the update 
which was performed. V 40 10 Verify that the metadata generated by the action in S-2 subclause i contains URLs for the science and metadata files, as well as 
any other ancillary files (e.g. browse) associated with the affected granule. V 40 11 Verify that the metadata generated by the action in S-2 subclause j contains 
no datapool URLs. V 40 12 Verify that the metadata generated by the action in S-2 subclause k contains a browse linkage URL, in addition to any datapool 
URLs. V 40 13 Verify that the metadata generated by the action in S-2 subclause l contains no browse linkage URLs. V 40 14 Verify that the metadata generated 
by the action in S-2 subclause m contains a reference to the newly assigned collection. V 40 15 Verify that the action performed in S-2 subclause n results in the 
export of full granule metadata for every granule in the collection affected. V 40 16 Verify that the metadata generated by the action in S-2 subclause o contains 
XML reflecting the replacement which was performed. 
 

1094 NOMINAL GRANULE EXPORT[S-2G]: AUTOMATIC EXPORT: UNRESTRICT GRANULE 
(ECS-ECSTC-3504) 

DESCRIPTION: 
S 40 1 [Nominal Granule Export] Find two collections with ECS metadata and which share the same short name, but have different version IDs. Ensure that both 
collections are enabled for collection and granule export. Request the manual export of granule metadata for all granules in one of these collections. S 40 2 For 
one of the collections in S-1 (or another collection which has ECS metadata, and is enabled for collection and granule export): a) Ingest a new granule into the 
ECS inventory. b) Logically delete a granule from the ECS inventory. c) Physically delete a granule from the ECS inventory. d) DFA a granule. e) Hide a 
granule. f) Restrict a granule. g) Unrestrict a granule. h) Perform a QAUpdate on a granule. i) Publish a granule in the datapool. j) Unpublish a granule in the 
datapool. k) Link a granule to a browse granule. l) Unlink a granule from a browse granule. m) Change the collection to which a granule belongs. n) Move a 
collection. o) Perform XML replacement on a granule. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Login as cmshared on f5oml01v and set view to AUTOTEST   
2 setenv MODE OPS   
3 cd /ecs/formal/COMMON/automation/autotest directory   
4 Run the following cucumber feature file: cucumber 

features/bmgt/nominal_autoexport_unrestrict_granule_40_S2g.feature 
  

5 Verify that the scenario is passed   

 
 
TEST DATA: 
See Test Case 603. 
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EXPECTED RESULTS: 
V 40 1 Verify that the manual export in S-1 results in multiple HTTP PUT requests containing the full granule metadata for each granule in the requested 
collection (but no granules belonging to other collections sharing a short name but with a different version ID). V 40 2 Verify that the operations in S-2, except 
subclauses b – d each result in the export of a single HTTP PUT containing the full granule metadata. V 40 3 Verify that the operations in S-2 subclauses b – d 
each result in the export of a single HTTP DELETE, with the ID of the granule in the URL, but containing no granule metadata in the request body. V 40 4 
Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b – d, validates against the ECHO granule metadata schema ( 
https://api.echo.nasa.gov/ingest/schema/Granule.xsd ). V 40 5 Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b – d has the following 
elements: a) Visible = true b) Orderable = false c) InsertTime = The insert time of the granule recorded in the AIM database. d) LastUpdate = The last update 
time of the granule recorded in the AIM database V 40 6 Verify that the metadata generated by the action in S-2 subclause e contains a Restriction Flag value of 
255. V 40 7 Verify that the metadata generated by the action in S-2 subclause f contains the restriction flag value that was set in the database for that granule. V 
40 8 Verify that the metadata generated by the action in S-2 subclause g (and any other subclauses for which the affected granule did not have a restriction flag 
set) the restriction flag element is absent. V 40 9 Verify that the metadata generated by the action in S-2 subclause h contains the QA values reflecting the update 
which was performed. V 40 10 Verify that the metadata generated by the action in S-2 subclause i contains URLs for the science and metadata files, as well as 
any other ancillary files (e.g. browse) associated with the affected granule. V 40 11 Verify that the metadata generated by the action in S-2 subclause j contains 
no datapool URLs. V 40 12 Verify that the metadata generated by the action in S-2 subclause k contains a browse linkage URL, in addition to any datapool 
URLs. V 40 13 Verify that the metadata generated by the action in S-2 subclause l contains no browse linkage URLs. V 40 14 Verify that the metadata generated 
by the action in S-2 subclause m contains a reference to the newly assigned collection. V 40 15 Verify that the action performed in S-2 subclause n results in the 
export of full granule metadata for every granule in the collection affected. V 40 16 Verify that the metadata generated by the action in S-2 subclause o contains 
XML reflecting the replacement which was performed. 
 

1095 NOMINAL GRANULE EXPORT[S-2H]: AUTOMATIC EXPORT: QAUPDATE GRANULE. (ECS-
ECSTC-3505) 

DESCRIPTION: 
S 40 1 [Nominal Granule Export] Find two collections with ECS metadata and which share the same short name, but have different version IDs. Ensure that both 
collections are enabled for collection and granule export. Request the manual export of granule metadata for all granules in one of these collections. S 40 2 For 
one of the collections in S-1 (or another collection which has ECS metadata, and is enabled for collection and granule export): a) Ingest a new granule into the 
ECS inventory. b) Logically delete a granule from the ECS inventory. c) Physically delete a granule from the ECS inventory. d) DFA a granule. e) Hide a 
granule. f) Restrict a granule. g) Unrestrict a granule. h) Perform a QAUpdate on a granule. i) Publish a granule in the datapool. j) Unpublish a granule in the 
datapool. k) Link a granule to a browse granule. l) Unlink a granule from a browse granule. m) Change the collection to which a granule belongs. n) Move a 
collection. o) Perform XML replacement on a granule. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Login as cmshared on f5oml01v and set view to AUTOTEST   



 

3045 
 

# Action Expected Result Notes 
2 setenv MODE OPS   
3 cd /ecs/formal/COMMON/automation/autotest directory   
4 Run the following cucumber feature file: cucumber  

features/bmgt/nominal_autoexport_qaupd_granule_40_S2h.feature 
  

5 Verify that the scenario is passed   

 
 
TEST DATA: 
See Test Case 603. 
 
EXPECTED RESULTS: 
V 40 1 Verify that the manual export in S-1 results in multiple HTTP PUT requests containing the full granule metadata for each granule in the requested 
collection (but no granules belonging to other collections sharing a short name but with a different version ID). V 40 2 Verify that the operations in S-2, except 
subclauses b – d each result in the export of a single HTTP PUT containing the full granule metadata. V 40 3 Verify that the operations in S-2 subclauses b – d 
each result in the export of a single HTTP DELETE, with the ID of the granule in the URL, but containing no granule metadata in the request body. V 40 4 
Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b – d, validates against the ECHO granule metadata schema ( 
https://api.echo.nasa.gov/ingest/schema/Granule.xsd ). V 40 5 Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b – d has the following 
elements: a) Visible = true b) Orderable = false c) InsertTime = The insert time of the granule recorded in the AIM database. d) LastUpdate = The last update 
time of the granule recorded in the AIM database V 40 6 Verify that the metadata generated by the action in S-2 subclause e contains a Restriction Flag value of 
255. V 40 7 Verify that the metadata generated by the action in S-2 subclause f contains the restriction flag value that was set in the database for that granule. V 
40 8 Verify that the metadata generated by the action in S-2 subclause g (and any other subclauses for which the affected granule did not have a restriction flag 
set) the restriction flag element is absent. V 40 9 Verify that the metadata generated by the action in S-2 subclause h contains the QA values reflecting the update 
which was performed. V 40 10 Verify that the metadata generated by the action in S-2 subclause i contains URLs for the science and metadata files, as well as 
any other ancillary files (e.g. browse) associated with the affected granule. V 40 11 Verify that the metadata generated by the action in S-2 subclause j contains 
no datapool URLs. V 40 12 Verify that the metadata generated by the action in S-2 subclause k contains a browse linkage URL, in addition to any datapool 
URLs. V 40 13 Verify that the metadata generated by the action in S-2 subclause l contains no browse linkage URLs. V 40 14 Verify that the metadata generated 
by the action in S-2 subclause m contains a reference to the newly assigned collection. V 40 15 Verify that the action performed in S-2 subclause n results in the 
export of full granule metadata for every granule in the collection affected. V 40 16 Verify that the metadata generated by the action in S-2 subclause o contains 
XML reflecting the replacement which was performed. 
 

1096 NOMINAL GRANULE EXPORT[S-2N]: AUTOMATIC EXPORT: MOVE COLLECTION (ECS-
ECSTC-3506) 

DESCRIPTION: 
S 40 1 [Nominal Granule Export] Find two collections with ECS metadata and which share the same short name, but have different version IDs. Ensure that both 
collections are enabled for collection and granule export. Request the manual export of granule metadata for all granules in one of these collections. S 40 2 For 
one of the collections in S-1 (or another collection which has ECS metadata, and is enabled for collection and granule export): a) Ingest a new granule into the 
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ECS inventory. b) Logically delete a granule from the ECS inventory. c) Physically delete a granule from the ECS inventory. d) DFA a granule. e) Hide a 
granule. f) Restrict a granule. g) Unrestrict a granule. h) Perform a QAUpdate on a granule. i) Publish a granule in the datapool. j) Unpublish a granule in the 
datapool. k) Link a granule to a browse granule. l) Unlink a granule from a browse granule. m) Change the collection to which a granule belongs. n) Move a 
collection. o) Perform XML replacement on a granule. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Login as cmshared on f5oml01v and set view to AUTOTEST   
2 setenv MODE OPS   
3 cd /ecs/formal/COMMON/automation/autotest directory   
4 Run the following cucumber feature file: cucumber 

features/bmgt/nominal_autoexport_move_coll_40_S2n.feature 
  

5 Verify that the scenario is passed   

 
 
TEST DATA: 
See Test Case 603. 
 
EXPECTED RESULTS: 
V 40 1 Verify that the manual export in S-1 results in multiple HTTP PUT requests containing the full granule metadata for each granule in the requested 
collection (but no granules belonging to other collections sharing a short name but with a different version ID). V 40 2 Verify that the operations in S-2, except 
subclauses b – d each result in the export of a single HTTP PUT containing the full granule metadata. V 40 3 Verify that the operations in S-2 subclauses b – d 
each result in the export of a single HTTP DELETE, with the ID of the granule in the URL, but containing no granule metadata in the request body. V 40 4 
Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b – d, validates against the ECHO granule metadata schema ( 
https://api.echo.nasa.gov/ingest/schema/Granule.xsd ). V 40 5 Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b – d has the following 
elements: a) Visible = true b) Orderable = false c) InsertTime = The insert time of the granule recorded in the AIM database. d) LastUpdate = The last update 
time of the granule recorded in the AIM database V 40 6 Verify that the metadata generated by the action in S-2 subclause e contains a Restriction Flag value of 
255. V 40 7 Verify that the metadata generated by the action in S-2 subclause f contains the restriction flag value that was set in the database for that granule. V 
40 8 Verify that the metadata generated by the action in S-2 subclause g (and any other subclauses for which the affected granule did not have a restriction flag 
set) the restriction flag element is absent. V 40 9 Verify that the metadata generated by the action in S-2 subclause h contains the QA values reflecting the update 
which was performed. V 40 10 Verify that the metadata generated by the action in S-2 subclause i contains URLs for the science and metadata files, as well as 
any other ancillary files (e.g. browse) associated with the affected granule. V 40 11 Verify that the metadata generated by the action in S-2 subclause j contains 
no datapool URLs. V 40 12 Verify that the metadata generated by the action in S-2 subclause k contains a browse linkage URL, in addition to any datapool 
URLs. V 40 13 Verify that the metadata generated by the action in S-2 subclause l contains no browse linkage URLs. V 40 14 Verify that the metadata generated 
by the action in S-2 subclause m contains a reference to the newly assigned collection. V 40 15 Verify that the action performed in S-2 subclause n results in the 
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export of full granule metadata for every granule in the collection affected. V 40 16 Verify that the metadata generated by the action in S-2 subclause o contains 
XML reflecting the replacement which was performed. 
 

1097 NOMINAL GRANULE EXPORT[S-2O]: AUTOMATIC EXPORT: XML REPLACEMENT (ECS-
ECSTC-3507) 

DESCRIPTION: 
S 40 1 [Nominal Granule Export] Find two collections with ECS metadata and which share the same short name, but have different version IDs. Ensure that both 
collections are enabled for collection and granule export. Request the manual export of granule metadata for all granules in one of these collections. S 40 2 For 
one of the collections in S-1 (or another collection which has ECS metadata, and is enabled for collection and granule export): a) Ingest a new granule into the 
ECS inventory. b) Logically delete a granule from the ECS inventory. c) Physically delete a granule from the ECS inventory. d) DFA a granule. e) Hide a 
granule. f) Restrict a granule. g) Unrestrict a granule. h) Perform a QAUpdate on a granule. i) Publish a granule in the datapool. j) Unpublish a granule in the 
datapool. k) Link a granule to a browse granule. l) Unlink a granule from a browse granule. m) Change the collection to which a granule belongs. n) Move a 
collection. o) Perform XML replacement on a granule. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Login as cmshared on f5oml01v and set view to AUTOTEST   
2 setenv MODE OPS   
3 cd /ecs/formal/COMMON/automation/autotest directory   
4 Run the following cucumber feature file: <br />cucumber  

features/bmgt/nominal_autoexport_xmlreplacement_40_S2o.feature 
  

5 Verify that the scenario is passed   

 
 
TEST DATA: 
See Test Case 603. 
 
EXPECTED RESULTS: 
V 40 1 Verify that the manual export in S-1 results in multiple HTTP PUT requests containing the full granule metadata for each granule in the requested 
collection (but no granules belonging to other collections sharing a short name but with a different version ID). V 40 2 Verify that the operations in S-2, except 
subclauses b – d each result in the export of a single HTTP PUT containing the full granule metadata. V 40 3 Verify that the operations in S-2 subclauses b – d 
each result in the export of a single HTTP DELETE, with the ID of the granule in the URL, but containing no granule metadata in the request body. V 40 4 
Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b – d, validates against the ECHO granule metadata schema ( 
https://api.echo.nasa.gov/ingest/schema/Granule.xsd ). V 40 5 Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b – d has the following 
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elements: a) Visible = true b) Orderable = false c) InsertTime = The insert time of the granule recorded in the AIM database. d) LastUpdate = The last update 
time of the granule recorded in the AIM database V 40 6 Verify that the metadata generated by the action in S-2 subclause e contains a Restriction Flag value of 
255. V 40 7 Verify that the metadata generated by the action in S-2 subclause f contains the restriction flag value that was set in the database for that granule. V 
40 8 Verify that the metadata generated by the action in S-2 subclause g (and any other subclauses for which the affected granule did not have a restriction flag 
set) the restriction flag element is absent. V 40 9 Verify that the metadata generated by the action in S-2 subclause h contains the QA values reflecting the update 
which was performed. V 40 10 Verify that the metadata generated by the action in S-2 subclause i contains URLs for the science and metadata files, as well as 
any other ancillary files (e.g. browse) associated with the affected granule. V 40 11 Verify that the metadata generated by the action in S-2 subclause j contains 
no datapool URLs. V 40 12 Verify that the metadata generated by the action in S-2 subclause k contains a browse linkage URL, in addition to any datapool 
URLs. V 40 13 Verify that the metadata generated by the action in S-2 subclause l contains no browse linkage URLs. V 40 14 Verify that the metadata generated 
by the action in S-2 subclause m contains a reference to the newly assigned collection. V 40 15 Verify that the action performed in S-2 subclause n results in the 
export of full granule metadata for every granule in the collection affected. V 40 16 Verify that the metadata generated by the action in S-2 subclause o contains 
XML reflecting the replacement which was performed. 
 

1098 ECS COLLECTION ADDITIONAL METADATA[S-02]: ECS 
GRANULESPATIALREPRESENTATION (ECS-ECSTC-3508) 

DESCRIPTION: 
S 20 1 [ECS Collection Additional Metadata] Attempt to configure the CoordinateSystem in the database or configuration file for an ECS collection to a value 
other than “CARTESIAN” or “GEODETIC”. S 20 2 Attempt to configure the GranuleSpatialRepresentation in the database or configuration file for an ECS 
collection to a value other than “CARTESIAN”, “GEODETIC”, “ORBIT”, or “NO_SPATIAL”. S 20 3 Attempt to configure the CoordinateSystem for an ISO 
collection to a non null value. S 20 4 Attempt to configure the GranuleSpatialRepresentation for an ISO collection to a non null value. S 20 5 For each of the 
valid backtrack types, request the export of collection metadata for a collection which is configured for that type. S 20 6 Request the export of metadata for a 
collection which is not configured for backtrack metadata. S 20 7 For each of the valid TwoDCoordinateSystem types, request the export of collection metadata 
for a collection which is configured for that type. S 20 8 Request the export of metadata for a collection which is not configured for a TwoDCoordinateSystem. S 
20 9 Request the export of metadata for a collection whose native metadata contains Product Specific Attributes (PSAs). S 20 10 Find one collection with a DIF 
ID defined and one without. Attempt to modify the DIF ID for the collection which has one defined. S 20 11 For the two collections identified in the previous 
step, request the manual export of collection metadata S 20 12 Attempt to configure the CoordinateSystem for an ECS collection to null (i.e. automatically 
populate). Request the manual export of this collection. S 20 13 Attempt to configure the GranuleSpatialRepresentation for an ECS collection to null (i.e. 
automatically populate). Request the manual export of this collection. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Login as cmshared on f5oml01v and set view to AUTOTEST   
2 setenv MODE OPS   
3 cd /ecs/formal/COMMON/automation/autotest directory   
4 Run the following cucumber feature file: cucumber   
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# Action Expected Result Notes 
features/bmgt/Ecs_Collection_Additional_Metadata_S2.feature 

5 Verify that the scenario is passed.   

 
 
TEST DATA: 
See Test Case 595. 
 
EXPECTED RESULTS: 
V 20 1 Verify that in S-1, it is not possible to set CoordinateSystem to a value other than “CARTESIAN” or “GEODETIC” or that if it is possible, subsequent 
metadata export for this collection fails due to the invalid Coordinate System value (and that the log indicates the reason for the failure). V 20 2 Verify that in S-
2, it is not possible to set the GranuelSpatialRepresentation to a value other than “CARTESIAN”, “GEODETIC”, “ORBIT”, or “NO_SPATIAL” or that if it is 
possible, subsequent metadata export for this collection fails due to the invalid Granule Spatial Representation value (and that the log indicates the reason for the 
failure). V 20 3 Verify that in S-3, it is not possible to populate the CoordinateSystem for an ISO collection or that if it is possible, subsequent metadata export 
for this collection fails due to the invalid Coordinate System value (and that the log indicates the reason for the failure). V 20 4 Verify that in S-4, it is not 
possible to populate the GranuleSpatialRepresentation for an ISO collection or that if it is possible, subsequent metadata export for this collection fails due to the 
invalid Granule Spatial Representation value (and that the log indicates the reason for the failure). V 20 5 Verify that the collection metadata generated in S-5 
contains a Spatial/OrbitParameters element which is populated according to the rules for the backtrack metadata type associated with the collection. See the 
document BE_82_01_AdditionalMetadataDescription.doc for a detailed outline of the backtrack metadata. V 20 6 Verify that the collection metadata generated 
in S-6 contains no Spatial/OrbitParameters element. V 20 7 Verify that the collection metadata generated in S-7 contains a 
TwoDCoordinateSystems/TwoDCoordinateSystem element which is populated according to the rules for the TwoDCoordinateSystem type associated with the 
collection. See the document BE_82_01_AdditionalMetadataDescription.doc for a detailed outline of TwoDCoordinateSystem metadata. V 20 8 Verify that the 
collection metadata generated in S-8 contains no TwoDCoordinateSystems/TwoDCoordinateSystem element. V 20 9 Verify that the collection metadata 
generated in S-9 contains an AdditionalAttributes/AdditionalAttribute element for each Product Specific Attribute (PSA) in the original collection metadata, and 
that all information in the PSA is also conveyed in the Additional Attribute. V 20 10 Verify that in S-10, it is possible to modify the DIF ID for a collection via 
the GUI. V 20 11 Verify that the metadata exported in S-11 contains the specified DIF ID for the collection for which one was provided, and contains no DIF ID 
for the other collection. V 20 12 Verify that all Collection metadata in the previous steps validates against https://api.echo.nasa.gov/ingest/schema/Collection.xsd 
V 20 13 Verify that the collection metadata generated in S-12 contains the default CoordinateSystem value. V 20 14 Verify that the collection metadata generated 
in S-13 contains the proper GranuleSpatialMetadata value derived from AmCollection.SpatialSearchType using the standard mapping: 
SpatialSearchType=>GranuleSpatialRepresentation GPolygon => GEODETIC Orbit => ORBIT Point => GEODETIC Rectangle => CARTESIAN 
NotSupported => NOSPATIAL V 20 15 For the exports in S-5 – S-9, verify that the configured CoordinateSystem and GranuleSpatialRepresentation values are 
included in the metadata. 
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1099 ECS COLLECTION ADDITIONAL METADATA[S-03]: ISO COORDINATESYSTEM (ECS-
ECSTC-3509) 

DESCRIPTION: 
S 20 1 [ECS Collection Additional Metadata] Attempt to configure the CoordinateSystem in the database or configuration file for an ECS collection to a value 
other than “CARTESIAN” or “GEODETIC”. S 20 2 Attempt to configure the GranuleSpatialRepresentation in the database or configuration file for an ECS 
collection to a value other than “CARTESIAN”, “GEODETIC”, “ORBIT”, or “NO_SPATIAL”. S 20 3 Attempt to configure the CoordinateSystem for an ISO 
collection to a non null value. S 20 4 Attempt to configure the GranuleSpatialRepresentation for an ISO collection to a non null value. S 20 5 For each of the 
valid backtrack types, request the export of collection metadata for a collection which is configured for that type. S 20 6 Request the export of metadata for a 
collection which is not configured for backtrack metadata. S 20 7 For each of the valid TwoDCoordinateSystem types, request the export of collection metadata 
for a collection which is configured for that type. S 20 8 Request the export of metadata for a collection which is not configured for a TwoDCoordinateSystem. S 
20 9 Request the export of metadata for a collection whose native metadata contains Product Specific Attributes (PSAs). S 20 10 Find one collection with a DIF 
ID defined and one without. Attempt to modify the DIF ID for the collection which has one defined. S 20 11 For the two collections identified in the previous 
step, request the manual export of collection metadata S 20 12 Attempt to configure the CoordinateSystem for an ECS collection to null (i.e. automatically 
populate). Request the manual export of this collection. S 20 13 Attempt to configure the GranuleSpatialRepresentation for an ECS collection to null (i.e. 
automatically populate). Request the manual export of this collection. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Login as cmshared on f5oml01v and set view to AUTOTEST   
2 setenv MODE OPS   
3 cd /ecs/formal/COMMON/automation/autotest directory   
4 Run the following cucumber feature file: cucumber 

features/bmgt/Ecs_Collection_Additional_Metadata_S3.feature 
  

5 Verify that the scenario is passed   

 
 
TEST DATA: 
See Test Case 595. 
 
EXPECTED RESULTS: 
V 20 1 Verify that in S-1, it is not possible to set CoordinateSystem to a value other than “CARTESIAN” or “GEODETIC” or that if it is possible, subsequent 
metadata export for this collection fails due to the invalid Coordinate System value (and that the log indicates the reason for the failure). V 20 2 Verify that in S-
2, it is not possible to set the GranuelSpatialRepresentation to a value other than “CARTESIAN”, “GEODETIC”, “ORBIT”, or “NO_SPATIAL” or that if it is 
possible, subsequent metadata export for this collection fails due to the invalid Granule Spatial Representation value (and that the log indicates the reason for the 
failure). V 20 3 Verify that in S-3, it is not possible to populate the CoordinateSystem for an ISO collection or that if it is possible, subsequent metadata export 
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for this collection fails due to the invalid Coordinate System value (and that the log indicates the reason for the failure). V 20 4 Verify that in S-4, it is not 
possible to populate the GranuleSpatialRepresentation for an ISO collection or that if it is possible, subsequent metadata export for this collection fails due to the 
invalid Granule Spatial Representation value (and that the log indicates the reason for the failure). V 20 5 Verify that the collection metadata generated in S-5 
contains a Spatial/OrbitParameters element which is populated according to the rules for the backtrack metadata type associated with the collection. See the 
document BE_82_01_AdditionalMetadataDescription.doc for a detailed outline of the backtrack metadata. V 20 6 Verify that the collection metadata generated 
in S-6 contains no Spatial/OrbitParameters element. V 20 7 Verify that the collection metadata generated in S-7 contains a 
TwoDCoordinateSystems/TwoDCoordinateSystem element which is populated according to the rules for the TwoDCoordinateSystem type associated with the 
collection. See the document BE_82_01_AdditionalMetadataDescription.doc for a detailed outline of TwoDCoordinateSystem metadata. V 20 8 Verify that the 
collection metadata generated in S-8 contains no TwoDCoordinateSystems/TwoDCoordinateSystem element. V 20 9 Verify that the collection metadata 
generated in S-9 contains an AdditionalAttributes/AdditionalAttribute element for each Product Specific Attribute (PSA) in the original collection metadata, and 
that all information in the PSA is also conveyed in the Additional Attribute. V 20 10 Verify that in S-10, it is possible to modify the DIF ID for a collection via 
the GUI. V 20 11 Verify that the metadata exported in S-11 contains the specified DIF ID for the collection for which one was provided, and contains no DIF ID 
for the other collection. V 20 12 Verify that all Collection metadata in the previous steps validates against https://api.echo.nasa.gov/ingest/schema/Collection.xsd 
V 20 13 Verify that the collection metadata generated in S-12 contains the default CoordinateSystem value. V 20 14 Verify that the collection metadata generated 
in S-13 contains the proper GranuleSpatialMetadata value derived from AmCollection.SpatialSearchType using the standard mapping: 
SpatialSearchType=>GranuleSpatialRepresentation GPolygon => GEODETIC Orbit => ORBIT Point => GEODETIC Rectangle => CARTESIAN 
NotSupported => NOSPATIAL V 20 15 For the exports in S-5 – S-9, verify that the configured CoordinateSystem and GranuleSpatialRepresentation values are 
included in the metadata. 
 

1100 ECS COLLECTION ADDITIONAL METADATA[S-04]: ISO 
GRANULESPATIALREPRESENTATION (ECS-ECSTC-3510) 

DESCRIPTION: 
S 20 1 [ECS Collection Additional Metadata] Attempt to configure the CoordinateSystem in the database or configuration file for an ECS collection to a value 
other than “CARTESIAN” or “GEODETIC”. S 20 2 Attempt to configure the GranuleSpatialRepresentation in the database or configuration file for an ECS 
collection to a value other than “CARTESIAN”, “GEODETIC”, “ORBIT”, or “NO_SPATIAL”. S 20 3 Attempt to configure the CoordinateSystem for an ISO 
collection to a non null value. S 20 4 Attempt to configure the GranuleSpatialRepresentation for an ISO collection to a non null value. S 20 5 For each of the 
valid backtrack types, request the export of collection metadata for a collection which is configured for that type. S 20 6 Request the export of metadata for a 
collection which is not configured for backtrack metadata. S 20 7 For each of the valid TwoDCoordinateSystem types, request the export of collection metadata 
for a collection which is configured for that type. S 20 8 Request the export of metadata for a collection which is not configured for a TwoDCoordinateSystem. S 
20 9 Request the export of metadata for a collection whose native metadata contains Product Specific Attributes (PSAs). S 20 10 Find one collection with a DIF 
ID defined and one without. Attempt to modify the DIF ID for the collection which has one defined. S 20 11 For the two collections identified in the previous 
step, request the manual export of collection metadata S 20 12 Attempt to configure the CoordinateSystem for an ECS collection to null (i.e. automatically 
populate). Request the manual export of this collection. S 20 13 Attempt to configure the GranuleSpatialRepresentation for an ECS collection to null (i.e. 
automatically populate). Request the manual export of this collection. 
 
PRECONDITIONS: 
 



 

3052 
 

STEPS:   
# Action Expected Result Notes 
1 Login as cmshared on f5oml01v and set view to AUTOTEST   
2 setenv MODE OPS   
3 cd /ecs/formal/COMMON/automation/autotest directory   
4 Run the following cucumber feature file: cucumber 

features/bmgt/Ecs_Collection_Additional_Metadata_S4.feature 
  

5 Verify that the scenario is passed   

 
 
TEST DATA: 
See Test Case 595. 
 
EXPECTED RESULTS: 
V 20 1 Verify that in S-1, it is not possible to set CoordinateSystem to a value other than “CARTESIAN” or “GEODETIC” or that if it is possible, subsequent 
metadata export for this collection fails due to the invalid Coordinate System value (and that the log indicates the reason for the failure). V 20 2 Verify that in S-
2, it is not possible to set the GranuelSpatialRepresentation to a value other than “CARTESIAN”, “GEODETIC”, “ORBIT”, or “NO_SPATIAL” or that if it is 
possible, subsequent metadata export for this collection fails due to the invalid Granule Spatial Representation value (and that the log indicates the reason for the 
failure). V 20 3 Verify that in S-3, it is not possible to populate the CoordinateSystem for an ISO collection or that if it is possible, subsequent metadata export 
for this collection fails due to the invalid Coordinate System value (and that the log indicates the reason for the failure). V 20 4 Verify that in S-4, it is not 
possible to populate the GranuleSpatialRepresentation for an ISO collection or that if it is possible, subsequent metadata export for this collection fails due to the 
invalid Granule Spatial Representation value (and that the log indicates the reason for the failure). V 20 5 Verify that the collection metadata generated in S-5 
contains a Spatial/OrbitParameters element which is populated according to the rules for the backtrack metadata type associated with the collection. See the 
document BE_82_01_AdditionalMetadataDescription.doc for a detailed outline of the backtrack metadata. V 20 6 Verify that the collection metadata generated 
in S-6 contains no Spatial/OrbitParameters element. V 20 7 Verify that the collection metadata generated in S-7 contains a 
TwoDCoordinateSystems/TwoDCoordinateSystem element which is populated according to the rules for the TwoDCoordinateSystem type associated with the 
collection. See the document BE_82_01_AdditionalMetadataDescription.doc for a detailed outline of TwoDCoordinateSystem metadata. V 20 8 Verify that the 
collection metadata generated in S-8 contains no TwoDCoordinateSystems/TwoDCoordinateSystem element. V 20 9 Verify that the collection metadata 
generated in S-9 contains an AdditionalAttributes/AdditionalAttribute element for each Product Specific Attribute (PSA) in the original collection metadata, and 
that all information in the PSA is also conveyed in the Additional Attribute. V 20 10 Verify that in S-10, it is possible to modify the DIF ID for a collection via 
the GUI. V 20 11 Verify that the metadata exported in S-11 contains the specified DIF ID for the collection for which one was provided, and contains no DIF ID 
for the other collection. V 20 12 Verify that all Collection metadata in the previous steps validates against https://api.echo.nasa.gov/ingest/schema/Collection.xsd 
V 20 13 Verify that the collection metadata generated in S-12 contains the default CoordinateSystem value. V 20 14 Verify that the collection metadata generated 
in S-13 contains the proper GranuleSpatialMetadata value derived from AmCollection.SpatialSearchType using the standard mapping: 
SpatialSearchType=>GranuleSpatialRepresentation GPolygon => GEODETIC Orbit => ORBIT Point => GEODETIC Rectangle => CARTESIAN 
NotSupported => NOSPATIAL V 20 15 For the exports in S-5 – S-9, verify that the configured CoordinateSystem and GranuleSpatialRepresentation values are 
included in the metadata. 
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1101 ECS COLLECTION ADDITIONAL METADATA[S-05]: BACKTRACK (ECS-ECSTC-3511) 

DESCRIPTION: 
S 20 1 [ECS Collection Additional Metadata] Attempt to configure the CoordinateSystem in the database or configuration file for an ECS collection to a value 
other than “CARTESIAN” or “GEODETIC”. S 20 2 Attempt to configure the GranuleSpatialRepresentation in the database or configuration file for an ECS 
collection to a value other than “CARTESIAN”, “GEODETIC”, “ORBIT”, or “NO_SPATIAL”. S 20 3 Attempt to configure the CoordinateSystem for an ISO 
collection to a non null value. S 20 4 Attempt to configure the GranuleSpatialRepresentation for an ISO collection to a non null value. S 20 5 For each of the 
valid backtrack types, request the export of collection metadata for a collection which is configured for that type. S 20 6 Request the export of metadata for a 
collection which is not configured for backtrack metadata. S 20 7 For each of the valid TwoDCoordinateSystem types, request the export of collection metadata 
for a collection which is configured for that type. S 20 8 Request the export of metadata for a collection which is not configured for a TwoDCoordinateSystem. S 
20 9 Request the export of metadata for a collection whose native metadata contains Product Specific Attributes (PSAs). S 20 10 Find one collection with a DIF 
ID defined and one without. Attempt to modify the DIF ID for the collection which has one defined. S 20 11 For the two collections identified in the previous 
step, request the manual export of collection metadata S 20 12 Attempt to configure the CoordinateSystem for an ECS collection to null (i.e. automatically 
populate). Request the manual export of this collection. S 20 13 Attempt to configure the GranuleSpatialRepresentation for an ECS collection to null (i.e. 
automatically populate). Request the manual export of this collection. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Login as cmshared on f5oml01v and set view to AUTOTEST   
2 setenv MODE OPS   
3 cd /ecs/formal/COMMON/automation/autotest directory   
4 Run the following cucumber feature file: cucumber 

features/bmgt/Ecs_Collection_Additional_Metadata_S5.feature 
  

5 Verify that the scenario is passed   

 
 
TEST DATA: 
See Test Case 595. 
 
EXPECTED RESULTS: 
V 20 1 Verify that in S-1, it is not possible to set CoordinateSystem to a value other than “CARTESIAN” or “GEODETIC” or that if it is possible, subsequent 
metadata export for this collection fails due to the invalid Coordinate System value (and that the log indicates the reason for the failure). V 20 2 Verify that in S-
2, it is not possible to set the GranuelSpatialRepresentation to a value other than “CARTESIAN”, “GEODETIC”, “ORBIT”, or “NO_SPATIAL” or that if it is 
possible, subsequent metadata export for this collection fails due to the invalid Granule Spatial Representation value (and that the log indicates the reason for the 
failure). V 20 3 Verify that in S-3, it is not possible to populate the CoordinateSystem for an ISO collection or that if it is possible, subsequent metadata export 
for this collection fails due to the invalid Coordinate System value (and that the log indicates the reason for the failure). V 20 4 Verify that in S-4, it is not 
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possible to populate the GranuleSpatialRepresentation for an ISO collection or that if it is possible, subsequent metadata export for this collection fails due to the 
invalid Granule Spatial Representation value (and that the log indicates the reason for the failure). V 20 5 Verify that the collection metadata generated in S-5 
contains a Spatial/OrbitParameters element which is populated according to the rules for the backtrack metadata type associated with the collection. See the 
document BE_82_01_AdditionalMetadataDescription.doc for a detailed outline of the backtrack metadata. V 20 6 Verify that the collection metadata generated 
in S-6 contains no Spatial/OrbitParameters element. V 20 7 Verify that the collection metadata generated in S-7 contains a 
TwoDCoordinateSystems/TwoDCoordinateSystem element which is populated according to the rules for the TwoDCoordinateSystem type associated with the 
collection. See the document BE_82_01_AdditionalMetadataDescription.doc for a detailed outline of TwoDCoordinateSystem metadata. V 20 8 Verify that the 
collection metadata generated in S-8 contains no TwoDCoordinateSystems/TwoDCoordinateSystem element. V 20 9 Verify that the collection metadata 
generated in S-9 contains an AdditionalAttributes/AdditionalAttribute element for each Product Specific Attribute (PSA) in the original collection metadata, and 
that all information in the PSA is also conveyed in the Additional Attribute. V 20 10 Verify that in S-10, it is possible to modify the DIF ID for a collection via 
the GUI. V 20 11 Verify that the metadata exported in S-11 contains the specified DIF ID for the collection for which one was provided, and contains no DIF ID 
for the other collection. V 20 12 Verify that all Collection metadata in the previous steps validates against https://api.echo.nasa.gov/ingest/schema/Collection.xsd 
V 20 13 Verify that the collection metadata generated in S-12 contains the default CoordinateSystem value. V 20 14 Verify that the collection metadata generated 
in S-13 contains the proper GranuleSpatialMetadata value derived from AmCollection.SpatialSearchType using the standard mapping: 
SpatialSearchType=>GranuleSpatialRepresentation GPolygon => GEODETIC Orbit => ORBIT Point => GEODETIC Rectangle => CARTESIAN 
NotSupported => NOSPATIAL V 20 15 For the exports in S-5 – S-9, verify that the configured CoordinateSystem and GranuleSpatialRepresentation values are 
included in the metadata. 
 

1102 ECS COLLECTION ADDITIONAL METADATA[S-06]: NO BACKTRACK (ECS-ECSTC-3512) 

DESCRIPTION: 
S 20 1 [ECS Collection Additional Metadata] Attempt to configure the CoordinateSystem in the database or configuration file for an ECS collection to a value 
other than “CARTESIAN” or “GEODETIC”. S 20 2 Attempt to configure the GranuleSpatialRepresentation in the database or configuration file for an ECS 
collection to a value other than “CARTESIAN”, “GEODETIC”, “ORBIT”, or “NO_SPATIAL”. S 20 3 Attempt to configure the CoordinateSystem for an ISO 
collection to a non null value. S 20 4 Attempt to configure the GranuleSpatialRepresentation for an ISO collection to a non null value. S 20 5 For each of the 
valid backtrack types, request the export of collection metadata for a collection which is configured for that type. S 20 6 Request the export of metadata for a 
collection which is not configured for backtrack metadata. S 20 7 For each of the valid TwoDCoordinateSystem types, request the export of collection metadata 
for a collection which is configured for that type. S 20 8 Request the export of metadata for a collection which is not configured for a TwoDCoordinateSystem. S 
20 9 Request the export of metadata for a collection whose native metadata contains Product Specific Attributes (PSAs). S 20 10 Find one collection with a DIF 
ID defined and one without. Attempt to modify the DIF ID for the collection which has one defined. S 20 11 For the two collections identified in the previous 
step, request the manual export of collection metadata S 20 12 Attempt to configure the CoordinateSystem for an ECS collection to null (i.e. automatically 
populate). Request the manual export of this collection. S 20 13 Attempt to configure the GranuleSpatialRepresentation for an ECS collection to null (i.e. 
automatically populate). Request the manual export of this collection. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Login as cmshared on f5oml01v and set view to AUTOTEST   
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# Action Expected Result Notes 
2 setenv MODE OPS   
3 cd /ecs/formal/COMMON/automation/autotest directory   
4 Run the following cucumber feature file: cucumber 

features/bmgt/Ecs_Collection_Additional_Metadata_S6.feature 
  

5 Verify that the scenario is passed   

 
 
TEST DATA: 
See Test Case 595. 
 
EXPECTED RESULTS: 
V 20 1 Verify that in S-1, it is not possible to set CoordinateSystem to a value other than “CARTESIAN” or “GEODETIC” or that if it is possible, subsequent 
metadata export for this collection fails due to the invalid Coordinate System value (and that the log indicates the reason for the failure). V 20 2 Verify that in S-
2, it is not possible to set the GranuelSpatialRepresentation to a value other than “CARTESIAN”, “GEODETIC”, “ORBIT”, or “NO_SPATIAL” or that if it is 
possible, subsequent metadata export for this collection fails due to the invalid Granule Spatial Representation value (and that the log indicates the reason for the 
failure). V 20 3 Verify that in S-3, it is not possible to populate the CoordinateSystem for an ISO collection or that if it is possible, subsequent metadata export 
for this collection fails due to the invalid Coordinate System value (and that the log indicates the reason for the failure). V 20 4 Verify that in S-4, it is not 
possible to populate the GranuleSpatialRepresentation for an ISO collection or that if it is possible, subsequent metadata export for this collection fails due to the 
invalid Granule Spatial Representation value (and that the log indicates the reason for the failure). V 20 5 Verify that the collection metadata generated in S-5 
contains a Spatial/OrbitParameters element which is populated according to the rules for the backtrack metadata type associated with the collection. See the 
document BE_82_01_AdditionalMetadataDescription.doc for a detailed outline of the backtrack metadata. V 20 6 Verify that the collection metadata generated 
in S-6 contains no Spatial/OrbitParameters element. V 20 7 Verify that the collection metadata generated in S-7 contains a 
TwoDCoordinateSystems/TwoDCoordinateSystem element which is populated according to the rules for the TwoDCoordinateSystem type associated with the 
collection. See the document BE_82_01_AdditionalMetadataDescription.doc for a detailed outline of TwoDCoordinateSystem metadata. V 20 8 Verify that the 
collection metadata generated in S-8 contains no TwoDCoordinateSystems/TwoDCoordinateSystem element. V 20 9 Verify that the collection metadata 
generated in S-9 contains an AdditionalAttributes/AdditionalAttribute element for each Product Specific Attribute (PSA) in the original collection metadata, and 
that all information in the PSA is also conveyed in the Additional Attribute. V 20 10 Verify that in S-10, it is possible to modify the DIF ID for a collection via 
the GUI. V 20 11 Verify that the metadata exported in S-11 contains the specified DIF ID for the collection for which one was provided, and contains no DIF ID 
for the other collection. V 20 12 Verify that all Collection metadata in the previous steps validates against https://api.echo.nasa.gov/ingest/schema/Collection.xsd 
V 20 13 Verify that the collection metadata generated in S-12 contains the default CoordinateSystem value. V 20 14 Verify that the collection metadata generated 
in S-13 contains the proper GranuleSpatialMetadata value derived from AmCollection.SpatialSearchType using the standard mapping: 
SpatialSearchType=>GranuleSpatialRepresentation GPolygon => GEODETIC Orbit => ORBIT Point => GEODETIC Rectangle => CARTESIAN 
NotSupported => NOSPATIAL V 20 15 For the exports in S-5 – S-9, verify that the configured CoordinateSystem and GranuleSpatialRepresentation values are 
included in the metadata. 
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1103 ECS COLLECTION ADDITIONAL METADATA[S-07]: TWODCOORDINATESYSTEM (ECS-
ECSTC-3513) 

DESCRIPTION: 
S 20 1 [ECS Collection Additional Metadata] Attempt to configure the CoordinateSystem in the database or configuration file for an ECS collection to a value 
other than “CARTESIAN” or “GEODETIC”. S 20 2 Attempt to configure the GranuleSpatialRepresentation in the database or configuration file for an ECS 
collection to a value other than “CARTESIAN”, “GEODETIC”, “ORBIT”, or “NO_SPATIAL”. S 20 3 Attempt to configure the CoordinateSystem for an ISO 
collection to a non null value. S 20 4 Attempt to configure the GranuleSpatialRepresentation for an ISO collection to a non null value. S 20 5 For each of the 
valid backtrack types, request the export of collection metadata for a collection which is configured for that type. S 20 6 Request the export of metadata for a 
collection which is not configured for backtrack metadata. S 20 7 For each of the valid TwoDCoordinateSystem types, request the export of collection metadata 
for a collection which is configured for that type. S 20 8 Request the export of metadata for a collection which is not configured for a TwoDCoordinateSystem. S 
20 9 Request the export of metadata for a collection whose native metadata contains Product Specific Attributes (PSAs). S 20 10 Find one collection with a DIF 
ID defined and one without. Attempt to modify the DIF ID for the collection which has one defined. S 20 11 For the two collections identified in the previous 
step, request the manual export of collection metadata S 20 12 Attempt to configure the CoordinateSystem for an ECS collection to null (i.e. automatically 
populate). Request the manual export of this collection. S 20 13 Attempt to configure the GranuleSpatialRepresentation for an ECS collection to null (i.e. 
automatically populate). Request the manual export of this collection. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Login as cmshared on f5oml01v and set view to AUTOTEST   
2 setenv MODE OPS   
3 cd /ecs/formal/COMMON/automation/autotest directory   
4 Run the following cucumber feature file: cucumber 

features/bmgt/Ecs_Collection_Additional_Metadata_S7.feature 
  

5 Verify that the scenario is passed   

 
 
TEST DATA: 
See Test Case 595. 
 
EXPECTED RESULTS: 
V 20 1 Verify that in S-1, it is not possible to set CoordinateSystem to a value other than “CARTESIAN” or “GEODETIC” or that if it is possible, subsequent 
metadata export for this collection fails due to the invalid Coordinate System value (and that the log indicates the reason for the failure). V 20 2 Verify that in S-
2, it is not possible to set the GranuelSpatialRepresentation to a value other than “CARTESIAN”, “GEODETIC”, “ORBIT”, or “NO_SPATIAL” or that if it is 
possible, subsequent metadata export for this collection fails due to the invalid Granule Spatial Representation value (and that the log indicates the reason for the 
failure). V 20 3 Verify that in S-3, it is not possible to populate the CoordinateSystem for an ISO collection or that if it is possible, subsequent metadata export 
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for this collection fails due to the invalid Coordinate System value (and that the log indicates the reason for the failure). V 20 4 Verify that in S-4, it is not 
possible to populate the GranuleSpatialRepresentation for an ISO collection or that if it is possible, subsequent metadata export for this collection fails due to the 
invalid Granule Spatial Representation value (and that the log indicates the reason for the failure). V 20 5 Verify that the collection metadata generated in S-5 
contains a Spatial/OrbitParameters element which is populated according to the rules for the backtrack metadata type associated with the collection. See the 
document BE_82_01_AdditionalMetadataDescription.doc for a detailed outline of the backtrack metadata. V 20 6 Verify that the collection metadata generated 
in S-6 contains no Spatial/OrbitParameters element. V 20 7 Verify that the collection metadata generated in S-7 contains a 
TwoDCoordinateSystems/TwoDCoordinateSystem element which is populated according to the rules for the TwoDCoordinateSystem type associated with the 
collection. See the document BE_82_01_AdditionalMetadataDescription.doc for a detailed outline of TwoDCoordinateSystem metadata. V 20 8 Verify that the 
collection metadata generated in S-8 contains no TwoDCoordinateSystems/TwoDCoordinateSystem element. V 20 9 Verify that the collection metadata 
generated in S-9 contains an AdditionalAttributes/AdditionalAttribute element for each Product Specific Attribute (PSA) in the original collection metadata, and 
that all information in the PSA is also conveyed in the Additional Attribute. V 20 10 Verify that in S-10, it is possible to modify the DIF ID for a collection via 
the GUI. V 20 11 Verify that the metadata exported in S-11 contains the specified DIF ID for the collection for which one was provided, and contains no DIF ID 
for the other collection. V 20 12 Verify that all Collection metadata in the previous steps validates against https://api.echo.nasa.gov/ingest/schema/Collection.xsd 
V 20 13 Verify that the collection metadata generated in S-12 contains the default CoordinateSystem value. V 20 14 Verify that the collection metadata generated 
in S-13 contains the proper GranuleSpatialMetadata value derived from AmCollection.SpatialSearchType using the standard mapping: 
SpatialSearchType=>GranuleSpatialRepresentation GPolygon => GEODETIC Orbit => ORBIT Point => GEODETIC Rectangle => CARTESIAN 
NotSupported => NOSPATIAL V 20 15 For the exports in S-5 – S-9, verify that the configured CoordinateSystem and GranuleSpatialRepresentation values are 
included in the metadata. 
 

1104 ECS COLLECTION ADDITIONAL METADATA[S-08]: NO TWODCOORDINATESYSTEM 
(ECS-ECSTC-3514) 

DESCRIPTION: 
S 20 1 [ECS Collection Additional Metadata] Attempt to configure the CoordinateSystem in the database or configuration file for an ECS collection to a value 
other than “CARTESIAN” or “GEODETIC”. S 20 2 Attempt to configure the GranuleSpatialRepresentation in the database or configuration file for an ECS 
collection to a value other than “CARTESIAN”, “GEODETIC”, “ORBIT”, or “NO_SPATIAL”. S 20 3 Attempt to configure the CoordinateSystem for an ISO 
collection to a non null value. S 20 4 Attempt to configure the GranuleSpatialRepresentation for an ISO collection to a non null value. S 20 5 For each of the 
valid backtrack types, request the export of collection metadata for a collection which is configured for that type. S 20 6 Request the export of metadata for a 
collection which is not configured for backtrack metadata. S 20 7 For each of the valid TwoDCoordinateSystem types, request the export of collection metadata 
for a collection which is configured for that type. S 20 8 Request the export of metadata for a collection which is not configured for a TwoDCoordinateSystem. S 
20 9 Request the export of metadata for a collection whose native metadata contains Product Specific Attributes (PSAs). S 20 10 Find one collection with a DIF 
ID defined and one without. Attempt to modify the DIF ID for the collection which has one defined. S 20 11 For the two collections identified in the previous 
step, request the manual export of collection metadata S 20 12 Attempt to configure the CoordinateSystem for an ECS collection to null (i.e. automatically 
populate). Request the manual export of this collection. S 20 13 Attempt to configure the GranuleSpatialRepresentation for an ECS collection to null (i.e. 
automatically populate). Request the manual export of this collection. 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 Login as cmshared on f5oml01v and set view to AUTOTEST   
2 setenv MODE OPS   
3 cd /ecs/formal/COMMON/automation/autotest directory   
4 Run the following cucumber feature file: cucumber 

features/bmgt/Ecs_Collection_Additional_Metadata_S8.feature 
  

5 Verify that the scenario is passed   

 
 
TEST DATA: 
See Test Case 595. 
 
EXPECTED RESULTS: 
V 20 1 Verify that in S-1, it is not possible to set CoordinateSystem to a value other than “CARTESIAN” or “GEODETIC” or that if it is possible, subsequent 
metadata export for this collection fails due to the invalid Coordinate System value (and that the log indicates the reason for the failure). V 20 2 Verify that in S-
2, it is not possible to set the GranuelSpatialRepresentation to a value other than “CARTESIAN”, “GEODETIC”, “ORBIT”, or “NO_SPATIAL” or that if it is 
possible, subsequent metadata export for this collection fails due to the invalid Granule Spatial Representation value (and that the log indicates the reason for the 
failure). V 20 3 Verify that in S-3, it is not possible to populate the CoordinateSystem for an ISO collection or that if it is possible, subsequent metadata export 
for this collection fails due to the invalid Coordinate System value (and that the log indicates the reason for the failure). V 20 4 Verify that in S-4, it is not 
possible to populate the GranuleSpatialRepresentation for an ISO collection or that if it is possible, subsequent metadata export for this collection fails due to the 
invalid Granule Spatial Representation value (and that the log indicates the reason for the failure). V 20 5 Verify that the collection metadata generated in S-5 
contains a Spatial/OrbitParameters element which is populated according to the rules for the backtrack metadata type associated with the collection. See the 
document BE_82_01_AdditionalMetadataDescription.doc for a detailed outline of the backtrack metadata. V 20 6 Verify that the collection metadata generated 
in S-6 contains no Spatial/OrbitParameters element. V 20 7 Verify that the collection metadata generated in S-7 contains a 
TwoDCoordinateSystems/TwoDCoordinateSystem element which is populated according to the rules for the TwoDCoordinateSystem type associated with the 
collection. See the document BE_82_01_AdditionalMetadataDescription.doc for a detailed outline of TwoDCoordinateSystem metadata. V 20 8 Verify that the 
collection metadata generated in S-8 contains no TwoDCoordinateSystems/TwoDCoordinateSystem element. V 20 9 Verify that the collection metadata 
generated in S-9 contains an AdditionalAttributes/AdditionalAttribute element for each Product Specific Attribute (PSA) in the original collection metadata, and 
that all information in the PSA is also conveyed in the Additional Attribute. V 20 10 Verify that in S-10, it is possible to modify the DIF ID for a collection via 
the GUI. V 20 11 Verify that the metadata exported in S-11 contains the specified DIF ID for the collection for which one was provided, and contains no DIF ID 
for the other collection. V 20 12 Verify that all Collection metadata in the previous steps validates against https://api.echo.nasa.gov/ingest/schema/Collection.xsd 
V 20 13 Verify that the collection metadata generated in S-12 contains the default CoordinateSystem value. V 20 14 Verify that the collection metadata generated 
in S-13 contains the proper GranuleSpatialMetadata value derived from AmCollection.SpatialSearchType using the standard mapping: 
SpatialSearchType=>GranuleSpatialRepresentation GPolygon => GEODETIC Orbit => ORBIT Point => GEODETIC Rectangle => CARTESIAN 
NotSupported => NOSPATIAL V 20 15 For the exports in S-5 – S-9, verify that the configured CoordinateSystem and GranuleSpatialRepresentation values are 
included in the metadata. 
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1105 ECS COLLECTION ADDITIONAL METADATA[S-09]: PRODUCT SPECIFIC ATTRIBUTES 
(PSAS) (ECS-ECSTC-3515) 

DESCRIPTION: 
S 20 1 [ECS Collection Additional Metadata] Attempt to configure the CoordinateSystem in the database or configuration file for an ECS collection to a value 
other than “CARTESIAN” or “GEODETIC”. S 20 2 Attempt to configure the GranuleSpatialRepresentation in the database or configuration file for an ECS 
collection to a value other than “CARTESIAN”, “GEODETIC”, “ORBIT”, or “NO_SPATIAL”. S 20 3 Attempt to configure the CoordinateSystem for an ISO 
collection to a non null value. S 20 4 Attempt to configure the GranuleSpatialRepresentation for an ISO collection to a non null value. S 20 5 For each of the 
valid backtrack types, request the export of collection metadata for a collection which is configured for that type. S 20 6 Request the export of metadata for a 
collection which is not configured for backtrack metadata. S 20 7 For each of the valid TwoDCoordinateSystem types, request the export of collection metadata 
for a collection which is configured for that type. S 20 8 Request the export of metadata for a collection which is not configured for a TwoDCoordinateSystem. S 
20 9 Request the export of metadata for a collection whose native metadata contains Product Specific Attributes (PSAs). S 20 10 Find one collection with a DIF 
ID defined and one without. Attempt to modify the DIF ID for the collection which has one defined. S 20 11 For the two collections identified in the previous 
step, request the manual export of collection metadata S 20 12 Attempt to configure the CoordinateSystem for an ECS collection to null (i.e. automatically 
populate). Request the manual export of this collection. S 20 13 Attempt to configure the GranuleSpatialRepresentation for an ECS collection to null (i.e. 
automatically populate). Request the manual export of this collection. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure all test collections are installed in the mode.   
3 Ensure all test collections are configured for collection and granule metadata 

export (collectionexportflag = 'Y' and granuleexportflag = 'Y'):<br />select 
collectionexportflag, granuleexportflag from bg_collection_configuration 
where shortname = &lt;SHORT_NAME&gt; and versionid = 
&lt;VERSION_ID&gt; update bg_collection_configuration set 
collectionexportflag = 'Y', granuleexportflag = 'Y' where shortname 
=&lt;SHORT_NAME&gt; and versionid = &lt;VERSION_ID&gt; 

  

4 Ensure a local copy of the collection schema is available to validate against. 
If needed, download from here: 
https://api.echo.nasa.gov/ingest/schema/Collection.xsd<br /> 

  

5 Ensure a TCP proxy is capturing BMGT traffic.   
6 <i>Setup</i>  #comment 
7 <i>S-9 Request the export of metadata for a collection whose native metadata 

contains Product Specific Attributes (PSAs).</i> 
 #comment 

8 Create a text file of all PSA metadata from the original collection ODL   
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# Action Expected Result Notes 
metadata. 

9 Request manual export of the S-9 test collection: EcBmBMGTManualStart --
mode $MODE --metc --collections $SHORT_NAME.$VERSION_ID 

  

10 <i>Verification</i>  #comment 
11 <i>V-9 Verify that the collection metadata generated in S-9 contains an 

AdditionalAttributes/AdditionalAttribute element for each Product Specific 
Attribute (PSA) in the original collection metadata, and that all information in 
the PSA is also conveyed in the Additional Attribute.</i> 

 #comment 

12 Verify that XML collection metadata was exported once for the S-9 
collection. 

  

13 Verify the exported collection metadata contains the same number 
AdditionalAttribute elements as there are PSAs the ECS collection ODL 
file:<br />xpath '//AdditionalAttributes/AdditionalAttribute' collection.xml 

  

14 Verify each AdditionalAttribute element includes all the information in the 
corresponding original PSA by comparing it to the PSA text file created 
earlier. 

  

15 <i>V-12 Verify that all Collection metadata in the previous steps validates 
against https://api.echo.nasa.gov/ingest/schema/Collection.xsd</i> 

 #comment 

16 Verify the S-9 collection's exported XML validates against the schema:<br />  
xmllint --noout --schema Collection.xsd collection.xml<br />  or 
/tools/common/test/BE_82_01/bin/echo10_validate_metadata c 
collection.xml 

  

17 <i>V-15 For the exports in S-5 – S-9, verify that the configured 
CoordinateSystem and GranuleSpatialRepresentation values are included in 
the metadata.</i> 

 #comment 

18 <i>Use an xpath utility, such as /tools/common/test/BE_82_01/bin/xpath, to 
find XML elements.</i> 

 #comment 

19 Verify, using an xpath utility, that the collection's exported metadata contains 
a CoordinateSystem element with a valid value (one of 'CARTESIAN', 
'GEODETIC'):<br />xpath 
'/Collection/Spatial/HorizontalSpatialDomain/Geometry/CoordinateSystem' 
collection.xml 

  

20 Verify, using an xpath utility, that the collection's exported metadata conains 
a GranuleSpatialRepresentation element with a valid value (one of 
'CARTESIAN', 'GEODETIC', 'ORBIT', or 'NO_SPATIAL'):<br />xpath 
'/Collection/Spatial/GranuleSpatialRepresentation' collection.xml 
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TEST DATA: 
See Test Case 595. 
 
EXPECTED RESULTS: 
V 20 1 Verify that in S-1, it is not possible to set CoordinateSystem to a value other than “CARTESIAN” or “GEODETIC” or that if it is possible, subsequent 
metadata export for this collection fails due to the invalid Coordinate System value (and that the log indicates the reason for the failure). V 20 2 Verify that in S-
2, it is not possible to set the GranuelSpatialRepresentation to a value other than “CARTESIAN”, “GEODETIC”, “ORBIT”, or “NO_SPATIAL” or that if it is 
possible, subsequent metadata export for this collection fails due to the invalid Granule Spatial Representation value (and that the log indicates the reason for the 
failure). V 20 3 Verify that in S-3, it is not possible to populate the CoordinateSystem for an ISO collection or that if it is possible, subsequent metadata export 
for this collection fails due to the invalid Coordinate System value (and that the log indicates the reason for the failure). V 20 4 Verify that in S-4, it is not 
possible to populate the GranuleSpatialRepresentation for an ISO collection or that if it is possible, subsequent metadata export for this collection fails due to the 
invalid Granule Spatial Representation value (and that the log indicates the reason for the failure). V 20 5 Verify that the collection metadata generated in S-5 
contains a Spatial/OrbitParameters element which is populated according to the rules for the backtrack metadata type associated with the collection. See the 
document BE_82_01_AdditionalMetadataDescription.doc for a detailed outline of the backtrack metadata. V 20 6 Verify that the collection metadata generated 
in S-6 contains no Spatial/OrbitParameters element. V 20 7 Verify that the collection metadata generated in S-7 contains a 
TwoDCoordinateSystems/TwoDCoordinateSystem element which is populated according to the rules for the TwoDCoordinateSystem type associated with the 
collection. See the document BE_82_01_AdditionalMetadataDescription.doc for a detailed outline of TwoDCoordinateSystem metadata. V 20 8 Verify that the 
collection metadata generated in S-8 contains no TwoDCoordinateSystems/TwoDCoordinateSystem element. V 20 9 Verify that the collection metadata 
generated in S-9 contains an AdditionalAttributes/AdditionalAttribute element for each Product Specific Attribute (PSA) in the original collection metadata, and 
that all information in the PSA is also conveyed in the Additional Attribute. V 20 10 Verify that in S-10, it is possible to modify the DIF ID for a collection via 
the GUI. V 20 11 Verify that the metadata exported in S-11 contains the specified DIF ID for the collection for which one was provided, and contains no DIF ID 
for the other collection. V 20 12 Verify that all Collection metadata in the previous steps validates against https://api.echo.nasa.gov/ingest/schema/Collection.xsd 
V 20 13 Verify that the collection metadata generated in S-12 contains the default CoordinateSystem value. V 20 14 Verify that the collection metadata generated 
in S-13 contains the proper GranuleSpatialMetadata value derived from AmCollection.SpatialSearchType using the standard mapping: 
SpatialSearchType=>GranuleSpatialRepresentation GPolygon => GEODETIC Orbit => ORBIT Point => GEODETIC Rectangle => CARTESIAN 
NotSupported => NOSPATIAL V 20 15 For the exports in S-5 – S-9, verify that the configured CoordinateSystem and GranuleSpatialRepresentation values are 
included in the metadata. 
 

1106 ECS COLLECTION ADDITIONAL METADATA[S-10]: DIF ID (ECS-ECSTC-3516) 

DESCRIPTION: 
S 20 1 [ECS Collection Additional Metadata] Attempt to configure the CoordinateSystem in the database or configuration file for an ECS collection to a value 
other than “CARTESIAN” or “GEODETIC”. S 20 2 Attempt to configure the GranuleSpatialRepresentation in the database or configuration file for an ECS 
collection to a value other than “CARTESIAN”, “GEODETIC”, “ORBIT”, or “NO_SPATIAL”. S 20 3 Attempt to configure the CoordinateSystem for an ISO 
collection to a non null value. S 20 4 Attempt to configure the GranuleSpatialRepresentation for an ISO collection to a non null value. S 20 5 For each of the 
valid backtrack types, request the export of collection metadata for a collection which is configured for that type. S 20 6 Request the export of metadata for a 
collection which is not configured for backtrack metadata. S 20 7 For each of the valid TwoDCoordinateSystem types, request the export of collection metadata 
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for a collection which is configured for that type. S 20 8 Request the export of metadata for a collection which is not configured for a TwoDCoordinateSystem. S 
20 9 Request the export of metadata for a collection whose native metadata contains Product Specific Attributes (PSAs). S 20 10 Find one collection with a DIF 
ID defined and one without. Attempt to modify the DIF ID for the collection which has one defined. S 20 11 For the two collections identified in the previous 
step, request the manual export of collection metadata S 20 12 Attempt to configure the CoordinateSystem for an ECS collection to null (i.e. automatically 
populate). Request the manual export of this collection. S 20 13 Attempt to configure the GranuleSpatialRepresentation for an ECS collection to null (i.e. 
automatically populate). Request the manual export of this collection. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure all test collections are installed in the mode.   
3 Ensure all test collections are configured for collection and granule metadata 

export (collectionexportflag = 'Y' and granuleexportflag = 'Y'):<br />select 
collectionexportflag, granuleexportflag from bg_collection_configuration 
where shortname = &lt;SHORT_NAME&gt; and versionid = 
&lt;VERSION_ID&gt;<br />update bg_collection_configuration set 
collectionexportflag = 'Y',granuleexportflag = 'Y' where shortname = 
&lt;SHORT_NAME&gt; and versionid = &lt;VERSION_ID&gt; 

  

4 Ensure a local copy of the collection schema is available to validate against. 
If needed, download from here: 
https://api.echo.nasa.gov/ingest/schema/Collection.xsd 

  

5 Ensure a TCP proxy is capturing BMGT traffic.   
6 <i>Setup</i>  #comment 
7 <i>S-10 Find one collection with a DIF ID defined and one without.  Attempt 

to modify the DIF ID for the collection which has one defined.</i> 
 #comment 

8 In the BMGT GUI collection configuration tab, modify the DIF ID of the 
collection that has one. 

  

9 Log out of the BMGT GUI.   
10 Clear the browser's cache.   
11 <i>S-11 For the two collections identified in the previous step, request the 

manual export of collection metadata</i> 
 #comment 

12 Request manual export of both S-10 collections:<br 
/>EcBmBMGTManualStart --mode $MODE --metc --collections 
$SHORT_NAME_DIF_ID.$VERSION_ID_DIF_ID,$SHORT_NAME_NO_
DIF_ID.$VERSION_ID_NO_DIF_ID 

  

13 <i>Verification</i>  #comment 
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# Action Expected Result Notes 
14 <i>V-10 Verify that in S-10, it is possible to modify the DIF ID for a 

collection via the GUI.</i> 
 #comment 

15 Log in to the BMGT GUI.   
16 Verify that the modified DIF ID has the new value.   
17 <i>V-11 Verify that the metadata exported in S-11 contains the specified DIF 

ID for the collection for which one was provided, and contains no DIF ID for 
the other collection.</i> 

 #comment 

18 Verify XML collection metadata was exported once for each S-10 collection.   
19 <i>Use an xpath utility, such as /tools/common/test/BE_82_01/bin/xpath, to 

find XML elements.</i> 
 #comment 

20 Verify the exported metadata contains a DIF/EntryId element for the 
collection that has a DIF ID,and that it matches the configured value in the 
GUI.<br />xpath '//DIF/EntryId' collection.xml 

  

21 Verify the exported metadata contains no DIF/EntryId element for the 
collection that does not have one:<br />xpath '//DIF/EntryId' collection.xml 

  

22 <i>V-12 Verify that all Collection metadata in the previous steps validates 
against https://api.echo.nasa.gov/ingest/schema/Collection.xsd</i> 

 #comment 

23 Verify each S-10 collection's exported XML validates against the schema:<br 
/>xmllint --noout --schema Collection.xsd collection.xml or 
/tools/common/test/BE_82_01/bin/echo10_validate_metadata c 
collection.xml 

  

 
 
TEST DATA: 
See Test Case 595. 
 
EXPECTED RESULTS: 
V 20 1 Verify that in S-1, it is not possible to set CoordinateSystem to a value other than “CARTESIAN” or “GEODETIC” or that if it is possible, subsequent 
metadata export for this collection fails due to the invalid Coordinate System value (and that the log indicates the reason for the failure). V 20 2 Verify that in S-
2, it is not possible to set the GranuelSpatialRepresentation to a value other than “CARTESIAN”, “GEODETIC”, “ORBIT”, or “NO_SPATIAL” or that if it is 
possible, subsequent metadata export for this collection fails due to the invalid Granule Spatial Representation value (and that the log indicates the reason for the 
failure). V 20 3 Verify that in S-3, it is not possible to populate the CoordinateSystem for an ISO collection or that if it is possible, subsequent metadata export 
for this collection fails due to the invalid Coordinate System value (and that the log indicates the reason for the failure). V 20 4 Verify that in S-4, it is not 
possible to populate the GranuleSpatialRepresentation for an ISO collection or that if it is possible, subsequent metadata export for this collection fails due to the 
invalid Granule Spatial Representation value (and that the log indicates the reason for the failure). V 20 5 Verify that the collection metadata generated in S-5 
contains a Spatial/OrbitParameters element which is populated according to the rules for the backtrack metadata type associated with the collection. See the 
document BE_82_01_AdditionalMetadataDescription.doc for a detailed outline of the backtrack metadata. V 20 6 Verify that the collection metadata generated 
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in S-6 contains no Spatial/OrbitParameters element. V 20 7 Verify that the collection metadata generated in S-7 contains a 
TwoDCoordinateSystems/TwoDCoordinateSystem element which is populated according to the rules for the TwoDCoordinateSystem type associated with the 
collection. See the document BE_82_01_AdditionalMetadataDescription.doc for a detailed outline of TwoDCoordinateSystem metadata. V 20 8 Verify that the 
collection metadata generated in S-8 contains no TwoDCoordinateSystems/TwoDCoordinateSystem element. V 20 9 Verify that the collection metadata 
generated in S-9 contains an AdditionalAttributes/AdditionalAttribute element for each Product Specific Attribute (PSA) in the original collection metadata, and 
that all information in the PSA is also conveyed in the Additional Attribute. V 20 10 Verify that in S-10, it is possible to modify the DIF ID for a collection via 
the GUI. V 20 11 Verify that the metadata exported in S-11 contains the specified DIF ID for the collection for which one was provided, and contains no DIF ID 
for the other collection. V 20 12 Verify that all Collection metadata in the previous steps validates against https://api.echo.nasa.gov/ingest/schema/Collection.xsd 
V 20 13 Verify that the collection metadata generated in S-12 contains the default CoordinateSystem value. V 20 14 Verify that the collection metadata generated 
in S-13 contains the proper GranuleSpatialMetadata value derived from AmCollection.SpatialSearchType using the standard mapping: 
SpatialSearchType=>GranuleSpatialRepresentation GPolygon => GEODETIC Orbit => ORBIT Point => GEODETIC Rectangle => CARTESIAN 
NotSupported => NOSPATIAL V 20 15 For the exports in S-5 – S-9, verify that the configured CoordinateSystem and GranuleSpatialRepresentation values are 
included in the metadata. 
 

1107 ECS COLLECTION ADDITIONAL METADATA[S-12]: NULL ECS COORDINATESYSTEM 
(ECS-ECSTC-3517) 

DESCRIPTION: 
S 20 1 [ECS Collection Additional Metadata] Attempt to configure the CoordinateSystem in the database or configuration file for an ECS collection to a value 
other than “CARTESIAN” or “GEODETIC”. S 20 2 Attempt to configure the GranuleSpatialRepresentation in the database or configuration file for an ECS 
collection to a value other than “CARTESIAN”, “GEODETIC”, “ORBIT”, or “NO_SPATIAL”. S 20 3 Attempt to configure the CoordinateSystem for an ISO 
collection to a non null value. S 20 4 Attempt to configure the GranuleSpatialRepresentation for an ISO collection to a non null value. S 20 5 For each of the 
valid backtrack types, request the export of collection metadata for a collection which is configured for that type. S 20 6 Request the export of metadata for a 
collection which is not configured for backtrack metadata. S 20 7 For each of the valid TwoDCoordinateSystem types, request the export of collection metadata 
for a collection which is configured for that type. S 20 8 Request the export of metadata for a collection which is not configured for a TwoDCoordinateSystem. S 
20 9 Request the export of metadata for a collection whose native metadata contains Product Specific Attributes (PSAs). S 20 10 Find one collection with a DIF 
ID defined and one without. Attempt to modify the DIF ID for the collection which has one defined. S 20 11 For the two collections identified in the previous 
step, request the manual export of collection metadata S 20 12 Attempt to configure the CoordinateSystem for an ECS collection to null (i.e. automatically 
populate). Request the manual export of this collection. S 20 13 Attempt to configure the GranuleSpatialRepresentation for an ECS collection to null (i.e. 
automatically populate). Request the manual export of this collection. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Login as cmshared on f5oml01v and set view to AUTOTEST   
2 setenv MODE OPS   
3 cd /ecs/formal/COMMON/automation/autotest directory   



 

3065 
 

# Action Expected Result Notes 
4 Run the following cucumber feature file: cucumber 

features/bmgt/Ecs_Collection_Additional_Metadata_S12.feature 
  

5 Verify that the scenario is passed   

 
 
TEST DATA: 
See Test Case 595. 
 
EXPECTED RESULTS: 
V 20 1 Verify that in S-1, it is not possible to set CoordinateSystem to a value other than “CARTESIAN” or “GEODETIC” or that if it is possible, subsequent 
metadata export for this collection fails due to the invalid Coordinate System value (and that the log indicates the reason for the failure). V 20 2 Verify that in S-
2, it is not possible to set the GranuelSpatialRepresentation to a value other than “CARTESIAN”, “GEODETIC”, “ORBIT”, or “NO_SPATIAL” or that if it is 
possible, subsequent metadata export for this collection fails due to the invalid Granule Spatial Representation value (and that the log indicates the reason for the 
failure). V 20 3 Verify that in S-3, it is not possible to populate the CoordinateSystem for an ISO collection or that if it is possible, subsequent metadata export 
for this collection fails due to the invalid Coordinate System value (and that the log indicates the reason for the failure). V 20 4 Verify that in S-4, it is not 
possible to populate the GranuleSpatialRepresentation for an ISO collection or that if it is possible, subsequent metadata export for this collection fails due to the 
invalid Granule Spatial Representation value (and that the log indicates the reason for the failure). V 20 5 Verify that the collection metadata generated in S-5 
contains a Spatial/OrbitParameters element which is populated according to the rules for the backtrack metadata type associated with the collection. See the 
document BE_82_01_AdditionalMetadataDescription.doc for a detailed outline of the backtrack metadata. V 20 6 Verify that the collection metadata generated 
in S-6 contains no Spatial/OrbitParameters element. V 20 7 Verify that the collection metadata generated in S-7 contains a 
TwoDCoordinateSystems/TwoDCoordinateSystem element which is populated according to the rules for the TwoDCoordinateSystem type associated with the 
collection. See the document BE_82_01_AdditionalMetadataDescription.doc for a detailed outline of TwoDCoordinateSystem metadata. V 20 8 Verify that the 
collection metadata generated in S-8 contains no TwoDCoordinateSystems/TwoDCoordinateSystem element. V 20 9 Verify that the collection metadata 
generated in S-9 contains an AdditionalAttributes/AdditionalAttribute element for each Product Specific Attribute (PSA) in the original collection metadata, and 
that all information in the PSA is also conveyed in the Additional Attribute. V 20 10 Verify that in S-10, it is possible to modify the DIF ID for a collection via 
the GUI. V 20 11 Verify that the metadata exported in S-11 contains the specified DIF ID for the collection for which one was provided, and contains no DIF ID 
for the other collection. V 20 12 Verify that all Collection metadata in the previous steps validates against https://api.echo.nasa.gov/ingest/schema/Collection.xsd 
V 20 13 Verify that the collection metadata generated in S-12 contains the default CoordinateSystem value. V 20 14 Verify that the collection metadata generated 
in S-13 contains the proper GranuleSpatialMetadata value derived from AmCollection.SpatialSearchType using the standard mapping: 
SpatialSearchType=>GranuleSpatialRepresentation GPolygon => GEODETIC Orbit => ORBIT Point => GEODETIC Rectangle => CARTESIAN 
NotSupported => NOSPATIAL V 20 15 For the exports in S-5 – S-9, verify that the configured CoordinateSystem and GranuleSpatialRepresentation values are 
included in the metadata. 
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1108 ECS COLLECTION ADDITIONAL METADATA[S-13]: NULL ECS 
GRANULESPATIALREPRESENTATION (ECS-ECSTC-3518) 

DESCRIPTION: 
S 20 1 [ECS Collection Additional Metadata] Attempt to configure the CoordinateSystem in the database or configuration file for an ECS collection to a value 
other than “CARTESIAN” or “GEODETIC”. S 20 2 Attempt to configure the GranuleSpatialRepresentation in the database or configuration file for an ECS 
collection to a value other than “CARTESIAN”, “GEODETIC”, “ORBIT”, or “NO_SPATIAL”. S 20 3 Attempt to configure the CoordinateSystem for an ISO 
collection to a non null value. S 20 4 Attempt to configure the GranuleSpatialRepresentation for an ISO collection to a non null value. S 20 5 For each of the 
valid backtrack types, request the export of collection metadata for a collection which is configured for that type. S 20 6 Request the export of metadata for a 
collection which is not configured for backtrack metadata. S 20 7 For each of the valid TwoDCoordinateSystem types, request the export of collection metadata 
for a collection which is configured for that type. S 20 8 Request the export of metadata for a collection which is not configured for a TwoDCoordinateSystem. S 
20 9 Request the export of metadata for a collection whose native metadata contains Product Specific Attributes (PSAs). S 20 10 Find one collection with a DIF 
ID defined and one without. Attempt to modify the DIF ID for the collection which has one defined. S 20 11 For the two collections identified in the previous 
step, request the manual export of collection metadata S 20 12 Attempt to configure the CoordinateSystem for an ECS collection to null (i.e. automatically 
populate). Request the manual export of this collection. S 20 13 Attempt to configure the GranuleSpatialRepresentation for an ECS collection to null (i.e. 
automatically populate). Request the manual export of this collection. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Login as cmshared on f5oml01v and set view to AUTOTEST   
2 setenv MODE OPS   
3 cd /ecs/formal/COMMON/automation/autotest directory   
4 Run the following cucumber feature file: cucumber 

features/bmgt/Ecs_Collection_Additional_Metadata_S13.feature 
  

5 Verify that the scenario is passed   

 
 
TEST DATA: 
See Test Case 595. 
 
EXPECTED RESULTS: 
V 20 1 Verify that in S-1, it is not possible to set CoordinateSystem to a value other than “CARTESIAN” or “GEODETIC” or that if it is possible, subsequent 
metadata export for this collection fails due to the invalid Coordinate System value (and that the log indicates the reason for the failure). V 20 2 Verify that in S-
2, it is not possible to set the GranuelSpatialRepresentation to a value other than “CARTESIAN”, “GEODETIC”, “ORBIT”, or “NO_SPATIAL” or that if it is 
possible, subsequent metadata export for this collection fails due to the invalid Granule Spatial Representation value (and that the log indicates the reason for the 
failure). V 20 3 Verify that in S-3, it is not possible to populate the CoordinateSystem for an ISO collection or that if it is possible, subsequent metadata export 
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for this collection fails due to the invalid Coordinate System value (and that the log indicates the reason for the failure). V 20 4 Verify that in S-4, it is not 
possible to populate the GranuleSpatialRepresentation for an ISO collection or that if it is possible, subsequent metadata export for this collection fails due to the 
invalid Granule Spatial Representation value (and that the log indicates the reason for the failure). V 20 5 Verify that the collection metadata generated in S-5 
contains a Spatial/OrbitParameters element which is populated according to the rules for the backtrack metadata type associated with the collection. See the 
document BE_82_01_AdditionalMetadataDescription.doc for a detailed outline of the backtrack metadata. V 20 6 Verify that the collection metadata generated 
in S-6 contains no Spatial/OrbitParameters element. V 20 7 Verify that the collection metadata generated in S-7 contains a 
TwoDCoordinateSystems/TwoDCoordinateSystem element which is populated according to the rules for the TwoDCoordinateSystem type associated with the 
collection. See the document BE_82_01_AdditionalMetadataDescription.doc for a detailed outline of TwoDCoordinateSystem metadata. V 20 8 Verify that the 
collection metadata generated in S-8 contains no TwoDCoordinateSystems/TwoDCoordinateSystem element. V 20 9 Verify that the collection metadata 
generated in S-9 contains an AdditionalAttributes/AdditionalAttribute element for each Product Specific Attribute (PSA) in the original collection metadata, and 
that all information in the PSA is also conveyed in the Additional Attribute. V 20 10 Verify that in S-10, it is possible to modify the DIF ID for a collection via 
the GUI. V 20 11 Verify that the metadata exported in S-11 contains the specified DIF ID for the collection for which one was provided, and contains no DIF ID 
for the other collection. V 20 12 Verify that all Collection metadata in the previous steps validates against https://api.echo.nasa.gov/ingest/schema/Collection.xsd 
V 20 13 Verify that the collection metadata generated in S-12 contains the default CoordinateSystem value. V 20 14 Verify that the collection metadata generated 
in S-13 contains the proper GranuleSpatialMetadata value derived from AmCollection.SpatialSearchType using the standard mapping: 
SpatialSearchType=>GranuleSpatialRepresentation GPolygon => GEODETIC Orbit => ORBIT Point => GEODETIC Rectangle => CARTESIAN 
NotSupported => NOSPATIAL V 20 15 For the exports in S-5 – S-9, verify that the configured CoordinateSystem and GranuleSpatialRepresentation values are 
included in the metadata. 
 

1109 MANUAL EXPORT - COLLECTION DELETES (ECS-ECSTC-3519) 

DESCRIPTION: 
S 160 1 [Manual Export - Collection Deletes] Find: A collection which is enabled for collection metadata export but which is not in the ‘installed’ state in AIM. 
A collection which is in the ‘installed’ state in AIM, but which is not enabled for collection metadata export. A collection which does not exist in AIM and is not 
enabled for collection metadata export (i.e. a completely made up short name and version ID). A collection which is in the ‘installed’ state and is enabled for 
collection metadata export. Request the manual export of all 4 collections. S 160 2 Repeat S-1, but specify that the operation should be an insert only export. S 
160 3 Repeat S-1, but specify that the operation should be a delete only export. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 login as cmshared on f5oml01v and set view to AUTOTEST   
2 setenv MODE OPS   
3 cd /ecs/formal/COMMON/automation/autotest directory   
4 Run the following cucumber feature file: cucumber 

features/bmgt/Manual_Collection_Deletes.feature 
  

5 Verify that the scenario is passed   
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TEST DATA: 
Crit id Crit ccr no Test Data Description Data Type Requirements Metadata Requirements Volume Requirements Size Requirements Data Location Readiness 
Status 4 collections 
 
EXPECTED RESULTS: 
V 160 1 Verify that the manual export request in S-1 results in the export of HTTP DELETEs for collections a-c, and an HTTP PUT containing metadata for 
collection d. V 160 2 Verify that the operation in S-2 results in no export for collections a-c, and an HTTP PUT containing metadata for collection d. V 160 3 
Verify that the operation in S-3 results in the export of HTTP DELETEs for collections a-c. 
 

1110 MANUAL EXPORT - COLLECTION FULL UPDATE (ECS-ECSTC-3520) 

DESCRIPTION: 
S 170 1 [Manual Export - Collection Full Update] Request the manual export of a collection’s metadata,specifing that the export shall be a ‘full collection 
update’. S 170 2 Allow the export request initiated in S-1 to reach a complete state. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Verify configurations - config files, properties files or database settings 

validate correctly for mode, host, and application 
  

3 Verify database connections to ecs connected to ecs db successfully in the 
configured mode 

  

4 Verify ECHO REST API service connections to ECHO connected to ECHO 
REST API successfully 

  

5 Verify collections under  /sotestdata/DROP_802/BE_82_01/10 with ECS 
metadata 

  

6 Ensure a mock ECHO or TCP proxy is configured to capture and log BMGT 
requests. 

  

7 <i>Setup</i>  #comment 
8 Ensure  Collections C1 has been installed in the mode. (ESDT verification 

script) 
  

9 Verify Collection C1 is enabled for Collection and Granule Export.   
10 <i>S-1 Request the manual export of a collection’s metadata, specifing that  #comment 
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# Action Expected Result Notes 
the export shall be a ‘full collection update’.</i> 

11 EcBmBMGTManualStart &lt;MODE&gt; --collupd --collections 
&lt;C1_shortname&gt;.&lt;C1_versionid&gt; 

  

12 <i>S-2 Allow the export request initiated in S-1 to reach a complete state.</i>  #comment 
13 Verify that the GUI displays the request status queued and completed.   
14 <i>V-1 Verify that the operation in S-1 resulted in the export of:    a) An 

HTTP DELETE (to the URL representing the specified collection)</i> 
 #comment 

15 Verify that the TCP proxy log 
(/tools/common/test/BE_82_01/proxy/&lt;MODE&gt;/tcp.log)  shows an 
HTTP DELETE request for collection C1.<br />(There may be more than one 
HTTP request, e.g., if there are network issues.) 

  

16 <i>b) An HTTP PUT containing the full metadata for the specified 
collection.</i> 

 #comment 

17 Verify that the TCP  proxy log shows an HTTP PUT request  for Collection 
C1.<br />(There may be more than one HTTP request, e.g., if there are 
network issues.) 

  

18 Verify that the TCP proxy log shows that the request contains the full 
collection metadata for Collection C1. 

  

19 <i>c) An HTTP PUT for each granule in the specified collection, containing 
the full granule metadata for that granule.</i> 

 #comment 

20 Verify that the TCP proxy shows an HTTP PUT request for each granule in 
Collection C1.<br />(There may be more than one HTTP request, e.g., if 
there are network issues.) 

  

21 Verify that the TCP proxy log shows that each request has complete granule 
metadata for each granule in Collection C1. 

  

 
 
TEST DATA: 
Crit id Crit ccr no Test Data Description Data Type Requirements Metadata Requirements Volume Requirements Size Requirements Data Location Readiness 
Status 1 collection with granules 
 
EXPECTED RESULTS: 
V 170 1 Verify that the operation in S-1 resulted in the export of: a) An HTTP DELETE (to the URL representing the specified collection) b) An HTTP PUT 
containing the full metadata for the specified collection. c) An HTTP PUT for each granule in the specified collection, containing the full granule metadata for 
that granule. 
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1111 MANUAL EXPORT - GRANULE INSERT (ECS-ECSTC-3521) 

DESCRIPTION: 
S 180 1 [Manual Export - Granule Insert] Request the manual export of metadata for a single granule, specifying the granule ID. S 180 2 Request the manual 
export of metadata fro granules in a specified collection. Ensure that the collection contains at least one logically deleted granule. S 180 3 Request, in a single 
manual operation, the export of metadata for the following: a) Normal granule b) Logically deleted granule. c) Physically deleted granule (specify Short Name, 
VersionId and GranuleId – NOTE: it is easiest to use a valid ShortName and VersionID but a made up granuleID) S 180 4 Request, in a single manual operation, 
specifying the export of inserts-only, the export of metadata for the following: a) Normal granule b) Logically deleted granule. c) Physically deleted granule 
(specify Short Name, VersionId and GranuleId– NOTE: it is easiest to use a valid ShortName and VersionID but a made up granuleID) S 180 5 Request, in a 
single manual operation, specifying the export of deletes-only, the export of metadata for the following: a) Normal granule b) Logically deleted granule. c) 
Physically deleted granule (specify Short Name, VersionId and GranuleId– NOTE: it is easiest to use a valid ShortName and VersionID but a made up 
granuleID) 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Login as cmshared on f5oml01v and set view to AUTOTEST   
2 setenv MODE OPS   
3 cd /ecs/formal/COMMON/automation/autotest directory   
4 Run the following cucumber feature file: cucumber 

features/bmgt/ManualExport_Granule_Insert.feature 
  

5 Verify that the scenario is passed   

 
 
TEST DATA: 
Crit id Crit ccr no Test Data Description Data Type Requirements Metadata Requirements Volume Requirements Size Requirements Data Location Readiness 
Status 3 collections with at least 3 granules in each 
 
EXPECTED RESULTS: 
V 180 1 Verify that the operation in S-1 results in the export of a single HTTP PUT containing the full granule metadata of the requested granule. V 180 2 Verify 
that the operation in S-2 results in the export of a single HTTP PUT containing the full granule metadata of the requested granule for each granule in the 
specified collection. Verify that an HTTP DELETE is also exported for any logically deleted granules in the collection. V 180 3 Verify that the operation in S-3 
is in a complete state and the following are exported for each respective operation: a) HTTP PUT for containing the full granule metadata. b) HTTP DELETE c) 
HTTP DELETE V 180 4 Verify that the operation in S-4 is in a complete state and the following are exported for each respective operation: a) HTTP PUT for 
containing the full granule metadata. b) No export c) No export V 180 5 Verify that the operation in S-5 is in a complete state and the following are exported for 
each respective operation: a) No export b) HTTP DELETE c) HTTP DELETE 
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1112 MANUAL EXPORT - LAST UPDATE TIME (ECS-ECSTC-3522) 

DESCRIPTION: 
S 210 1 [Manual Export - Last Update Time] Identify two granules within a collection and their last update times. Ensure that there are other granules updated in 
between those times within the same collection. Request the export of granule metadata for the collection, specifying the datetime range defined by the two 
identified update times and specifying that the range shall apply to update times. S 210 2 Identify two collections and their update times. Ensure that there are 
other collections updated between those times. Request the export of collection metadata, without specifying a collection, but specifying the datetime range 
defined by the two identified update times and specifying that the range shall apply to update times. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Login as cmshared on f5oml01v and set view to AUTOTEST   
2 setenv MODE OPS   
3 cd /ecs/formal/COMMON/automation/autotest directory   
4 Run the following cucumber feature file: cucumber 

features/bmgt/ManualExport_LastUpdate.feature 
  

5 Verify that the scenario is passed   

 
 
TEST DATA: 
Crit id Crit ccr no Test Data Description Data Type Requirements Metadata Requirements Volume Requirements Size Requirements Data Location Readiness 
Status 4 collections with granules 
 
EXPECTED RESULTS: 
# Pre-Conditions # Setup #S-1 Identify two granules within a collection and their last update times. Ensure that there are other granules updated in between those 
times within the same collection. Request the export of granule metadata for the collection, specifying the datetime range defined by the two identified update 
times and specifying that the range shall apply to update times. #S-2 Identify two collections and their update times. Ensure that there are other collections 
updated between those times. Request the export of collection metadata, without specifying a collection, but specifying the datetime range defined by the two 
identified update times and specifying that the range shall apply to update times. # Verification #V-1 Verify that the export operation in S-1 results in the export 
of a single HTTP PUT containing the full granule metadata - or HTTP DELETE, depending on the granule’s current state - for each granule in the specified 
collection which was updated during the specified time range (with the exception noted in V-2). #V-2 Verify that the granule which was updated at the start time 
of the specified range is exported, but that the granule updated at the end of the range is not. #V-3 Verify that the export operation in S-2 results in the export of a 
single HTTP PUT containing the full collection metadata for each collection which was updated during the specified time range (with the exception noted in V-
4). #V-4 Verify that the collection which was updated at the start time of the specified range is exported, but that the collection updated at the end of the range is 
not.# Pre-Conditions # Setup #S-1 Identify two granules within a collection and their last update times. Ensure that there are other granules updated in between 
those times within the same collection. Request the export of granule metadata for the collection, specifying the datetime range defined by the two identified 
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update times and specifying that the range shall apply to update times. #S-2 Identify two collections and their update times. Ensure that there are other collections 
updated between those times. Request the export of collection metadata, without specifying a collection, but specifying the datetime range defined by the two 
identified update times and specifying that the range shall apply to update times. # Verification #V-1 Verify that the export operation in S-1 results in the export 
of a single HTTP PUT containing the full granule metadata - or HTTP DELETE, depending on the granule’s current state - for each granule in the specified 
collection which was updated during the specified time range (with the exception noted in V-2). #V-2 Verify that the granule which was updated at the start time 
of the specified range is exported, but that the granule updated at the end of the range is not. #V-3 Verify that the export operation in S-2 results in the export of a 
single HTTP PUT containing the full collection metadata for each collection which was updated during the specified time range (with the exception noted in V-
4). #V-4 Verify that the collection which was updated at the start time of the specified range is exported, but that the collection updated at the end of the range is 
not. V 210 1 Verify that the export operation in S-1 results in the export of a single HTTP PUT containing the full granule metadata - or HTTP DELETE, 
depending on the granule’s current state - for each granule in the specified collection which was updated during the specified time range (with the exception 
noted in V-2). V 210 2 Verify that the granule which was updated at the start time of the specified range is exported, but that the granule updated at the end of the 
range is not. V 210 3 Verify that the export operation in S-2 results in the export of a single HTTP PUT containing the full collection metadata for each collection 
which was updated during the specified time range (with the exception noted in V-4). V 210 4 Verify that the collection which was updated at the start time of 
the specified range is exported, but that the collection updated at the end of the range is not. 
 

1113 NOMINAL COLLECTION EXPORT[S-2A]: AUTOMATIC EXPORT: INSERT COLLECTION 
(ECS-ECSTC-3523) 

DESCRIPTION: 
S 10 1 [Nominal Collection Export] Find two collections with ECS metadata and which share the same short name, but have different version IDs. Request the 
manual export of collection metadata for one of these collections. S 10 2 Find collections which have ECS Metadata: a) Insert a new collection into the ECS 
inventory (and enable for collection export). b) Delete a collection from the ECS inventory. c) Update an existing collection. d) For a collection which is 
currently disabled for collection export, enable it for collection (but not granule) export. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Login as cmshared on f5oml01v and set view to AUTOTEST   
2 setenv MODE OPS   
3 cd /ecs/formal/COMMON/automation/autotest directory   
4 Run the following cucumber feature file: cucumber 

features/bmgt/AutoExport_Collection_Insert.feature 
  

5 Verify that the scenario is passed   
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TEST DATA: 
Crit id Crit ccr no Test Data Description Data Type Requirements Metadata Requirements Volume Requirements Size Requirements Data Location Readiness 
Status 10 S-2 Install and enable new collection for automatic export 1 Collection to be installed (C2) /sotestdata/DROP_802/BE_82_01/Criteria/010/010_2_A 
 
EXPECTED RESULTS: 
V 10 1 Verify that the manual export in S-1 results in a single HTTP PUT request containing the full collection metadata for the requested collection (but no 
other collections sharing a short name but with different version IDs). V 10 2 Verify that the operations in S-2 subclauses a, c, and d each result in the export of a 
single HTTP PUT containing the full collection metadata. V 10 3 Verify that the operation in S-2 subclause b results in the export of a single HTTP DELETE, 
with the ID of the collection in the URL, but containing no collection metadata in the request body. V 10 4 Verify that the metadata exported in S-1 and S-2, 
except S-2 subclause b, validates against the ECHO collection metadata schema ( https://api.echo.nasa.gov/ingest/schema/Collection.xsd ). V 10 5 Verify that the 
metadata exported in S-1 and S-2, except S-2 subclause b has the following elements: a) Visible = true b) Orderable = false c) InsertTime = The insert time of the 
collection recorded in the AIM database. d) LastUpdate = The last update time of the collection recorded in the AIM database. V 10 6 Verify that the metadata 
exported in S-1 and S-2 contains version numbers with no leading zeroes. 
 

1114 NOMINAL GRANULE EXPORT[S-1]: MANUAL EXPORT (ECS-ECSTC-3524) 

DESCRIPTION: 
S 40 1 [Nominal Granule Export] Find two collections with ECS metadata and which share the same short name, but have different version IDs. Ensure that both 
collections are enabled for collection and granule export. Request the manual export of granule metadata for all granules in one of these collections. S 40 2 For 
one of the collections in S-1 (or another collection which has ECS metadata, and is enabled for collection and granule export): a) Ingest a new granule into the 
ECS inventory. b) Logically delete a granule from the ECS inventory. c) Physically delete a granule from the ECS inventory. d) DFA a granule. e) Hide a 
granule. f) Restrict a granule. g) Unrestrict a granule. h) Perform a QAUpdate on a granule. i) Publish a granule in the datapool. j) Unpublish a granule in the 
datapool. k) Link a granule to a browse granule. l) Unlink a granule from a browse granule. m) Change the collection to which a granule belongs. n) Move a 
collection. o) Perform XML replacement on a granule. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Login as cmshared on f5oml01v and set view to AUTOTEST   
2 setenv MODE OPS   
3 cd /ecs/formal/COMMON/automation/autotest directory   
4 Run the following cucumber feature file: cucumber 

features/bmgt/nominal_granule_manual_export_40_S1.feature 
  

5 Scenario should pass.   
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TEST DATA: 
Crit id Crit ccr no Test Data Description Data Type Requirements Metadata Requirements Volume Requirements Size Requirements Data Location Readiness 
Status 40-S1 test manual export of granules 2 Collections with same shortname, different versionids (C1, C2) and multiple science granules NISE.002 NISE.004 
/sotestdata/DROP_802/BE_82_01/Criteria/040/040_1/NISE.002 /sotestdata/DROP_802/BE_82_01/Criteria/040/040_1/NISE.004 40 S-2 a 1 granule to ingest 
(g1) MYD14.005 /sotestdata/DROP_802/BE_82_01/Criteria/040/040_2_A 40 S-2 b 1 granule to logically delete (g2) MYD14.005 
/sotestdata/DROP_802/BE_82_01/Criteria/040/040_2_B 40 S-2 c 1 granule to physically delete (g3) MYD14.005 
/sotestdata/DROP_802/BE_82_01/Criteria/040/040_2_C 40 S-2 d 1 granule to DFA (g4) MYD14.005 /sotestdata/DROP_802/BE_82_01/Criteria/040/040_2_D 
40 S-2 e 1 granule to hide (g5) MYD14.005 /sotestdata/DROP_802/BE_82_01/Criteria/040/040_2_E 40 S-2 f 1 granule to restrict (g6) MYD14.005 
/sotestdata/DROP_802/BE_82_01/Criteria/040/040_2_F 40 S-2 g 1 granule to unrestrict (g7) MYD14.005 
/sotestdata/DROP_802/BE_82_01/Criteria/040/040_2_G 40 S-2 h Science QA Flag update 1 science granule with a measured parameter which can be updated 
(g8) MYD14.005 /sotestdata/DROP_802/BE_82_01/Criteria/040/040_2_H 40 S-2 i 1 granule publish (g9) MYD14.005 
/sotestdata/DROP_802/BE_82_01/Criteria/040/040_2_I 40 S-2 j 1 granule to unpublish (g10) MYD14.005 
/sotestdata/DROP_802/BE_82_01/Criteria/040/040_2_J 40 S-2 k 1 granule (g11) 1 browse (b1) with a linkage file to link it to granule g11 1 science granule and 
browse granule or 1 browse granule linkage file for an existing science granule /sotestdata/DROP_802/BE_82_01/Criteria/040/040_2_K 40 S-2 l 1 granule (g12) 
with an associated browse (b2) to be unlinked 1 browse granule linked to a science granule 1 browse granule linked to a different science granule 
/sotestdata/DROP_802/BE_82_01/Criteria/040/040_2_L 40 S-2 m OBE Move granule from one collection to another 2 collections with science granules OBE 40 
S-2 n 1 granule (g13) in a collection to move to a different filesystem MYD14.005 /sotestdata/DROP_802/BE_82_01/Criteria/040/040_2_N 40 S-2 o 1 granule 
(g14) to undergo XML replacement MYD14.005 /sotestdata/DROP_802/BE_82_01/Criteria/040/040_2_O 
 
EXPECTED RESULTS: 
V 40 1 Verify that the manual export in S-1 results in multiple HTTP PUT requests containing the full granule metadata for each granule in the requested 
collection (but no granules belonging to other collections sharing a short name but with a different version ID). V 40 2 Verify that the operations in S-2, except 
subclauses b – d each result in the export of a single HTTP PUT containing the full granule metadata. V 40 3 Verify that the operations in S-2 subclauses b – d 
each result in the export of a single HTTP DELETE, with the ID of the granule in the URL, but containing no granule metadata in the request body. V 40 4 
Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b – d, validates against the ECHO granule metadata schema ( 
https://api.echo.nasa.gov/ingest/schema/Granule.xsd ). V 40 5 Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b – d has the following 
elements: a) Visible = true b) Orderable = false c) InsertTime = The insert time of the granule recorded in the AIM database. d) LastUpdate = The last update 
time of the granule recorded in the AIM database V 40 6 Verify that the metadata generated by the action in S-2 subclause e contains a Restriction Flag value of 
255. V 40 7 Verify that the metadata generated by the action in S-2 subclause f contains the restriction flag value that was set in the database for that granule. V 
40 8 Verify that the metadata generated by the action in S-2 subclause g (and any other subclauses for which the affected granule did not have a restriction flag 
set) the restriction flag element is absent. V 40 9 Verify that the metadata generated by the action in S-2 subclause h contains the QA values reflecting the update 
which was performed. V 40 10 Verify that the metadata generated by the action in S-2 subclause i contains URLs for the science and metadata files, as well as 
any other ancillary files (e.g. browse) associated with the affected granule. V 40 11 Verify that the metadata generated by the action in S-2 subclause j contains 
no datapool URLs. V 40 12 Verify that the metadata generated by the action in S-2 subclause k contains a browse linkage URL, in addition to any datapool 
URLs. V 40 13 Verify that the metadata generated by the action in S-2 subclause l contains no browse linkage URLs. V 40 14 Verify that the metadata generated 
by the action in S-2 subclause m contains a reference to the newly assigned collection. V 40 15 Verify that the action performed in S-2 subclause n results in the 
export of full granule metadata for every granule in the collection affected. V 40 16 Verify that the metadata generated by the action in S-2 subclause o contains 
XML reflecting the replacement which was performed. 
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1115 MANUAL EXPORT - INSERT TIME (ECS-ECSTC-3525) 

DESCRIPTION: 
S 200 1 [Manual Export - Insert Time] Identify two granules within a collection and their insert times. Ensure that there are other granules inserted in between 
those times within the same collection. Request the export of granule metadata for the collection, specifying the datetime range defined by the two identified 
insert times and specifying that the range shall apply to insert times. S 200 2 Identify two collections and their insert times. Ensure that there are other collections 
inserted between those times. Request the export of collection metadata, without specifying a collection, but specifying the datetime range defined by the two 
identified insert times and specifying that the range shall apply to insert times. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Login as cmshared on f5oml01v and set view to AUTOTEST   
2 setenv MODE OPS   
3 cd /ecs/formal/COMMON/automation/autotest directory   
4 Run the following cucumber feature file: cucumber 

features/bmgt/ManualExport_Insert_Time.feature 
  

5 Verify that the scenario is passed   

 
 
TEST DATA: 
Crit id Crit ccr no Test Data Description Data Type Requirements Metadata Requirements Volume Requirements Size Requirements Data Location Readiness 
Status 4 collections with granules 
 
EXPECTED RESULTS: 
V 200 1 Verify that the export operation in S-1 results in the export of a single HTTP PUT containing the full granule metadata - or HTTP DELETE, depending 
on the granule’s current state - for each granule in the specified collection which was inserted during the specified time range (with the exception noted in V-2). 
V 200 2 Verify that the granule which was inserted at the start time of the specified range is exported, but that the granule inserted at the end of the range is not. 
V 200 3 Verify that the export operation in S-2 results in the export of a single HTTP PUT containing the full collection metadata - for each collection which was 
inserted during the specified time range (with the exception noted in V-4). V 200 4 Verify that the collection which was inserted at the start time of the specified 
range is exported, but that the collection inserted at the end of the range is not. 
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1116 MANUAL EXPORT - "FAKE" COLLECTION DELETE (ECS-ECSTC-3526) 

DESCRIPTION: 
S 165 1 [Manual Export – ‘Fake’ Collection Delete] Request the manual export of a collection which is in the ‘installed’ state and is enabled for collection 
metadata export, specifying delete-only export and that the delete should be forced regardless of current collection state. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Login as cmshared on f5oml01v and set view to AUTOTEST   
2 setenv MODE OPS   
3 cd /ecs/formal/COMMON/automation/autotest directory   
4 Run the following cucumber feature file: cucumber 

features/bmgt/Manual_Collection_Force_Delete.feature 
  

5 Verify that the scenario is passed   

 
 
TEST DATA: 
Crit id Crit ccr no Test Data Description Data Type Requirements Metadata Requirements Volume Requirements Size Requirements Data Location Readiness 
Status 
 
EXPECTED RESULTS: 
V 165 1 Verify that the manual export request in S-1 results in the export of an HTTP DELETE. V 165 2 Verify that the collection in S-1 is automatically 
disabled for both collection and granule metadata export. 
 

1117 NOMINAL COLLECTION EXPORT[S-2C]: AUTOMATIC EXPORT: UPDATE COLLECTION 
(ECS-ECSTC-3527) 

DESCRIPTION: 
S 10 1 [Nominal Collection Export] Find two collections with ECS metadata and which share the same short name, but have different version IDs. Request the 
manual export of collection metadata for one of these collections. S 10 2 Find collections which have ECS Metadata: a) Insert a new collection into the ECS 
inventory (and enable for collection export). b) Delete a collection from the ECS inventory. c) Update an existing collection. d) For a collection which is 
currently disabled for collection export, enable it for collection (but not granule) export. 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 Login as cmshared on f5oml01v and set view to AUTOTEST   
2 setenv MODE OPS   
3 cd /ecs/formal/COMMON/automation/autotest directory   
4 Run the following cucumber feature file: cucumber 

features/bmgt/AutoExport_Collection_Update.feature 
  

5 Verify that the scenario is passed   

 
 
TEST DATA: 
Crit id Crit ccr no Test Data Description Data Type Requirements Metadata Requirements Volume Requirements Size Requirements Data Location Readiness 
Status 10 S-2c Collection to test ESDT type update (C4) GLAH03.033 2 descriptor files (1 + replacement) 1 collection 
/sotestdata/DROP_802/BE_82_01/Criteria/010/010_2_C 
 
EXPECTED RESULTS: 
V 10 1 Verify that the manual export in S-1 results in a single HTTP PUT request containing the full collection metadata for the requested collection (but no 
other collections sharing a short name but with different version IDs). V 10 2 Verify that the operations in S-2 subclauses a, c, and d each result in the export of a 
single HTTP PUT containing the full collection metadata. V 10 3 Verify that the operation in S-2 subclause b results in the export of a single HTTP DELETE, 
with the ID of the collection in the URL, but containing no collection metadata in the request body. V 10 4 Verify that the metadata exported in S-1 and S-2, 
except S-2 subclause b, validates against the ECHO collection metadata schema ( https://api.echo.nasa.gov/ingest/schema/Collection.xsd ). V 10 5 Verify that the 
metadata exported in S-1 and S-2, except S-2 subclause b has the following elements: a) Visible = true b) Orderable = false c) InsertTime = The insert time of the 
collection recorded in the AIM database. d) LastUpdate = The last update time of the collection recorded in the AIM database. V 10 6 Verify that the metadata 
exported in S-1 and S-2 contains version numbers with no leading zeroes. 
 

1118 MANUAL EXPORT - COLLECTION FULL UPDATE (ECS-ECSTC-3528) 

DESCRIPTION: 
S 170 1 [Manual Export - Collection Full Update] Request the manual export of a collection’s metadata,specifing that the export shall be a ‘full collection 
update’. S 170 2 Allow the export request initiated in S-1 to reach a complete state. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Login as cmshared on f5oml01v and set view to AUTOTEST   
2 setenv MODE OPS   
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# Action Expected Result Notes 
3 cd /ecs/formal/COMMON/automation/autotest directory   
4 Run the following cucumber feature file: cucumber 

features/bmgt/Manual_Collection_Full_Update.feature 
  

5 Verify that the scenario is passed   

 
 
TEST DATA: 
Crit id Crit ccr no Test Data Description Data Type Requirements Metadata Requirements Volume Requirements Size Requirements Data Location Readiness 
Status 1 collection with granules 
 
EXPECTED RESULTS: 
V 170 1 Verify that the operation in S-1 resulted in the export of: a) An HTTP DELETE (to the URL representing the specified collection) b) An HTTP PUT 
containing the full metadata for the specified collection. c) An HTTP PUT for each granule in the specified collection, containing the full granule metadata for 
that granule. 
 

1119 MANUAL EXPORT - GRANULE INSERT (ECS-ECSTC-3529) 

DESCRIPTION: 
S 180 1 [Manual Export - Granule Insert] Request the manual export of metadata for a single granule, specifying the granule ID. S 180 2 Request the manual 
export of metadata fro granules in a specified collection. Ensure that the collection contains at least one logically deleted granule. S 180 3 Request, in a single 
manual operation, the export of metadata for the following: a) Normal granule b) Logically deleted granule. c) Physically deleted granule (specify Short Name, 
VersionId and GranuleId – NOTE: it is easiest to use a valid ShortName and VersionID but a made up granuleID) S 180 4 Request, in a single manual operation, 
specifying the export of inserts-only, the export of metadata for the following: a) Normal granule b) Logically deleted granule. c) Physically deleted granule 
(specify Short Name, VersionId and GranuleId– NOTE: it is easiest to use a valid ShortName and VersionID but a made up granuleID) S 180 5 Request, in a 
single manual operation, specifying the export of deletes-only, the export of metadata for the following: a) Normal granule b) Logically deleted granule. c) 
Physically deleted granule (specify Short Name, VersionId and GranuleId– NOTE: it is easiest to use a valid ShortName and VersionID but a made up 
granuleID) 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Verify configurations - config files, properties files or database settings 

validate correctly for mode, host, and application 
  

3 Verify database connections to ecs connected to ecs db successfully in the   
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# Action Expected Result Notes 
configured mode 

4 Verify ECHO REST API service connections to ECHO connected to ECHO 
REST API successfully 

  

5 Verify collections under  /sotestdata/DROP_802/BE_82_01/10 with ECS 
metadata 

  

6 Ensure a mock ECHO or TCP proxy is capturing BMGT traffic.   
7 <i>Setup</i>  #comment 
8 Ensure  Collections C1, C2, C3 has been installed in the mode.   
9 Ensure Collections C1, C2, C3 are enabled for Collection and Granule 

Export. 
  

10 Ensure the Collections C1, C2, C3 have a few ingested granules.   
11 Ensure collections C1, C2, C3 have been exported to ECHO.   
12 Ensure granules in collections C1, C2, C3 have been exported to ECHO.   
13 <i>S-1 Request the manual export of metadata for a single granule, 

specifying the granule ID.</i> 
 #comment 

14 Identify a granule g1 in Collection C1 that can be exported.   
15 EcBmBMGTManualStart &amp;lt;MODE&amp;gt; --metg -g 

&lt;g1_GRANULEID&gt; 
  

16 <i>V-1 Verify that the operation in S-1 results in the export of a single HTTP 
PUT containing the full granule metadata of the requested granule.</i> 

 #comment 

17 Verify that the TCP proxy log 
(/tools/common/test/BE_82_01/proxy/&lt;MODE&gt;/tcp.log) shows an 
HTTP PUT request for granule g1.<br />(There may be more than one HTTP 
request, e.g., if there are network issues.) 

  

18 Verify that the TCP proxy log shows that the request contains the full granule 
metadata for granule g1. 

  

19 <i>S-2 Request the manual export of metadata for granules in a specified 
collection.<br />Ensure that the collection contains at least one logically 
deleted granule.</i> 

 #comment 

20 Identify granules g2, g3 in Collection C2 that can be logically deleted.   
21 Logically delete a granule g2, g3:<br />./EcDsBulkDelete.pl -physical -user 

&lt;dbuser&gt; -password &lt;passwd&gt; -geoidfile 
/path/to/geoids_g2_g3.txt 

  

22 Manually Export granules in Collection C2&lt;br 
/&gt;./EcBmBMGTManualStart &lt;MODE&gt; --metg -c 
&lt;C2_SHORTNAME&gt;.&lt;C2_VERSIONID&gt; 
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# Action Expected Result Notes 
23 <i>V-2 Verify that the operation in S-2 results in the export of a single HTTP 

PUT containing the full granule metadata of the requested granule for each 
granule in the specified collection.<br />Verify that an HTTP DELETE is 
also exported for any logically deleted granules in the collection.</i> 

 #comment 

24 Verify that the TCP proxy log shows an HTTP PUT request for each granule 
in Collection C2 except for g2 and g3.<br />(There may be more than one 
HTTP request, e.g., if there are network issues.) 

  

25 Verify that the TCP proxy shows that the request contains the full granule 
metadata for each granule in Collection C2 except for g2 and g3. 

  

26 Verify that an HTTP DELETE is exported for each of granules g2 and g3<br 
/>(There may be more than one HTTP request, e.g., if there are network 
issues.) 

  

27 <i>S-3 Request, in a single manual operation, the export of metadata for the 
following:<br />    a) Normal granule<br />    b) Logically deleted 
granule.<br />    c) Physically deleted granule (specify Short Name, 
VersionId and GranuleId – NOTE: it is easiest to use a valid ShortName and 
VersionID but a made up granuleID)</i> 

 #comment 

28 Identify granule g4 in Collection C3 as a normal science granule that can be 
exported. 

  

29 Identify granule g5 that is logically deleted in Collection C3<br 
/>./EcDsBulkDelete.pl -physical -user &lt;dbuser&gt; -password 
&lt;passwd&gt; -geoidfile /path/to/geoids_g5.txt 

  

30 Identify granule g6 which is physically deleted in Collection C4 or make up a 
nonexistent granuleid in Collection C3<br />./EcDsBulkDelete.pl -physical -
user &lt;dbuser&gt; -password &lt;passwd&gt; -geoidfile 
/path/to/geoids_g6.txt<br />./EcDlUnpublishStart.pl -mode &lt;MODE&gt; -
granules &lt;g6&gt;<br />./EcDeletionCleanup.pl -user &lt;db_user&gt;<br 
/>./EcBmBMGTManualStart --mode &lt;MODE&gt; --metg -g 
&lt;g4_granuleid&gt;,&lt;g5_granuleid&gt;,&lt;g6_granuleid&gt; 

  

31 <i>V-3 Verify that the operation in S-3 is in a complete state and the 
following are exported for each respective operation:<br />    a) HTTP PUT 
for containing the full granule metadata.<br />    b) HTTP DELETE<br />    
c) HTTP DELETE</i> 

 #comment 

32 Verify that the TCP proxy log shows an HTTP PUT request  for granule 
g4.<br />(There may be more than one HTTP request, e.g., if there are 
network issues.) 

  

33 Verify that the TCP proxy log shows that the request contains the full granule 
metadata for granule g4. 
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# Action Expected Result Notes 
34 Verify that the TCP proxy log shows an HTTP DELETE exported for granule 

g5.<br />(There may be more than one HTTP request, e.g., if there are 
network issues.) 

  

35 Verify that the TCP proxy log shows an HTTP DELETE exported for granule 
g6.<br />(There may be more than one HTTP request, e.g., if there are 
network issues.) 

  

36 <i>S-4 Request, in a single manual operation, specifying the export of 
inserts-only, the export of metadata for the following:<br />    a) Normal 
granule<br />    b) Logically deleted granule.<br />    c) Physically deleted 
granule (specify Short Name, VersionId and GranuleId– NOTE: it is easiest 
to use a valid ShortName and VersionID but a made up granuleID)</i> 

 #comment 

37 ./EcBmBMGTManualStart --mode &lt;MODE&gt; --insertonly --metg -g 
&lt;g4_granuleid&gt;,&lt;g5_granuleid&gt;,&lt;g6_granuleid&gt; 

  

38 <i>V-4 Verify that the operation in S-4 is in a complete state and the 
following are exported for each respective operation:<br />    a) HTTP PUT 
for containing the full granule metadata.<br />    b) No export<br />    c) No 
export</i> 

 #comment 

39 Verify that the TCP proxy log shows an HTTP PUT request for granule 
g4.<br />(There may be more than one HTTP request, e.g., if there are 
network issues.) 

  

40 Verify that the TCP proxylog shows that the request contains the full granule 
metadata for granule g4. 

  

41 Verify that the TCP proxy log does not show any export request for granule 
g5. 

  

42 Verify that the TCP proxy log does not show any export request for granule 
g6. 

  

43 <i>S-5 Request, in a single manual operation, specifying the export of 
deletes-only, the export of metadata for the following:<br />    a) Normal 
granule<br />    b) Logically deleted granule.<br />    c) Physically deleted 
granule (specify Short Name, VersionId and GranuleId– NOTE: it is easiest 
to use a valid ShortName and VersionID but a made up granuleID)</i> 

 #comment 

44 ./EcBmBMGTManualStart &lt;MODE&gt; --deleteonly --metg -g 
&lt;g4_granuleid&gt;,&lt;g5_granuleid&gt;,&lt;g6_granuleid&gt; 

  

45 <i>V-5 Verify that the operation in S-5 is in a complete state and the 
following are exported for each respective operation:<br />    a) No export<br 
/>    b) HTTP DELETE<br />    c) HTTP DELETE</i> 

 #comment 

46 Verify that the TCP proxy log shows no HTTP export request  for granule g4.   
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# Action Expected Result Notes 
47 Verify that the TCP proxy log shows an HTTP DELETE exported for granule 

g5.<br />(There may be more than one HTTP request, e.g., if there are 
network issues.) 

  

48 Verify that the TCP proxy log shows an HTTP DELETE exported for granule 
g6.<br />(There may be more than one HTTP request, e.g., if there are 
network issues.) 

  

 
 
TEST DATA: 
Crit id Crit ccr no Test Data Description Data Type Requirements Metadata Requirements Volume Requirements Size Requirements Data Location Readiness 
Status 3 collections with at least 3 granules in each 
 
EXPECTED RESULTS: 
V 180 1 Verify that the operation in S-1 results in the export of a single HTTP PUT containing the full granule metadata of the requested granule. V 180 2 Verify 
that the operation in S-2 results in the export of a single HTTP PUT containing the full granule metadata of the requested granule for each granule in the 
specified collection. Verify that an HTTP DELETE is also exported for any logically deleted granules in the collection. V 180 3 Verify that the operation in S-3 
is in a complete state and the following are exported for each respective operation: a) HTTP PUT for containing the full granule metadata. b) HTTP DELETE c) 
HTTP DELETE V 180 4 Verify that the operation in S-4 is in a complete state and the following are exported for each respective operation: a) HTTP PUT for 
containing the full granule metadata. b) No export c) No export V 180 5 Verify that the operation in S-5 is in a complete state and the following are exported for 
each respective operation: a) No export b) HTTP DELETE c) HTTP DELETE 
 

1120 MANUAL EXPORT - COLLECTION INSERTS (ECS-ECSTC-3530) 

DESCRIPTION: 
S 150 1 [Manual Export - Collection Inserts] Request the manual export of a collection’s metadata. S 150 2 Repeat S-1 for a different collection, but specify that 
the operation should be an insert only export. S 150 3 Repeat S-1 for a different collection, but specify that the operation should be a delete only export. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Login as cmshared on f5oml01v and set view to AUTOTEST   
2 setenv MODE OPS   
3 cd /ecs/formal/COMMON/automation/autotest directory   
4 Run the following cucumber feature file: cucumber 

features/bmgt/Manual_Collection_Inserts.feature 
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# Action Expected Result Notes 
5 Verify that the scenario is passed   

 
 
TEST DATA: 
Crit id Crit ccr no Test Data Description Data Type Requirements Metadata Requirements Volume Requirements Size Requirements Data Location Readiness 
Status testing manual export 3 collections 
 
EXPECTED RESULTS: 
V 150 1 Verify that the operation in S-1 results in the export of a single HTTP PUT containing the full collection metadata of the requested collections. V 150 2 
Verify that the operation in S-2 results in the export of a single HTTP PUT containing the full metadata of the requested collection. V 150 3 Verify that the 
operation in S-3 results in no export (but the associated export request is in a terminal state, indicating that it was picked up and processed, but caused no export). 
 

1121 MANUAL EXPORT - COLLECTION DELETES (ECS-ECSTC-3531) 

DESCRIPTION: 
S 160 1 [Manual Export - Collection Deletes] Find: A collection which is enabled for collection metadata export but which is not in the ‘installed’ state in AIM. 
A collection which is in the ‘installed’ state in AIM, but which is not enabled for collection metadata export. A collection which does not exist in AIM and is not 
enabled for collection metadata export (i.e. a completely made up short name and version ID). A collection which is in the ‘installed’ state and is enabled for 
collection metadata export. Request the manual export of all 4 collections. S 160 2 Repeat S-1, but specify that the operation should be an insert only export. S 
160 3 Repeat S-1, but specify that the operation should be a delete only export. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure BMGT configuration is current and correct (config files, properties 

files, database settings, etc.). 
  

3 Ensure a PostgreSQL prompt is available and connected to the ecs database.   
4 Ensure test data exists under /sotestdata/DROP_802/BE_82_01/Criteria/160.   
5 Ensure a mock ECHO or TCP proxy is capturing BMGT traffic.   
6 Pause the EVENT and NEW queues in the BMGT GUI to prevent any 

database updates from causing exports. 
  

7 <i>Setup</i>  #comment 
8 <i>S-1 Find:<br />a) A collection which is enabled for collection metadata 

export which is present (in AmCollection) but is not in the ‘installed’ state in 
 #comment 
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# Action Expected Result Notes 
AIM (DsGeESDTConfiguredType).</i> 

9 Ensure collection C1 exists in AIM:<br />select * from amcollection where 
shortname = &lt;C1_SHORTNAME&gt;  and versionid = 
&lt;C1_VERSIONID&gt; 

  

10 Ensure collection C1 is not &amp;quot;installed&amp;quot;:<br />update 
DsGeESDTConfiguredType set esdtstate = 'installing' where configuredname 
= &lt;C1_SHORTNAME&gt; and versionid = &lt;C1_VERSIONID&gt; 

  

11 Verify collection C1 is enabled for collection export:<br />update 
bg_collection_configuration<br /> set collectionexportflag = 'Y' where 
shortname = &lt;C1_SHORTNAME&gt; and versionid = 
&lt;C1_VERSIONID&gt; 

  

12 <i>b) A collection which is enabled for collection metadata export which is 
not present (in AmCollection) and is not in the ‘installed’ state in AIM 
(DsGeESDTConfiguredType).</i> 

 #comment 

13 Ensure collection C2 is not in AIM:<br />select * from amcollection where 
shortname = &lt;C2_SHORTNAME&gt; and versionid = 
&lt;C2_VERSIONID&gt; 

0 rows  

14 Ensure collection C2 is either not in DsGeESDTConfiguredType or has an 
esdtstate value other than &quot;installed&quot;:<br />select esdtstate from 
DsGeESDTConfiguredType where configuredname = 
&lt;C2_SHORTNAME&gt; and versionid = &lt;C2_VERSIONID&gt; 

esdtstate != 'installed'  

15 Ensure that collection C2 is enabled for collection export:<br />update 
bg_collection_configuration set collectionexportflag = 'Y' where shortname = 
&lt;C2_SHORTNAME&gt; and versionid = &lt;C2_VERSIONID&gt; 

  

16 <i>c) A collection which is present (in AmCollection), and in the ‘installed’ 
state in AIM (DsGeESDTConfiguredType), but which is not enabled for 
collection metadata export.</i> 

 #comment 

17 Ensure collection C3 exists in AIM:<br />select * from amcollection where 
shortname = &lt;C3_SHORTNAME&gt; and versionid = 
&lt;C3_VERSIONID&gt; 

  

18 Ensure collection C3 is 'installed': select esdtstate from 
DsGeESDTConfiguredType where configuredname = 
&lt;C3_SHORTNAME&gt; and versionid = &lt;C3_VERSIONID&gt; 

esdtstate == 'installed'  

19 Verify collection C3 is not enabled for collection export: <br />update 
bg_collection_configuration set collectionexportflag = 'N' where shortname = 
&lt;C3_SHORTNAME&gt; and versionid = &lt;C3_VERSIONID&gt; 

  

20 <i>d) A collection which does not exist in AIM (AmCollection and  #comment 
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# Action Expected Result Notes 
DsGeESDTConfiguredType) and is not enabled for collection metadata 
export (i.e. a completely made up short name and version ID).</i> 

21 Ensure collection C4 does not exist in AIM:<br />select * from amcollection 
where shortname = &lt;C4_SHORTNAME&gt; and versionid = 
&lt;C4_VERSIONID&gt; 

0 rows  

22 Ensure collection C4 does not exist inDsGeESDTConfiguredType: select 
esdtstate from DsGeESDTConfiguredType where configuredname = 
&lt;C4_SHORTNAME&gt; and versionid = &lt;C4_VERSIONID&gt; 

0 rows  

23 Ensure collection C4 is not enabled for collection export:<br /><br />delete 
from bg_collection_configuration where shortname = 
&lt;'&lt;C4_SHORTNAME&gt;' and versionid = &lt;C4_VERSIONID&gt; 

  

24 <i>e) A collection which is present (in AmCollection), in the ‘installed’ state 
(DsGeESDTConfiguredType), and is enabled for collection metadata 
export.</i> 

 #comment 

25 Ensure collection C5 is in AIM:  select * from amcollection where shortname 
= '&lt;C5_SHORTNAME&gt;' and versionid = &lt;C5_VERSIONID&gt; 

  

26 Ensure collection C5 is &amp;quot;installed&amp;quot;:  select esdtstate 
from DsGeESDTConfiguredType where configuredname = 
'&lt;C5_SHORTNAME&gt;' and versionid = &lt;C5_VERSIONID&gt; 

esdtstate == 'installed'  

27 Ensure that collection C5 is enabled for collection export:  update 
bg_collection_configuration set collectionexportflag = 'Y' where shortname = 
'&lt;C5_SHORTNAME&gt;' and versionid = &lt;C5_VERSIONID&gt; 

  

28 <i>Request the manual export of all 5 collections.</i>  #comment 
29 Ensure all 5 collections are listed in a text file (e.g., collections.txt):  

&lt;C1_SHORTNAME&gt;.&lt;C1_VERSIONID&gt; 
&lt;C2_SHORTNAME&gt;.&lt;C2_VERSIONID&gt; 
&lt;C3_SHORTNAME&gt;.&lt;C3_VERSIONID&gt; 
&lt;C4_SHORTNAME&gt;.&lt;C4_VERSIONID&gt; 
&lt;C5_SHORTNAME&gt;.&lt;C5_VERSIONID&gt; 

  

30 Manually export all 5 collections:  ./EcBmBMGTManualStart 
&lt;MODE&gt; --metc --collectionfile /path/to/collections.txt 

  

31 <i>V-1 Verify that the manual export request in S-1 results in the export of 
an HTTP DELETE for collection b, an HTTP PUT containing metadata for 
collection e, and no export for collections a, c and d.</i> 

 #comment 

32 Verify the TCP proxy (or mock ECHO) log shows no export of collection C1.   
33 Verify the TCP proxy (or mock ECHO) log shows an HTTP DELETE for 

collection C2.  (There may be more than one HTTP request, e.g., if there are 
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# Action Expected Result Notes 
network issues.) 

34 Verify the TCP proxy (or mock ECHO) log shows no export of collection C3.   
35 Verify the TCP proxy (or mock ECHO) log shows no export of collection C4.   
36 Verify the TCP proxy (or mock ECHO) log shows an HTTP PUT for 

collection C5.  (There may be more than one HTTP request, e.g., if there are 
network issues.) 

  

37 Verify the TCP proxy (or mock ECHO) log shows the PUT for collection C5 
includes full collection metadata. 

  

38 <i>V-4 Verify that the operations in S-1 – S-3 result in a message printed to 
the log indicating that collections c and d cannot be exported as they are not 
enabled or are not installed.</i> 

 #comment 

39 Verify the BMGT Manual log includes a message indicating that collection 
C3 could not be not exported because it was not enabled or not installed. 

  

40 Verify the BMGT Manual log includes a message indicating that collection 
C4 could not be not exported because it was not enabled or not installed. 

  

41 <i>S-2 Repeat S-1, but specify that the operation should be an insert only 
export.</i> 

 #comment 

42 Manually export all 5 collections as insert only:  ./EcBmBMGTManualStart 
&lt;MODE&gt; --metc --insertonly --collectionfile /path/to/collections.txt 

  

43 <i>V-2 Verify that the operation in S-2 results in no export for collections a-
d, and an HTTP PUT containing metadata for collection e.</i> 

 #comment 

44 Verify the TCP proxy (or mock ECHO) log shows no export of collection C1.   
45 Verify the TCP proxy (or mock ECHO) log shows no export of collection C2.   
46 Verify the TCP proxy (or mock ECHO) log shows no export of collection C3.   
47 Verify the TCP proxy (or mock ECHO) log shows no export of collection C4.   
48 Verify the TCP proxy (or mock ECHO) log shows an HTTP PUT for 

collection C5.  (There may be more than one HTTP request, e.g., if there are 
network issues.) 

  

49 Verify the TCP proxy (or mock ECHO) log shows the PUT for collection C5 
includes full collection metadata. 

  

50 <i>V-4 Verify that the operations in S-1 – S-3 result in a message printed to 
the log indicating that collections a, c and d cannot be exported as they are 
either not enabled or not installed.</i> 

 #comment 

51 Verify the BMGT Manual log includes a message indicating that collection 
C3 could not be not exported because it was not installed. 

  

52 Verify the BMGT Manual log includes a message indicating that collection   
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# Action Expected Result Notes 
C4 could not be not exported because it was not installed. 

53 <i>S-3 Repeat S-1, but specify that the operation should be a delete only 
export.</i> 

 #comment 

54 Manually export all 5 collections as delete only:  ./EcBmBMGTManualStart 
&lt;MODE&gt; --metc --deleteonly --collectionfile /path/to/collections.txt 

  

55 <i>V-3 Verify that the operation in S-3 results in the export of an HTTP 
DELETE for collection b, and no exports for collections a, and c-e.</i> 

 #comment 

56 Verify the TCP proxy (or mock ECHO) log shows no export of collection C1.   
57 Verify the TCP proxy (or mock ECHO) log shows an HTTP DELETE for 

collection C2.  (There may be more than one HTTP request, e.g., if there are 
network issues.) 

  

58 Verify the TCP proxy (or mock ECHO) log shows no export of collection C3.   
59 Verify the TCP proxy (or mock ECHO) log shows no export of collection C4.   
60 Verify the TCP proxy (or mock ECHO) log shows no export of collection C5.   
61 <i>V-4 Verify that the operations in S-1 – S-3 result in a message printed to 

the log indicating that collections a, c and d cannot be exported as they are 
either not enabled or not installed.</i> 

 #comment 

62 Verify the BMGT Manual log includes a message indicating that collection 
C1 could not be not exported because it was either not enabled or not 
installed. 

  

63 Verify the BMGT Manual log includes a message indicating that collection 
C3 could not be not exported because it was either not enabled or not 
installed. 

  

64 Verify the BMGT Manual log includes a message indicating that collection 
C4 could not be not exported because it was either not enabled or not 
installed. 

  

 
 
TEST DATA: 
Crit id Crit ccr no Test Data Description Data Type Requirements Metadata Requirements Volume Requirements Size Requirements Data Location Readiness 
Status 4 collections 
 
EXPECTED RESULTS: 
V 160 1 Verify that the manual export request in S-1 results in the export of HTTP DELETEs for collections a-c, and an HTTP PUT containing metadata for 
collection d. V 160 2 Verify that the operation in S-2 results in no export for collections a-c, and an HTTP PUT containing metadata for collection d. V 160 3 
Verify that the operation in S-3 results in the export of HTTP DELETEs for collections a-c. 
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1122 MANUAL EXPORT - GRANULE DELETE (ECS-ECSTC-3532) 

DESCRIPTION: 
S 190 1 [Manual Export - Granule Delete] Request the manual export of metadata for a single granule which is logically or physically deleted. S 190 2 Request 
the manual export of metadata fro granules in a specified collection. Ensure that the collection contains at least one logically deleted granule. S 190 3 Request, in 
a single manual operation, specifying the export of deletes-only, the export of metadata for the following: a) Normal granule b) Logically deleted granule. c) 
Physically deleted granule (specify Short Name, VersionId and GranuleId) 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Login as cmshared on f5oml01v and set view to AUTOTEST   
2 setenv MODE OPS   
3 cd /ecs/formal/COMMON/automation/autotest directory   
4 Run the following cucumber feature file: cucumber 

features/bmgt/ManualExport_Granule_Delete.feature 
  

5 Verify that the scenario is passed   

 
 
TEST DATA: 
Crit id Crit ccr no Test Data Description Data Type Requirements Metadata Requirements Volume Requirements Size Requirements Data Location Readiness 
Status 3 collections with at least 3 granules 
 
EXPECTED RESULTS: 
V 190 1 Verify that the export operation in S-1 results in the export of a single HTTP DELETE. V 190 2 Verify that the export operation in S-2 results in the 
export of a single HTTP DELETE for each logically deleted granule in the specified collection, as well as HTTP PUTs for each non deleted granule. V 190 3 
Verify that the operation in S-3 is in a complete state and the following are exported for each respective operation: a) No export b) HTTP DELETE c) HTTP 
DELETE 
 

1123 LONG FORM VERIFICATION - COLLECTION (ECS-ECSTC-3533) 

DESCRIPTION: 
S 420 1 [Long Form Verification – Collection] Request the verification of metadata for a specified collection. S 420 2 For at least two collections, request the 
manual export of collection metadata, and save off the exported XML for use in verification 
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PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Login as cmshared on f5oml01v and set view to AUTOTEST   
2 setenv MODE OPS   
3 cd /ecs/formal/COMMON/automation/autotest directory   
4 Run the following cucumber feature file: cucumber 

features/bmgt/Longform_Collection_Export.feature 
  

5 Verify that the scenario is passed   

 
 
TEST DATA: 
Crit id Crit ccr no Test Data Description Data Type Requirements Metadata Requirements Volume Requirements Size Requirements Data Location Readiness 
Status 1 Collection 
 
EXPECTED RESULTS: 
V 420 1 Verify that the operation in S-1 results in the export of a single HTTP PUT containing the full metadata of the requested collection and containing an 
HTTP query parameter which indicates that the request is for verification purposes. V 420 2 For the collection whose manual exported metadata was obtained in 
S-2, verify that the verification metadata is identical to this manual exported metadata . 
 

1124 LONG FORM VERIFICATION - GRANULE (ECS-ECSTC-3534) 

DESCRIPTION: 
S 410 1 [Long Form Verification - Granule] Request the long form verification of granule metadata for a single granule. S 410 2 Request the long form 
verification of granule metadata for all granules in specified collection, ensuring that the collection includes some granules in the following categories: a) 
Granules with browse links b) Public granules c) Granules with restriction flag set S 410 3 For at least two granules in S-1 and S-2, request the manual export of 
granule metadata, and save off the exported XML for use in verification 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Login as cmshared on f5oml01v and set view to AUTOTEST   
2 setenv MODE OPS   
3 cd /ecs/formal/COMMON/automation/autotest directory   
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# Action Expected Result Notes 
4 Run the following cucumber feature file: cucumber 

features/bmgt/Longform_Granule_Export.feature 
  

5 Verify that the scenario is passed   

 
 
TEST DATA: 
Crit id Crit ccr no Test Data Description Data Type Requirements Metadata Requirements Volume Requirements Size Requirements Data Location Readiness 
Status 410 1 collection 1 science granule 410 1 collection 4 science, 2 browse 
 
EXPECTED RESULTS: 
V 410 1 Verify that the export operation in S-1 results in the export of a single HTTP PUT containing the full granule metadata of the requested granule and 
containing an HTTP query parameter which indicates that the request is for verification purposes. V 410 2 Verify that the export operation in S-2 results in the 
export of a single HTTP PUT containing the full granule metadata for each granule in the specified collection and containing an HTTP query parameter which 
indicates that the request is for verification purposes. V 410 3 Verify that the verification metadata for the granules in S-2 contains the expected metadata 
including: a) URLs for Browse links b) Science, Metadata, and ancillary file (if appropriate) URLs for public granules. c) Restriction flag for restricted granules. 
V 410 4 For the granules whose manual exported metadata was obtained in S-3, verify that the verification metadata is identical to this manual exported 
metadata[TR1][TG2] . 
 

1125 LONG FORM VERIFICATION - INSERT TIME (ECS-ECSTC-3535) 

DESCRIPTION: 
S 430 1 [Long Form Verification - Insert Time] Identify two granules within a collection and their insert times. Ensure that there are other granules inserted in 
between those times within the same collection. Request the verification of granule metadata for all granules in the collection, specifying the colelcion, the 
datetime range defined by the two identified insert times and specifying that the range shall apply to insert times. S 430 2 Identify two collections and their insert 
times. Ensure that there are other collections inserted between those times. Request the verification of collection metadata, without specifying a collection, but 
specifying the datetime range defined by the two identified insert times and specifying that the range shall apply to insert times. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Login as cmshared on f5oml01v and set view to AUTOTEST   
2 setenv MODE OPS   
3 cd /ecs/formal/COMMON/automation/autotest directory   
4 Run the following cucumber feature file: cucumber 

features/bmgt/Longform_InsertTime_Export.feature 
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# Action Expected Result Notes 
5 Verify that the scenario is passed   

 
 
TEST DATA: 
Crit id Crit ccr no Test Data Description Data Type Requirements Metadata Requirements Volume Requirements Size Requirements Data Location Readiness 
Status 4 collections with granules 
 
EXPECTED RESULTS: 
V 430 1 Verify that the export operation in S-1 results in the export of a single HTTP PUT containing the full granule metadata for each granule in the specified 
collection which was inserted during the specified time range (with the exception noted in V-2). Verify that the requests contain an HTTP query parameter which 
indicates that the request is for verification purposes. V 430 2 Verify that the granule which was inserted at the start time of the specified range is exported, but 
that the granule inserted at the end of the range is not. V 430 3 Verify that the export operation in S-2 results in the export of a single HTTP PUT containing the 
full collection metadata for each collection which was inserted during the specified time range (with the exception noted in V-4). Verify that the requests contain 
an HTTP query parameter which indicates that the request is for verification purposes. V 430 4 Verify that the collection which was inserted at the start time of 
the specified range is exported, but that the collection inserted at the end of the range is not. 
 

1126 LONG FORM VERIFICATION - LAST UPDATE TIME (ECS-ECSTC-3536) 

DESCRIPTION: 
S 440 1 [Long Form Verification - Last Update Time] Identify two granules within a collection and their last update times. Ensure that there are other granules 
updated in between those times within the same collection. Request the verification of granule metadata for all granules in the collection, specifying the datetime 
range defined by the two identified update times and specifying that the range shall apply to last update times. S 440 2 Identify two collections and their last 
update times. Ensure that there are other collections updated between those times. Request the verification of collection metadata, without specifying a collection, 
but specifying the datetime range defined by the two identified update times and specifying that the range shall apply to last update times. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Login as cmshared on f5oml01v and set view to AUTOTEST   
2 setenv MODE OPS   
3 cd /ecs/formal/COMMON/automation/autotest directory   
4 Run the following cucumber feature file: cucumber 

features/bmgt/Longform_LastUpdate_Export.feature 
  

5 Verify that the scenario is passed   
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TEST DATA: 
Crit id Crit ccr no Test Data Description Data Type Requirements Metadata Requirements Volume Requirements Size Requirements Data Location Readiness 
Status 4 collections with granules 
 
EXPECTED RESULTS: 
V 440 1 Verify that the export operation in S-1 results in the export of a single HTTP PUT containing the full granule metadata for each granule in the specified 
collection which was updated during the specified time range (with the exception noted in V-2). Verify that the requests contain an HTTP query parameter which 
indicates that the request is for verification purposes. V 440 2 Verify that the granule which was updated at the start time of the specified range is exported, but 
that the granule updated at the end of the range is not. V 440 3 Verify that the export operation in S-2 results in the export of a single HTTP PUT containing the 
full collection metadata for each collection which was updated during the specified time range (with the exception noted in V-4). Verify that the requests contain 
an HTTP query parameter which indicates that the request is for verification purposes. V 440 4 Verify that the collection which was updated at the start time of 
the specified range is exported, but that the collection updated at the end of the range is not. 
 

1127 LONG FORM VERIFICATION - GRANULE UPDATES (ECS-ECSTC-3537) 

DESCRIPTION: 
S 450 1 [Long Form Verification - Granule Updates] Record the start time of the criteria. Identify the following public collections for use in this test: AMSR 
collection configured for QA and PH. Collection configured for HDF MAP. S 450 2 Publish a hidden QA granule linked to a science granule in one of the 
selected collections. S 450 3 Publish a hidden PH granule linked to a science granule in one of the selected collections. S 450 4 Regenerate the HDF_MAP for a 
science granule in one of the selected collections. S 450 5 Using the command line utility or GUI, request the verification of granule metadata for the chosen 
collection, specifying a start time equal to the beginning time of the test (leave end time blank), and specifying selection by update time. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Login as cmshared on f5oml01v and set view to AUTOTEST   
2 setenv MODE OPS   
3 cd /ecs/formal/COMMON/automation/autotest directory   
4 Run the following cucumber feature file: cucumber 

features/bmgt/Longform_Granule_Updates_Export.feature 
  

5 Verify that the scenario is passed   
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TEST DATA: 
Crit id Crit ccr no Test Data Description Data Type Requirements Metadata Requirements Volume Requirements Size Requirements Data Location Readiness 
Status Collection C1 1 QA with 1 science granule 1 PH with 1 Science granule Collection C2 HDF Map generation capable granules 
 
EXPECTED RESULTS: 
V 450 1 Verify that the granules used for S-2 - S-4 are exported by BMGT. V 450 2 Verify that the exports of the granules in S-2 - S-4 contain the full granule 
metadata, including, as applicable, the QA, PH, and HDF map URLS (reflecting the correct URLs after the update). 
 

1128 LONG FORM VERIFICATION - INVOCATION VIA COMMAND LINE - B) GRANULES IN 
GRANULE FILE (ECS-ECSTC-3538) 

DESCRIPTION: 
S 492 1 [Long Form Verification – Invocation via Command Line] From the command line invoke verification export of metadata for the following: Multiple 
granules, specified on the command line. Multiple granules, specified in an input file. All granules in a collection, specified on the command line. All granules in 
a collection, specified in an input file. Multiple collections, specified on the command line. Multiple collections, specified in an input file. All collections and 
granules in a Datapool Group, specified on the command line. All collections and granules in a Datapool Group, specified in an input file. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 <i>Use /tools/common/test/BE_82_01/bin/xpath to search for XML 

elements.</i> 
 #comment 

3 Ensure BMGT configuration is complete and correct (config files, properties 
files, database settings, etc.). 

  

4 Ensure a PostgreSQL prompt is available and connected to the ecs 
database:<br />/tools/postgres/current32/bin/psql -U ${USERNAME} -h 
f4dbl03 -d ecs<br />select public.set_search_path('AIM', '${MODE}');show 
search_path; 

Should list the schemas installed in the 
mode.Should include 
'aim_${MODE}'. 

 

5 Ensure test collections C1, C2, C3 are installed. E.g., the DPL Ingest GUI 
shows the collections as configured datatypes. 

  

6 Ensure test collections C1, C2, C3 are enabled for collection and granule 
export:select  granuleexportflag , collectionexportflagfrom 
bg_collection_configurationwhere shortname = ${SHORTNAME}and 
versionid = ${VERSIONID}If either export flag is not 'Y', set them:update 
bg_collection_configurationset collectionexportflag = 'Y', granuleexportflag 
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# Action Expected Result Notes 
= 'Y'where shortname = ${SHORTNAME}and versionid = 
${VERSIONID}If the collections were newly enabled for export in this step, 
wait for them and their granules to be exported. 

7 Ensure ECHO has the test collections' metadata. For each of C1, C2, C3,curl 
-k -H Echo-Token:${TOKEN} https://testbed.echo.nasa.gov/catalog-
rest/providers/${PROVIDERID}/${URL_ENCODED_DATASETID}If 
ECHO is missing the collection, export it:EcBmBMGTManualStart 
${MODE} --metc --collections ${SHORTNAME}.${VERSIONID} 

  

8 Ensure the test granules g1_C1, g2_C1, g1_C2, g2_C2, g1_C3, g2_C3 are in 
AIM (2 granules per collection):select shortname, versionid, granuleidfrom 
amgranulewhere localgranuleid in ('${LOCALGRANULEID}', ...)If needed, 
ingest the granules into the public data pool. 

Should return 6 rows.  

9 Ensure a mock ECHO or TCP proxy is capturing BMGT traffic.   
10 <i>Setup</i>  #comment 
11 <i>S-1 From the command line invoke verification export of metadata for the 

following:    b) Multiple granules, specified in an input file.</i> 
 #comment 

12 Write the test granule IDs to a text file, granules.txt.   
13 Note the current time as t0.   
14 EcBmBMGTManualStart &lt;MODE&gt; --long --metg -gf 

/path/to/granules.txt 
  

15 <i>V-1 Verify that the operation in S-1 results in the following exports:    b) 
Single HTTP PUT.</i> 

 #comment 

16 Verify that the TCP proxy log 
(/tools/common/test/BE_82_01/proxy/&lt;MODE&gt;/tcp.log) shows, after 
time t0, a single HTTP PUT request for each granule g1_C1, g1_C2, g1_C2, 
g2_C2,g1_C3, g2_C3 listed in granules.txt. 

  

17 Verify that the TCP proxy log shows each granule's URL ends in 
'?semantic_diff=true'. For example,PUT /catalog-
rest/providers/DEV08/granules/SC%3AD5TES1.001%3A87900?semantic_di
ff=true HTTP/1.1 

  

18 Create another file with invalid granuleids   
19 EcBmBMGTManualStart  --long --metg -gf /path/to/invalid_granules.txt   
20 Verify that the TCP proxy log does not have any PUTs   
21 Verify that the manual driver logs do not have any exceptions   
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TEST DATA: 
refer to test case 669 
 
EXPECTED RESULTS: 
V 492 1 Verify that the operation in S-1 results in the following exports: Single HTTP PUT. Single HTTP PUT. HTTP PUT for each granule in the collection. 
HTTP PUT for each granule in the collection. HTTP PUT for each specified collection. HTTP PUT for each specified collection. HTTP PUT for each granule 
and collection in the specified group. HTTP PUT for each granule and collection in the specified group. 
 

1129 INCREMENTAL VERIFICATION - NOMINAL (ECS-ECSTC-3539) 

DESCRIPTION: 
S 520 1 [Incremental Verification – Nominal] Choose an ECS inventory that includes at least one hundred thousand (100,000) science granules that are eligible 
for ECHO export and covers at least three different collections. Configure a time period increment for automatic verification that is not in excess of one month 
and no less than one week. Configure the maximum incremental export operation size such that none of the incremental verifications performed during the test 
will encounter the export size limit, i.e., the number of inserted/updated granules within the time increment never exceeds the maximum export size. Ensure that 
all collections in the mode are completely unverified, resetting the verification status if necessary. S 520 2 Initiate incremental verification repeatedly until there 
are no more granules to verify. Ensure that no other operations are going on in the system which would cause the update of any granules. Ensure that the 
incremental start utility requires the ECS mode as a command line option. It is acceptable to use a cron job or script to automate the initiation of incremental 
verification S 520 3 Once incremental verification has completed and verified the entire inventory, perform some granule inserts and updates. Pause automatic 
export before making these updates so that the events are not automatically exported. Ensure that at least some of the updated granules are each of the following: 
a) In the public datapool b) Have browse links c) Are restricted. S 520 4 Initiate another incremental verification export. S 520 5 Resume Automatic export and 
allow it to pick up and export the events in S-3. S 520 6 Initiate another incremental verification export. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure no activity other than the test will occur in the mode for the duration 

of the test. 
  

3 Ensure BMGT configuration is current and correct (config files, properties 
files, database settings). 

  

4 Ensure a PostgreSQL prompt is available and connected to the ecs database.   
5 Ensure test data is available under 

/sotestdata/DROP_802/BE_82_01/Criteria/520. 
  

6 Ensure collections C1..C10 are installed. E.g., ensure the DPL Ingest GUI 
shows C1..C10 as configured datatypes. 

  

7 Ensure collections C1..C10 are enabled for collection and granule export:<br   
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# Action Expected Result Notes 
/><br />update bg_collection_configuration<br />set collectionexportflag = 
'Y', granuleexportflag = 'Y'<br />where (shortname = 
'&lt;C1_SHORTNAME&gt;' and versionid = &lt;C1_VERSIONID&gt;)<br 
/>or (shortname = '&lt;C2_SHORTNAME&gt;' and versionid = 
&lt;C2_VERSIONID&gt;)<br />...<br />or (shortname = 
'&lt;C10_SHORTNAME&gt;' and versionid = &lt;C10_VERSIONID&gt;) 

8 Ensure collections C1..C1 exist in ECHO.   
9 Ensure all test granules exist in ECHO.   
10 Update bg_collection_status set lastupdateverified = now() where collectionid 

in ( ) 
  

11 Ensure a TCP proxy or mock ECHO is capturing BMGT traffic.   
12    
13 <i>Setup</i>  #comment 
14 <i>S-1 Choose an ECS inventory that includes at least one hundred thousand 

(100,000) science granules that are eligible for ECHO export and covers at 
least three different collections.</i> 

 #comment 

15 <i>Configure a time period increment for automatic verification that is not in 
excess of one month and no less than one week.</i> 

 #comment 

16 <i>Configure the maximum incremental export operation size such that none 
of the incremental verifications performed during the test will encounter the 
export size limit, i.e., the number of inserted/updated granules within the time 
increment never exceeds the maximum export size.</i> 

 #comment 

17 <i>Ensure that all collections in the mode are completely unverified, resetting 
the verification status if necessary.</i> 

 #comment 

18 Ensure that the collections C1..C10 have a large number of granules in AIM 
(1000 in the EDF; about 100 000 in the PVC) 

  

19 Configure BMGT.Incremental.Duration = 10 ( the interval is in days).   
20 Configure BMGT.Verification.MaxGranules to 1000 in the EDF or 10 000 in 

the PVC. Also set maxgranulestoverify = 50 per collection in 
bg_collection_configuration table 

  

21 In the BMGT GUI, reset verification status for all collections to be unverified 
or 0%. 

  

22 <i>V-1 Inspect the verification report in the BMGT GUI before performing 
any incremental verification, and verify that the overall verification 
percentage as well as that for each collection and group, is equal to 0%.</i> 

 #comment 

23 In the BMGT GUI System Status tab, verify that the overall verification 
percentage is displayed as 0% 
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# Action Expected Result Notes 
24 In the BMGT GUI System Status tab, verify that verification percentage is 

displayed as 0%  for each collection and group in the mode 
  

25 <i>S-2 Initiate incremental verification repeatedly until there are no more 
granules to verify.</i> 

 #comment 

26 Ensure that no other operations are going on in the system which would cause 
the update of any granules. 

  

27 Ensure that the incremental start utility requires the ECS mode as a command 
line option.<br />It is acceptable to use a cron job or script to automate the 
initiation of incremental verification. 

  

28 Ensure that there are no ingest, delete, or update operations ocurring in the 
mode 

  

29 Ensure the TCP proxy log will have only requests exported during this 
test:<br /><br />Stop the TCP proxy.<br />Move the log to a new name.<br 
/>Start the proxy. 

  

30 ./EcBmBMGTManualStart &lt;MODE&gt; --incremental   
31 <i>V-2 After each of the first two incremental iterations, inspect the logs and 

export request queue to ensure that all granules whose last update falls within 
the time period covered by the iteration were added to the request queue.</i> 

 #comment 

32 Verify that for the first two incremantal iterations, any granule that falls 
between min(lastupdateverified) and min(lastupdateverified) in 
bg_collection_status table  +  10 * (BMGT.Incremental.Duration) in 
bg_configuration_property 

  

33 Verify that after running multiple incremental iterations, each of the granules 
in each of the Collections C1..C10 in the mode &lt;MODE&gt; have been 
added to the export request queue - check bg_export_request table. 

  

34 <i>V-3 Inspect the log file to verify that for each Incremental verification 
initiation, no more than the configured number of granules is enqueued.</i> 

 #comment 

35 Verify that for each incremental iteration, the total number of granules is less 
than or equal to BMGT.Verification.MaxGranules 

  

36 Verify that for each incremental iteration, the total number of granules for 
each collection is less than or equal to 10 * 
bg_collection_configuration.maxgranulestoverify for the given collection. 

  

37 <i>V-4 Verify that when each verification process is started, a message is 
printed to the log, followed by another message when all requests have been 
added to the queue.  Verify that the logs are written to the conventional ECS 
location (i.e. under /usr/ecs/&lt;MODE&gt;/CUSTOM/logs) and indicate the 
time at which the verification export driver started and completed, as well as 

 #comment 
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# Action Expected Result Notes 
how many items were enqueued for export, how many were added per 
collection, and the time span represented by the update times of the added 
granules.</i> 

38 Verify that the bmgt log is written under 
/usr/ecs/&lt;MODE&gt;/CUSTOM/logs/EcBmBMGTManualDriver.log 

  

39 Verify that the bmgt log indicates the time when the incremental verification 
was started. 

  

40 Verify that the bmgt log indicates the time when all request have been added 
to the queue 

  

41 Verify that the bmgt log indicated the time when verification export was 
started. 

  

42 Verify that the bmgt log indicated the time when verification export was 
completed. 

  

43 Verify that the bmgt log indicates the time span of the verified granules in the 
iteration. 

  

44 <i>V-5 Inspect the verification report in the BMGT GUI after the first two 
incremental verification iterations to verify that the overall verification 
percentage increases as well as that for the collections and groups which were 
selected for export.</i> 

 #comment 

45 Verify the overall verification percentage increases after the first two 
iterations 

  

46 Verify the verification percentage for collections C1 - C10 increases after the 
first two iterations 

  

47 Verify the overall verification percentage  = 100% after running multiple 
incremental iterations 

  

48 Verify that the verification percentage for Collections C1..C10 = 100% after 
running multiple incremental iterations. 

  

49 <i>V-7 Verify that when verification is complete, in S-2, across all 
incremental exports, every eligible granule has been exported exactly once. 
This can be done at a coarse level, ensuring that the number of exports per 
collection is as expected.</i> 

 #comment 

50 Save the TCP proxy log, and start a new one:<br /><br />Stop the TCP 
proxy.<br />Move the log to a new name.<br />Start the proxy. 

  

51 Save eligible granule counts to a file:<br /><br />select count(g.granuleid), 
esdt(g.shortname, g.versionid)<br />from amgranule g<br />join 
DsGeESDTConfiguredType t<br />on (g.shortname = t.configuredname<br 
/>and g.versionid = t.versionid)<br />join bg_collection_configuration 
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# Action Expected Result Notes 
bcc<br />on g.collectionid = bcc.collectionid<br />where 
g.deleteeffectivedate is null<br />and g.deletefromarchive != 'Y'<br />and 
t.esdtstate = 'installed'<br />and bcc.collectionexportflag = 'Y'<br />and 
bcc.granuleexportflag = 'Y'<br />group by g.shortname, g.versionid<br 
/>order by g.shortname, g.versionid 

52 Save the exported granule counts to a file:<br /><br />sed -n 's/^PUT \/[^ 
]*\/granules\/SC%3A\([^%]*\)%3A.*/| \1/p' tcp.log | sort | uniq -c &amp;gt; 
exported_counts.txt 

  

53 Verify the number of granules eligible for export per collection matches the 
number found in the TCP proxy log:<br /><br />diff -w eligible_counts.txt 
exported_counts.txt 

  

54 <i>V-11 Verify that each of the verification export requests results in exactly 
one export to ECHO (or an ECHO stand-in).  Each Export shall take the form 
of a single HTTP PUT request containing the full granule metadata  and an 
HTTP query parameter  which indicates that the request is for verification 
purposes.</i> 

 #comment 

55 Verify that the TCP proxy shows that each verification export is a single 
HTTP PUT request. 

  

56 Verify that the TCP proxy shows that the request has the HTTP query 
parameter &quot;semantic_diff=true&quot; indicating it is for verification 
purposes. 

  

57 <i>V-12 Verify that each incremental interval also queues and exports for 
each collection which has granules included in the incremental interval, the 
export of the associated collection metadata.  This export shall take the form 
of a single HTTP PUT request per collection, containing the full collection 
metadata and an HTTP query parameter  indicating that the request is for 
verification purposes.</i> 

 #comment 

58 Verify that the TCP proxy shows a HTTP PUT request with Collection 
metadata for Collections C1..C10. 

  

59 Verify that the TCP proxy shows that the request is for verification purposes.   
60 <i>S-3 Once incremental verification has completed and verified the entire 

inventory, perform some granule inserts and updates.</i> 
 #comment 

61 <i>Pause automatic export before making these updates so that the events are 
not automatically exported.</i> 

 #comment 

62 <i>Ensure that at least some of the updated granules are each of the 
following:</i> 

 #comment 

63 <i>a) In the public datapool</i>  #comment 
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# Action Expected Result Notes 
64 <i>b) Have browse links</i>  #comment 
65 <i>c) Are restricted.</i>  #comment 
66 Pause the EVENT queue via the BMGT GUI, so requests are queued and in 

PENDING state and will not be picked up by incremental verification. 
  

67 <i>a) In the public datapool</i>  #comment 
68 Ingest Science granules g1..g10 into Collection C1 with default publishing 

on. 
  

69 <i>b) Have browse links</i>  #comment 
70 Ingest Science granules g11..g20 into Collection C2 with default publishing 

on. 
  

71 <i>c) Are restricted.</i>  #comment 
72 Choose or create a restriction flag:<br /><br />select * from 

dsmdrestrictionflag<br />-OR-<br />insert into dsmdrestrictionflag<br 
/>values(128, 'BE_82_01 Crit 520') 

  

73 Add the restriction flag to granules g21, g22:<br /><br />insert into 
dsmdgranulerestriction<br />values(&lt;GRANULE_ID&gt;, 128) 

  

74 <i>S-4 Initiate another incremental verification export.</i>  #comment 
75 ./EcBmBMGTManualStart -mode &lt;MODE&gt; --incremental   
76 <i>V-8 Verify that the export attempt in S-4 results in a warning message 

indicating that there are no granules eligible for incremental verification and 
that no granules are added to the queue.</i> 

 #comment 

77 Verify that there are no granules queued for verification export   
78 <i>S-5 Resume Automatic export and allow it to pick up and export the 

events in S-3.</i> 
 #comment 

79 Resume the Event queue in the BMGT GUI.   
80 Verify that each of the granules in each of the g1..g10 in Collection C1 have 

been added to the export request queue. - check bg_export_request table or 
the bmgt GUI 

  

81 Verify that the bmgt logs also include the export of each of the granules in 
C1..C10 in Collection C1. 

  

82 Verify that each of the granules in each of the g11..g20 in Collection C2 have 
been added to the export request queue. - check bg_export_request table or 
the bmgt GUI 

  

83 Verify that  the bmgt logs also include the export of each of the granules in 
g11..g20 in Collection C2. 

  

84 Verify that each of the granules in each of the g21..g22 in Collection C3 have   



 

3101 
 

# Action Expected Result Notes 
been added to the export request queue. - check bg_export_request table or 
the bmgt GUI 

85 Verify that  the bmgt logs also include the export of each of the granules in 
g21..g22 in Collection C3. 

  

86 <i>S-6 Initiate another incremental verification export.</i>  #comment 
87 ./EcBmBMGTManualStart &lt;MODE&gt; --incremental   
88 <i>V-2 After each of the first two incremental iterations, inspect the logs and 

export request queue to ensure that all granules whose last update falls within 
the time period covered by the iteration were added to the request queue.</i> 

 #comment 

89 Verify that each of the granules in each of the g1..g10 in Collection C1 have 
been added to the export request queue. <br />- check bg_export_request 
table or the bmgt GUI 

  

90 Verify that the bmgt logs also include the export of each of the granules in 
C1..C10 in Collection C1. 

  

91 Verify that each of the granules in each of the g11..g20 in Collection C2 have 
been added to the export request queue. <br />- check bg_export_request 
table or the bmgt GUI 

  

92 Verify that the bmgt logs also include the export of each of the granules in 
C11..C20 in Collection C2. 

  

93 Verify that each of the granules in each of the g21..g22 in Collection C3 have 
been added to the export request queue. <br />- check bg_export_request 
table or the bmgt GUI 

  

94 Verify that  the bmgt logs also include the export of each of the granules in 
g21,.g22 in Collection C3. 

  

95 <i>V-3 Inspect the log file to verify that for each Incremental verification 
initiation, no more than the configured number of granules is enqueued.</i> 

 #comment 

96 Verify that for each incremental iteration, the total number of granules is less 
than or equal to BMGT.Verification.MaxGranules 

  

97 Verify that for each incremental iteration, the total number of granules for 
each collection is less than or equal to 
bg_collection_configuration.maxgranulestoverify for the given collection. 

  

98 <i>V-4 Verify that when each verification process is started, a message is 
printed to the log, followed by another message when all requests have been 
added to the queue.  Verify that the logs are written to the conventional ECS 
location (i.e. under /usr/ecs/&lt;MODE&gt;/CUSTOM/logs) and indicate the 
time at which the verification export driver started and completed, as well as 
how many items were enqueued for export, how many were added per 

 #comment 
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# Action Expected Result Notes 
collection, and the time span represented by the update times of the added 
granules.</i> 

99 Verify that the bmgt log is written under 
/usr/ecs/&lt;MODE&gt;/CUSTOM/logs/EcBmBMGTManualDriver.log 

  

100 Verify that the bmgt log indicates the time when the incremental verification 
was started. 

  

101 Verify that the bmgt log indicates the time when all request have been added 
to the queue 

  

102 Verify that the bmgt log indicated the time when verification export was 
started. 

  

103 Verify that the bmgt log indicated the time when verification export was 
completed. 

  

104 Verify that the bmgt log indicates the time span of the verified granules in the 
cycle. 

  

105 <i>V-5 Inspect the verification report in the BMGT GUI after the first two 
incremental verification iterations to verify that the overall verification 
percentage increases as well as that for the collections and groups which were 
selected for export.</i> 

 #comment 

106 Verify the overall verification percentage  = 100%   
107 Verify that the verification percentage for Collections C1..C10 = 100%   
108 <i>V-9 Verify that the export attempt in S-6 results in the queueing and 

export of the granules which were updated in S-3</i> 
 #comment 

109 <i>V-10 Verify that the bodies of the verification exports in S-6 are exactly 
the same as the bodies of the automatic exports in</i> 

 #comment 

110 <i>S-5, including datapool URLs and restriction flags.  Note that it is 
allowable for the verification to include additional exports not in the 
automatic export, e.g. the collection metadata for all collections for which 
there is a granule export.</i> 

 #comment 

111 Compare the granule metadata in the tcp log between the automatic export 
(S-5) and verification export (S-6) to verify that they are identical.<br /><br 
/>NOTE: The verification exports will have collection exports for any 
granule exports in the collection. 

  

112 If there are extra collection exports in the verification, these can be ignored.   
113 <i>V-11 Verify that each of the verification export requests results in exactly 

one export to ECHO (or an ECHO stand-in).  Each Export shall take the form 
of a single HTTP PUT request containing the full granule metadata  and an 
HTTP query parameter  which indicates that the request is for verification 

 #comment 
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# Action Expected Result Notes 
purposes.</i> 

114 Verify that the TCP proxy shows that each verification export is a single 
HTTP PUT request. 

  

115 Verify that the TCP proxy shows that the request has the HTTP query 
parameter &quot;semantic_diff=true&quot; indicating it is for verification 
purposes. 

  

116 <i>V-12 Verify that each incremental interval also queues and exports for 
each collection which has granules included in the incremental interval, the 
export of the associated collection metadata.  This export shall take the form 
of a single HTTP PUT request per collection, containing the full collection 
metadata and an HTTP query parameter  indicating that the request is for 
verification purposes.</i> 

 #comment 

117 Verify that the TCP proxy shows a HTTP PUT request with Collection 
metadata for Collections C1...C10. 

  

118 Verify that the TCP proxy shows that the request is for verification 
purposeses (the url will contain a query parameter 
&quot;xmldiff=true&quot;). 

  

119 <i>V-13 Verify that the database and the log files contain information on the 
process of each request through the system such that it is possible to identify 
when the metadata was generated, when the export was sent to ECHO, and 
when the response was received, etc.</i> 

 #comment 

120 Verify that the bmgt logs and database show when the request was generated 
for each verification request. 

  

121 Verify that the bmgt logs and database show when the metadata was 
generated for each verification request. 

  

122 Verify that the bmgt logs and database show when the export was sent to 
ECHO. 

  

123 Verify that the bmgt logs and database show when the response was received 
for each verification request. 

  

124 <i>V-14 Verify that the BMGT GUI displays the completed export events, 
indicating that they were the result of an incremental verification export.  
Verify that it indicates that the requests were successfully exported and 
indicates the time of export as well as granule or ID.</i> 

 #comment 

125 In the BMGT GUI export request tab, filter the request to veiw only those 
items on the INCR queue 

  

126 Verify that each request is listed in the SUCCESS state.   
127 Verify that each request has the associated granule or collection id listed.   
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# Action Expected Result Notes 
128 Verify that each request has its completion time listed.   
129 <i>V-15 Verify that the BMGT GUI displays the following incremental 

verification metrics overall, or for a particular time frame:</i> 
 #comment 

130 <i>a) Number of collections/granules which were exported for 
verification.</i> 

 #comment 

131 <i>b) Number of collections/granules which were successfully verified</i>  #comment 
132 <i>c) Number of collections/granules which failed verification but were 

automatically repaired.</i> 
 #comment 

133 <i>d) Number of collections/granules which failed verification and could not 
be automatically repaired.</i> 

 #comment 

134 <i>e) Number of collections/granules skipped during export due to 
errors.</i> 

 #comment 

135 In the BMGT GUI Export Request tab, filter to view only requests on the 
INCR queue. 

  

136 select the &quot;Batch Job Summary&quot; sub tab   
137 Verify that the &quot;Batch Job Summary&quot; sub tab lists for each 

incremental iteration, or batch, the number of items exported for verification. 
  

138 Verify that the &quot;Batch Job Summary&quot; sub tab lists for each 
incremental iteration, or batch, the number of items successfully verified 
(suiccess column). 

  

139 Verify that the &quot;Batch Job Summary&quot; sub tab lists for each 
incremental iteration, or batch, the number of items which failed verification, 
but were automatically repaired by ECHO (warning colum). 

  

140 Verify that the &quot;Batch Job Summary&quot; sub tab lists for each 
incremental iteration, or batch, the number of items which failed verification, 
but were not automatically repaired by ECHO. 

  

141 Verify that the &quot;Batch Job Summary&quot; sub tab lists for each 
incremental iteration, or batch, the number of items which were skipped. 

  

142 Ingest granules for any test collection   
143 Run incremental verification with the -metg option . 

./EcBmBMGTManualStart -mode  --incremental 
  

144 Verify that only granules metadata is exported.   
145 Verify that no collection metadata is exported   
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TEST DATA: 
Crit id Crit ccr no Test Data Description Data Type Requirements Metadata Requirements Volume Requirements Size Requirements Data Location Readiness 
Status 520 10 collections (C1..C10) with at least a total of 1000 granules /sotestdata/DROP_802/BE_82_01/Criteria/520/README.txt 
 
EXPECTED RESULTS: 
V 520 1 Inspect the verification report in the BMGT GUI before performing any incremental verification, and verify that the overall verification percentage as 
well as that for each collection and group, is equal to 0%. V 520 2 After each of the first two incremental iterations, inspect the logs and export request queue to 
ensure that all granules whose last update falls within the time period covered by the iteration were added to the request queue. V 520 3 Inspect the log file to 
verify that for each Incremental verification initiation, no more than the configured number of granules is enqueued. V 520 4 Verify that when each verification 
process is started, a message is printed to the log, followed by another message when all requests have been added to the queue. Verify that the logs are written to 
the conventional ECS location (i.e. under /usr/ecs/ /CUSTOM/logs) and indicate the time at which the verification export driver started and completed, as well as 
how many items were enqueued for export, how many were added per collection, and the time span represented by the update times of the added granules. V 520 
5 Inspect the verification report in the BMGT GUI after the first two incremental verification iterations to verify that the overall verification percentage increases 
as well as that for the collections and groups which were selected for export. V 520 6 Inspect the verification report in the BMGT GUI after the final incremental 
verification iteration to verify that the overall verification percentage, as well as that of each enabled collection and group, is 100%. V 520 7 Verify that when 
verification is complete, in S-2, across all incremental exports, every eligible granule has been exported exactly once. This can be done at a coarse level, ensuring 
that the number of exports per collection is as expected. V 520 8 Verify that the export attempt in S-4 results in a warning message indicating that there are no 
granules eligible for incremental verification and that no granules are added to the queue. V 520 9 Verify that the export attempt in S-6 results in the queueing 
and export of the granules which were updated in S-3 V 520 10 Verify that the bodies of the verification exports in S-6 are exactly the same as the bodies of the 
automatic exports in S-5, including datapool URLs and restriction flags. V 520 11 Verify that each of the verification export requests results in exactly one export 
to ECHO (or an ECHO stand-in). Each Export shall take the form of a single HTTP PUT request containing the full granule metadata and an HTTP query 
parameter which indicates that the request is for verification purposes. V 520 12 Verify that each incremental interval also queues and exports for each collection 
which has granules included in the incremental interval, the export of the associated collection metadata. This export shall take the form of a single HTTP PUT 
request per collection, containing the full collection metadata and an HTTP query parameter indicating that the request is for verification purposes. V 520 13 
Verify that the database and the log files contain information on the process of each request through the system such that it is possible to identify when the 
metadata was generated, when the export was sent to ECHO, and when the response was received, etc. V 520 14 Verify that the BMGT GUI displays the 
completed export events, indicating that they were the result of an incremental verification export. Verify that it indicates that the requests were successfully 
exported and indicates the time of export as well as granule or ID. V 520 15 Verify that the BMGT GUI displays the following incremental verification metrics 
overall, or for a particular time frame: a) Number of collections/granules which were exported for verification. b) Number of collections/granules which were 
successfully verified c) Number of collections/granules which failed verification but were automatically repaired. d) Number of collections/granules which failed 
verification and could not be automatically repaired. e) Number of collections/granules skipped during export due to errors. 
 

1130 MISR BROWSE LINKS - SCIENCE BEFORE BROWSE (ECS-ECSTC-3540) 

DESCRIPTION: 
S 110 1 [MISR Browse Links – Science Before Browse] This criterion will test the export of the MISBR science granules and their linkage with previously 
inserted MISR Level 1 and Level 2 science granules. The test uses the following granules. Matching Granules : Select at least one granule from a MISR Level 1 
ESDT, and for each a MISBR granule that can be associated with it (cameraIds match, its temporal coverage intersects that of the MISR Level 1 granule and it 
has a matching SP_AM_MISR_ProductVersion product specific attribute value). Also select at least one granule from a MISR Level 2 ESDT and at least one 



 

3106 
 

MIB2GEOP granule. For each of those granules, select a MISBR granule that can be associated with it (i.e., has a cameraId of ‘AN’ and a temporal coverage that 
intersects with that of the MISR Level 2 respectively MIB2GEOP granule). Non-Matching Granules : Select one MISBR with a cameraId that is not ‘AN’ and a 
temporal coverage that intersects with that of the MISR Level 2 granule. Select one other MISBR granule with a cameraId of ‘AN’ whose temporal coverage 
does not match any of the selected MISR Level 1 and Level 2 granules. Select one more MISBR granule whose camera Id is not ‘AN’ and matches the cameraId 
and temporal coverage of one of the MISR Level 1 granules in the ‘matching’ group, but has a different SP_AM_MISR_ProductVersion. Select at least one other 
MISR Level 1 and one MISR Level 2 granule that do not match any MISBR selected for the test. None of the MISR Level 1 and Level 2 granules selected for the 
test shall match up with MISBR granules that already exist in the inventory. None of the MISBR granules selected for the test shall match up with MISR 
granules that already exist in the inventory. The selected MISR collections must be eligible for granule export to ECHO and to export their browse links to 
ECHO. The selected collections must also be configured to be public in the datapool. S 110 2 Ingest the MISR Level 1, Level 2, and MIB2GEOP granules 
referenced in step S-1. S 110 3 Wait for the ingest of the MISR granules in S-2 to be picked up by the automatic polling process and their metadata exported. S 
110 4 Ingest the MISBR granules referenced in step S-1. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 <i>Use the xpath script to extract elements from XML files: 

/tools/common/test/BE_82_01/bin/xpath</i> 
 #comment 

3 Ensure the test MISBR, MISR Level 1, MISR Level 2, and MIB2GEOP 
collections are installed. 

  

4 Ensure the test collections are configured to be public on ingest.   
5 Ensure test collections are configured for collection and granule export.   
6 Ensure AIM has no MISR granules that match the test MISBR granules.<br 

/><br />Use the xpath utility to get the Path Number, Orbit Number, Product 
Version, and Camera ID from the browse metadata file:<br /><br />xpath 
&quot;//PSAs/PSA[PSAName='SP_AM_PATH_NO']/PSAValue/text()&quo
t; misbr.xml<br /><br />xpath 
'//OrbitCalculatedSpatialDomain/OrbitCalculatedSpatialDomainContainer/Or
bitNumber/text()' misbr.xml<br /><br />xpath 
&quot;//PSAs/PSA[PSAName='SP_AM_MISR_ProductVersion']/PSAValue
/text()&quot; misbr.xml<br /><br />xpath 
'//Platform/Instrument/Sensor/SensorShortName/text()' misbr.xml<br /><br 
/>Query AIM for matching MISR Level 1 granules:<br />select 
esdt(g.shortname, g.versionid) ESDT, g.granuleid<br />from amgranule g<br 
/>join dsmdmisrattributes a<br />on g.granuleid = a.granuleid<br />join 
dsmdmisrcamera c<br />on g.granuleid = c.granuleid<br />join 
dsmdmisrprocessingcriteria p<br />on (g.shortname = p.shortname<br />  and 
g.versionid = p.versionid)<br />where p.type = '1'<br />and a.orbitnumber = 
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# Action Expected Result Notes 
$ORBITNUMBER<br />and a.pathno = $PATHNUMBER<br />and 
a.productversion = $PRODUCTVERSION<br />and c.cameraid = 
$CAMERAID<br /><br />Query AIM for matching MISR Level 2 
granules:<br />select esdt(g.shortname, g.versionid) ESDT, g.granuleid<br 
/>from amgranule g<br />join dsmdmisrattributes a<br />on g.granuleid = 
a.granuleid<br />join dsmdmisrcamera c<br />on g.granuleid = 
c.granuleid<br />join dsmdmisrprocessingcriteria p<br />on (g.shortname = 
p.shortname<br />  and g.versionid = p.versionid)<br />where p.type = '2'<br 
/>and a.orbitnumber = $ORBITNUMBER&lt;br /&gt;and a.pathno = 
$PATHNUMBER<br />and c.cameraid = 'AN' 

7 Ensure AIM has no MISBR granules that match the test MISR granules.<br 
/><br />Use the xpath utility to get the Path Number, Orbit Number, Product 
Version, and Camera ID from the granule metadata files:<br /><br />xpath 
&quot;//PSAs/PSA[PSAName='SP_AM_PATH_NO']/PSAValue/text()&quo
t; granule.xml<br /><br />xpath 
'//OrbitCalculatedSpatialDomain/OrbitCalculatedSpatialDomainContainer/Or
bitNumber/text()' granule.xml<br /><br />xpath 
&quot;//PSAs/PSA[PSAName='SP_AM_MISR_ProductVersion']/PSAValue
/text()&quot;<br /><br />xpath 
'//Platform/Instrument/Sensor/SensorShortName/text()' granule.xml<br /><br 
/>Query AIM for MISBR matching the MISR Level 1 granules:<br />select 
esdt(g.shortname, g.versionid) ESDT, g.granuleid<br />from amgranule g<br 
/>join dsmdmisrattributes a<br />on g.granuleid = a.granuleid<br />join 
dsmdmisrcamera c<br />on g.granuleid = c.granuleid<br />join 
dsmdmisrprocessingcriteria p<br />on (g.shortname = p.shortname<br />and 
g.versionid = p.versionid)<br />where p.type = 'B'<br />and a.orbitnumber = 
$ORBITNUMBER<br />and a.pathno = $PATHNUMBER<br />and 
a.productversion = $PRODUCTVERSION<br />and c.cameraid = 
$CAMERAID<br /><br />Query AIM for MISBR matching the MISR Level 
2 granules:<br />select esdt(g.shortname, g.versionid) ESDT, g.granuleid<br 
/>from amgranule g<br />join dsmdmisrattributes a<br />on g.granuleid = 
a.granuleid<br />join dsmdmisrcamera c<br />on g.granuleid = 
c.granuleid<br />join dsmdmisrprocessingcriteria p<br />on (g.shortname = 
p.shortname<br />and g.versionid = p.versionid)<br />where p.type = 'B'<br 
/>and a.orbitnumber = $ORBITNUMBER<br />and a.pathno = 
$PATHNUMBER<br />and c.cameraid = 'AN' 

  

8 Ensure EcDlInsertUtility.properties has this:<br /><br 
/>MISR_SPECIAL_PROCESSING=Y<br /><br />Bounce DPAD after 
changing the value:<br /><br />./EcDlActionDriverStart $MODE 
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# Action Expected Result Notes 
9 Ensure that a TCP proxy or mock ECHO is capturing BMGT traffic.   
10 Ensure the BMGT dispatcher and auto driver are running:<br /><br 

/>./EcBmBMGTAppStart $MODE 
ps auxww | sed -n 
'/OPS\/CUSTOM/{;s/.* -D\(Bmgt[^ 
]*\).*/\1/p;}'<br /><br 
/>BmgtComponent=EcBmDispatcher
<br 
/>BmgtComponent=EcBmAuto<br 
/>BmgtComponent=EcBmMonitor 

 

11 <i>Setup</i>  #comment 
12 <i>S-1 This criterion will test the export of the MISBR science granules and 

their linkage with previously inserted MISR Level 1 and Level 2 science 
granules. The test uses the following granules.</i> 

 #comment 

13 <i>Matching Granules: Select at least one granule from a MISR Level 1 
ESDT, and for each a MISBR granule that can be associated with it 
(cameraIds match, its temporal coverage intersects that of the MISR Level 1 
granule and it has a matching SP_AM_MISR_ProductVersion product 
specific attribute value). Also select at least one granule from a MISR Level 2 
ESDT and at least one MIB2GEOP granule. For each of those granules, 
select a MISBR granule that can be associated with it (i.e., has a cameraId of 
‘AN’ and a temporal coverage that intersects with that of the MISR Level 2 
respectively MIB2GEOP granule).</i> 

 #comment 

14 <i>Non-Matching Granules: Select one MISBR with a cameraId that is not 
‘AN’ and a temporal coverage that intersects with that of the MISR Level 2 
granule. Select one other MISBR granule with a cameraId of ‘AN’ whose 
temporal coverage does not match any of the selected MISR Level 1 and 
Level 2 granules. Select one more MISBR granule whose camera Id is not 
‘AN’ and matches the cameraId and temporal coverage of one of the MISR 
Level 1 granules in the ‘matching’ group, but has a different 
SP_AM_MISR_ProductVersion. Select at least one other MISR Level 1 and 
one MISR Level 2 granule that do not match any MISBR selected for the 
test.</i> 

 #comment 

15 <i>None of the MISR Level 1 and Level 2 granules selected for the test shall 
match up with MISBR granules that already exist in the inventory. None of 
the MISBR granules selected for the test shall match up with MISR granules 
that already exist in the inventory.</i> 

 #comment 

16 <i>The selected MISR collections must be eligible for granule export to 
ECHO and to export their browse links to ECHO.  The selected collections 
must also be configured to be public in the datapool.</i> 

 #comment 
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# Action Expected Result Notes 
17 <i>S-2 Ingest the MISR Level 1, Level 2, and MIB2GEOP granules 

referenced in step S-1.</i> 
 #comment 

18 Note the current time as t0.   
19 Ingest test MISR granules but not the test MISBR granules.   
20 <i>S-3 Wait for the ingest of the MISR granules in S-2 to be picked up by the 

automatic polling process and their metadata exported.</i> 
 #comment 

21 Wait for one of the following export indicators:<br /><br />The BMGT log 
shows that the MISR granule metadata has been exported.<br /><br />The 
BMGT GUI shows the test MISR granule exports succeeded.<br /><br />The 
TCP proxy logs HTTP PUT requests for all the test MISR granules. 

  

22 <i>V-1 Verify that the export in S-3 contains the granules ingested in S-2</i>  #comment 
23 Already verified by waiting in S-3.   
24 Verify each HTTP PUT request contains full granule metadata for each MISR 

granule. 
  

25 <i>V-2 Verify that the metadata exported in S-3 contains no browse URLs 
for the granules ingested in S-2.</i> 

 #comment 

26 Save each granule's exported metadata from the TCP proxy log to a separate 
XML file. 

  

27 Verify no exported granule metadata after time t0 contains OnlineResource 
URLs with Type BROWSE. For each exported granule, the following XPath 
should have no URLs:<br /><br />xpath 
&quot;//OnlineResource[Type='BROWSE']/URL&quot; granule.xml 

  

28 <i>S-4 Ingest the MISBR granules referenced in step S-1.</i>  #comment 
29 Note the current time as t1.   
30 Ingest the test MISBR granules.   
31 <i>V-3 Verify that the granules ingested in S-4 are picked up and exported 

by the automatic polling process.</i> 
 #comment 

32 Verify the BMGT log shows that the MISBR granule metadata has been 
exported. 

  

33 Verify the BMGT GUI shows the test MISBR granule exports succeeded.   
34 Verify the TCP proxy logs HTTP PUT requests for all the test MISBR 

granules after time t1. 
  

35 <i>V-4 Verify that the second set of exports, after S-4, contains science 
granule metadata for both the MISR Level 1 &amp;amp; 2 and MISBR 
granules ingested in S-4.</i> 

 #comment 

36 Verify, after time t1, the mock ECHO logs a single HTTP PUT for each of   
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# Action Expected Result Notes 
the MISBR, MISR Level 1, and MISR Level 2 granules. 

37 Save each of the MISBR, MISR Level 1, and MISR Level 2 granules' 
metadata, exported after time t1, to a separate XML file. 

  

38 Verify that each of the granules exported after time t1 validates against the 
ECHO 10 Granule.xsd schema. For each granule file,<br /><br 
/>/tools/common/test/BE_82_01/bin/echo10_validate_metadata granule.xml 

  

39 <i>V-5 Verify that the second set of exports, after S-4, also contains the full 
granule metadata for the MISR Level 1 &amp;amp; 2 granules ingested in S-
2 that are linked with the MISBR granules ingested in step S-4 (i.e., for the 
matching granules), and does not include metadata for the other, non-
matching granules.</i> 

 #comment 

40 <i>Verify that this granule metadata includes Browse link URLs, and that 
these URLs are correct.</i> 

 #comment 

41 Verify, after time t1, each HTTP PUT request contains full granule metadata 
for each of the MISR Level 1 and MISR Level 2 granules associated with the 
MISBR ingested in S-4. 

  

42 Verify that after time t1 all exported MISR granules that appear in the TCP 
proxy log are associated with the MISBR ingested in S-4. 

  

43 Verify the exported metadata for MISR Level 1 and MISR Level 2 granules 
includes OnlineResource BROWSE URLs:<br /><br />xpath 
&quot;//OnlineResource[Type='BROWSE']/URL&quot; granule.xml 

  

44 Verify each OnlineResource BROWSE URL points to the correct Browse file 
in the data pool. 

  

45 <i>V-6 Verify that the URLs exported for the MIB2GEOP granules show 
them linked with MISBR granules that were selected according to the rules 
that apply to MISR Level 2 granules.</i> 

 #comment 

46 Verify the OnlineResource URLs for the MIB2GEOP granules point to 
matching MISBR granules, according to MISR Level 2 matching rules.<br 
/><br />To find a MISBR matching an ingested MISRSC granule,<br /><br 
/>select b.misrbrid<br />from AmBrowseGranuleXref bgx<br />join 
ambrowse b<br />on bgx.browseid = b.browseid<br />where bgx.granuleid = 
&lt;MISRSC_granuleId&gt;; 

  

47 Re-ingest  MISR L1 and L2 science granules that was used in step 15   
48 Repeat the verification steps. Ensure that the new MISR exported includes 

the MISR Browse URLs 
  

49 Re-ingest the MISR Browse granules that was ingested in step 26   
50 Verify that BMGT exports the new MISBR urls for the new MISR science   
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# Action Expected Result Notes 
granules 

51 Verify that the old MISR granules do not export MISRBR URLs   

 
 
TEST DATA: 
Crit id Crit ccr no Test Data Description Data Type Requirements Metadata Requirements Volume Requirements Size Requirements Data Location Readiness 
Status At least one granule from a MISR Level 1 ESDT, and for each a MISBR granule that can be associated with it (cameraIds match, its temporal coverage 
intersects that of the MISR Level 1 granule and it has a matching SP_AM_MISR_ProductVersion product specific attribute value). 
/sotestdata/DROP_802/BE_82_01/Criteria/110 At least one granule from a MISR Level 2 ESDT and for each a MISBR granule that can be associated with it 
(i.e., has a cameraId of ‘AN’ and a temporal coverage that intersects with that of the MISR Level 2). /sotestdata/DROP_802/BE_82_01/Criteria/110 At least one 
MIB2GEOP granule and for each a MISBR granule that can be associated with it (i.e., has a cameraId of ‘AN’ and a temporal coverage that intersects with that 
of the MIB2GEOP granule). /sotestdata/DROP_802/BE_82_01/Criteria/110 
 
EXPECTED RESULTS: 
V 110 1 Verify that the export in S-3 contains the granules ingested in S-2 V 110 2 Verify that the metadata exported in S-3 contains no browse URLs for the 
granules ingested in S-2. V 110 3 Verify that the granules ingested in S-4 are picked up and exported by the automatic polling process. V 110 4 Verify that the 
second set of exports, after S-4, contains science granule metadata for both the MISR Level 1 & 2 and MISBR granules ingested in S-4. V 110 5 Verify that the 
second set of exports, after S-4, also contains the full granule metadata for the MISR Level 1 & 2 granules ingested in S-2 that are linked with the MISBR 
granules ingested in step S-4 (i.e., for the matching granules), and does not include metadata for the other, non-matching granules. Verify that this granule 
metadata includes Browse link URLs, and that these URLs are correct. V 110 6 Verify that the URLs exported for the MIB2GEOP granules show them linked 
with MISBR granules that were selected according to the rules that apply to MISR Level 2 granules. 
 

1131 MISR BROWSE LINKS - BROWSE BEFORE SCIENCE (ECS-ECSTC-3541) 

DESCRIPTION: 
S 115 1 [MISR Browse Links – Browse Before Science] This criterion will test the export of the MISBR science granules and their linkage with subsequently 
inserted MISR Level 1 and Level 2 science granules. The test uses the following granules. Matching Granules: Select at least one granule from a MISR Level 1 
ESDT, and for each a MISBR granule that can be associated with it (cameraIds match, its temporal coverage intersects that of the MISR Level 1 granule and it 
has a matching SP_AM_MISR_ProductVersion product specific attribute value). Also select at least one granule from a MISR Level 2 ESDT and at least one 
MIB2GEOP granule. For each of those granules, select a MISBR granule that can be associated with it (i.e., has a cameraId of ‘AN’ and a temporal coverage that 
intersects with that of the MISR Level 2 respectively MIB2GEOP granule). Non-Matching Granules: Select one MISBR with a cameraId that is not ‘AN’ and a 
temporal coverage that intersects with that of the MISR Level 2 granule. Select one other MISBR granule with a cameraId of ‘AN’ whose temporal coverage 
does not match any of the selected MISR Level 1 and Level 2 granules. Select one more MISBR granule whose camera Id is not ‘AN’ and matches the cameraId 
and temporal coverage of one of the MISR Level 1 granules in the ‘matching’ group, but has a different SP_AM_MISR_ProductVersion. Select at least one other 
MISR Level 1 and one MISR Level 2 granule that do not match any MISBR selected for the test. None of the MISR Level 1 and Level 2 granules selected for the 
test shall match up with MISBR granules that already exist in the inventory. None of the MISBR granules selected for the test shall match up with MISR 
granules that already exist in the inventory. The selected MISR collections must be eligible for granule export to ECHO and to export their browse links to 
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ECHO. The selected collections must also be configured to be public in the Datapool S 115 2 Ingest the MISBR granules referenced in step S-1. S 115 3 Wait for 
the ingest of the MISR granules in S-2 to be picked up by the automatic polling process and their metadata exported. S 115 4 Ingest the MISR Level 1, Level 2, 
and MIB2GEOP granules referenced in step S-1. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure the test MISBR, MISR Level 1, MISR Level 2, and MIB2GEOP 

collections are installed. 
  

3 Ensure the test collections are configured to be public on ingest.   
4 Ensure test collections are configured for collection and granule export.   
5 Ensure AIM has no MISR granules that match the test MISBR granules.<br 

/><br />Use the xpath utility to get the Path Number, Orbit Number, Product 
Version, and Camera ID from the browse metadata file:<br /><br />xpath 
&quot;//PSAs/PSA[PSAName='SP_AM_PATH_NO']/PSAValue/text()&quo
t; misbr.xml<br /><br />xpath 
'//OrbitCalculatedSpatialDomain/OrbitCalculatedSpatialDomainContainer/Or
bitNumber/text()' misbr.xml<br /><br />xpath 
&quot;//PSAs/PSA[PSAName='SP_AM_MISR_ProductVersion']/PSAValue
/text()&amp;&quot; misbr.xml<br /><br />xpath 
'//Platform/Instrument/Sensor/SensorShortName/text()' misbr.xml<br /><br 
/>Query AIM for matching MISR Level 1 granules:<br />select 
esdt(g.shortname, g.versionid) ESDT, g.granuleid<br />from amgranule g<br 
/>join dsmdmisrattributes a<br />on g.granuleid = a.granuleid<br />join 
dsmdmisrcamera c<br />on g.granuleid = c.granuleid<br />join 
dsmdmisrprocessingcriteria p<br />on (g.shortname = p.shortname<br />  and 
g.versionid = p.versionid)<br />  where p.type = '1'<br />  and a.orbitnumber 
= $ORBITNUMBER<br />  and a.pathno = $PATHNUMBER<br />  and 
a.productversion = $PRODUCTVERSION<br />  and c.cameraid = 
$CAMERAID<br /><br />Query AIM for matching MISR Level 2 
granules:<br />select esdt(g.shortname, g.versionid) ESDT, g.granuleid<br 
/>from amgranule g<br />join dsmdmisrattributes a<br />on g.granuleid = 
a.granuleid<br />join dsmdmisrcamera c<br />on g.granuleid = 
c.granuleid<br />join dsmdmisrprocessingcriteria p<br />on (g.shortname = 
p.shortname<br />  and g.versionid = p.versionid)<br />  where p.type = 
'2'<br />  and a.orbitnumber = $ORBITNUMBER<br />  and a.pathno = 
$PATHNUMBER<br />  and c.cameraid = 'AN' 
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# Action Expected Result Notes 
6 Ensure AIM has no MISBR granules that match the test MISR granules.<br 

/><br />Use the xpath utility to get the Path Number, Orbit Number, Product 
Version, and Camera ID from the granule metadata files:<br /><br />xpath 
&quot;//PSAs/PSA[PSAName='SP_AM_PATH_NO']/PSAValue/text()&quo
t; granule.xml<br /><br />xpath 
'//OrbitCalculatedSpatialDomain/OrbitCalculatedSpatialDomainContainer/Or
bitNumber/text()' granule.xml<br /><br />xpath 
&quot;//PSAs/PSA[PSAName='SP_AM_MISR_ProductVersion']/PSAValue
/text()&quot;<br /><br />xpath 
'//Platform/Instrument/Sensor/SensorShortName/text()' granule.xml<br /><br 
/>Query AIM for MISBR matching the MISR Level 1 granules:<br />select 
esdt(g.shortname, g.versionid) ESDT, g.granuleid<br />from amgranule g<br 
/>join dsmdmisrattributes a<br />on g.granuleid = a.granuleid<br />join 
dsmdmisrcamera c<br />on g.granuleid = c.granuleid<br />join 
dsmdmisrprocessingcriteria p<br />on (g.shortname = p.shortname<br /> and 
g.versionid = p.versionid)<br />where p.type = 'B'<br />and a.orbitnumber = 
$ORBITNUMBER<br />and a.pathno = $PATHNUMBER<br />and 
a.productversion = $PRODUCTVERSION<br />and c.cameraid = 
$CAMERAID<br /><br />Query AIM for MISBR matching the MISR Level 
2 granules:<br />select esdt(g.shortname, g.versionid) ESDT, g.granuleid<br 
/>from amgranule g<br />join dsmdmisrattributes a<br />on g.granuleid = 
a.granuleid<br />join dsmdmisrcamera c<br />on g.granuleid = 
c.granuleid<br />join dsmdmisrprocessingcriteria p<br />on (g.shortname = 
p.shortname<br />  and g.versionid = p.versionid)<br />  where p.type = 
'B'<br />  and a.orbitnumber = $ORBITNUMBER<br />  and a.pathno = 
$PATHNUMBER<br />  and c.cameraid = 'AN' 

  

7 Ensure EcDlInsertUtility.properties has this:<br /><br 
/>MISR_SPECIAL_PROCESSING=Y 

  

8 Ensure that a TCP proxy or mock ECHO is capturing BMGT traffic.   
9 <i>Setup</i>  #comment 
10 <i>S-1 This criterion will test the export of the MISBR science granules and 

their linkage with subsequently inserted MISR Level 1 and Level 2 science 
granules.</i> 

 #comment 

11 <i>The test uses the following granules.</i>  #comment 
12 <i>Matching Granules: Select at least one granule from a MISR Level 1 

ESDT, and for each a MISBR granule that can be associated with it 
(cameraIds match, its temporal coverage intersects that of the MISR Level 1 
granule and it has a matching SP_AM_MISR_ProductVersion product 

 #comment 
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# Action Expected Result Notes 
specific attribute value). Also select at least one granule from a MISR Level 2 
ESDT and at least one MIB2GEOP granule. For each of those granules, 
select a MISBR granule that can be associated with it (i.e., has a cameraId of 
‘AN’ and a temporal coverage that intersects with that of the MISR Level 2 
respectively MIB2GEOP granule).</i> 

13 <i>Non-Matching Granules: Select one MISBR with a cameraId that is not 
‘AN’ and a temporal coverage that intersects with that of the MISR Level 2 
granule. Select one other MISBR granule with a cameraId of ‘AN’ whose 
temporal coverage does not match any of the selected MISR Level 1 and 
Level 2 granules. Select one more MISBR granule whose camera Id is not 
‘AN’ and matches the cameraId and temporal coverage of one of the MISR 
Level 1 granules in the ‘matching’ group, but has a different 
SP_AM_MISR_ProductVersion. Select at least one other MISR Level 1 and 
one MISR Level 2 granule that do not match any MISBR selected for the 
test.</i> 

 #comment 

14 <i>None of the MISR Level 1 and Level 2 granules selected for the test shall 
match up with MISBR granules that already exist in the inventory. None of 
the MISBR granules selected for the test shall match up with MISR granules 
that already exist in the inventory.</i> 

 #comment 

15 <i>The selected MISR collections must be eligible for granule export to 
ECHO and to export their browse links to ECHO.  The selected collections 
must also be configured to be public in the Datapool</i> 

 #comment 

16 <i>S-2 Ingest the MISBR granules referenced in step S-1.</i>  #comment 
17 Note the current time as t0.   
18 Ingest the test MISBR granules.   
19 <i>S-3 Wait for the ingest of the MISR granules in S-2 to be picked up by the 

automatic polling process and their metadata exported.</i> 
 #comment 

20 Wait for one of the following export indicators:<br /><br />The BMGT log 
shows that the MISBR granule metadata has been exported.<br /><br />The 
BMGT GUI shows the test MISBR granule exports succeeded.<br /><br 
/>The mock ECHO logs HTTP PUT requests for all the test MISBR granules. 

  

21 <i>V-1 Verify that the export in S-3 contains the full granule metadata for the 
MISBR granules ingested in S-2.</i> 

 #comment 

22 Verify the TCP proxy log shows that after time t0 a single HTTP PUT 
request is exported for each MISBR granule ingested. 

  

23 Verify the body of each MISBR PUT request contains the full granule 
metadata. 
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# Action Expected Result Notes 
24 <i>V-2 Verify that the metadata exported in S-3 contains no browse 

URLs.</i> 
 #comment 

25 Verify the exported MISBR metadata contains no OnlineResource 
elements:<br /><br />xpath '//OnlineResource' misbr.xml 

  

26 <i>S-4 Ingest the MISR Level 1, Level 2, and MIB2GEOP granules 
referenced in step S-1.</i> 

 #comment 

27 Note the current time as t1.   
28 Ingest the remaining test MISR granules (Level 1, Level 2, MIB2GEOP).   
29 <i>V-3 Verify that the granules ingested in S-4 are picked up and exported 

by the automatic polling process.</i> 
 #comment 

30 Verify the TCP proxy log shows that after time t1 a single HTTP PUT 
request is exported for each MISR granule ingested after the MISBR 
granules. 

  

31 <i>V-4 Verify that the second set of exports, after S-4, contains science 
granule metadata for the MISR Level 1 &amp; 2 ingested in S-4.</i> 

 #comment 

32 Verify the body of each MISR PUT request contains the full granule 
metadata. 

  

33 <i>V-5 Verify that the granule metadata for the ingests in S-4, includes 
Browse link URLs referring to the appropriate MISBR granules ingested in 
S-2, and that these URLs are correct.</i> 

 #comment 

34 Verify the body of each MISR PUT request contains an OnlineResource 
URL:<br /><br />xpath '//OnlineResource/URL' misr.xml 

  

35 Verify each OnlineResource URL points to the correct MISBR, according to 
MISR Level 1 and Level 2 matching rules:<br /><br />Find the association 
first through AmBrowseGranuleXref, then the misbrids in AmBrowse using 
the browseids, then use ProcGetGrFiles to get the file information, then go to 
tcp.log to grep the BRWS for the SC granule. 

  

36 Verify each OnlineResource URL points to the correct browse file in the data 
pool. 

  

37 <i>V-6 Verify that the URLs exported for the MIB2GEOP granules show 
them linked with MISBR granules that were selected according to the rules 
that apply to MISR Level 2 granules.</i> 

 #comment 

38 Verify each OnlineResource URL in the exported MIB2GEOP metadata 
points to the correct MISBR, according to MISR Level 2 matching rules.<br 
/><br />To find a MISBR matching an ingested MISRSC granule,<br /><br 
/>select b.misrbrid<br />from AmBrowseGranuleXref bgx<br />join 
ambrowse b<br />on bgx.browseid = b.browseid<br />where bgx.granuleid = 
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# Action Expected Result Notes 
&lt;MISRSC_granuleId&gt; 

 
 
TEST DATA: 
Crit id Crit ccr no Test Data Description Data Type Requirements Metadata Requirements Volume Requirements Size Requirements Data Location Readiness 
Status 115 At least one granule from a MISR Level 1 ESDT, and for each a MISBR granule that can be associated with it (cameraIds match, its temporal 
coverage intersects that of the MISR Level 1 granule and it has a matching SP_AM_MISR_ProductVersion product specific attribute value). 115 At least one 
granule from a MISR Level 2 ESDT and for each a MISBR granule that can be associated with it (i.e., has a cameraId of ‘AN’ and a temporal coverage that 
intersects with that of the MISR Level 2). 115 At least one MIB2GEOP granule and for each a MISBR granule that can be associated with it (i.e., has a cameraId 
of ‘AN’ and a temporal coverage that intersects with that of the MIB2GEOP granule). 
 
EXPECTED RESULTS: 
V 115 1 Verify that the export in S-3 contains the full granule metadata for the MISBR granules ingested in S-2. V 115 2 Verify that the metadata exported in S-3 
contains no browse URLs. V 115 3 Verify that the granules ingested in S-4 are picked up and exported by the automatic polling process. V 115 4 Verify that the 
second set of exports, after S-4, contains science granule metadata for the MISR Level 1 & 2 ingested in S-4. V 115 5 Verify that the granule metadata for the 
ingests in S-4, includes Browse link URLs referring to the appropriate MISBR granules ingested in S-2, and that these URLs are correct. V 115 6 Verify that the 
URLs exported for the MIB2GEOP granules show them linked with MISBR granules that were selected according to the rules that apply to MISR Level 2 
granules. 
 

1132 CONTACT ECHO ERRORS (ECS-ECSTC-3542) 

DESCRIPTION: 
S 330 1 [Contact ECHO Errors] Perform an export of granule and collection metadata which will fail export due to an error which is classified as requiring 
ECHO Notification. For instance, an internal server error from ECHO or an ECHO stand-in S 330 2 Resolve the underlying issue and use the GUI to retry the 
export. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Verify configurations - config files, properties files or database settings 

validate correctly for mode, host, and application 
  

3 Verify database connections to ecs connected to ecs db successfully in the 
configured mode 

  

4 Verify ECHO REST API service connections to ECHO connected to ECHO   
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# Action Expected Result Notes 
REST API successfully 

5 Ensure a mock ECHO or TCP proxy is capturing BMGT traffic . <br />login 
as cmshared on f5oml01v. <br />cd to /tools/common/test/BE_82_01/proxy/. 
<br />run proxy_start 

  

6 <i>Setup</i>  #comment 
7 Ensure  a test Collection C1 has been installed in the mode. (ESDT 

verification script) 
  

8 Verify Collection C1 is enabled for Collection and Granule Export.   
9 With the dispatcher running, run proxy_stop, then proxy_start 500 to start a 

proxy that returns HTTP 500 errors. 
  

10 Make sure that the configuration for log4j.properties file under 
/usr/ecs//CUSTOM/data/BMGT/config/dispatcher is as follows: 
log4j.logger.emailLogger=info,notifier,notifierLog 

  

11 ./EcBmBMGTManualStart &lt;MODE&gt; --metc --metg -c 
&lt;C1_shortname&gt;.&lt;C1_versionid&gt; 

  

12 Verify the BMGT GUI &gt; Export Requests tab shows the request from S-1 
as PENDING. 

  

13 Verify in the BMT GUI, when filtering the requests with CompletionTime 
isNull, displays all the pending requests 

  

14 Verify that the dispatcher shows it is paused in the GUI   
15 Verify that no email is sent to the configured email address   
16 Wait for few minutes. Verify that the GUI  display the error message in red, 

and is visible across all tabs. 
  

17 Repeat steps 10 through 17 using proxy_start 503 instead of proxy_start 500   
18 run proxy_stop to stop the proxy and restart proxy with proxy_start   
19 Veify that the requests are automatically exported   
20 Verify that the requests are successful   
21 Modify the log4j.properties file again : 

log4j.logger.emailLogger=DEBUG,notifier,notifierLog 
  

22 do proxy_stop and proxystart 500 and bounce the dispatcher   
23 ./EcBmBMGTManualStart &lt;MODE&gt; --metc --metg -c 

&lt;C1_shortname&gt;.&lt;C1_versionid&gt; 
  

24 Verify in the BMGT GUI, the Activity associated with the request from the 
previous step is marked as PENDING. 

  

25 Verify the BMGT GUI &gt; System Status tab shows the Dispatcher is 
paused. 
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# Action Expected Result Notes 
26 Verify that an email is sent to the configured email address   
27 Verify that the email indicates the ECHO operator needs to be contacted   
28 Wait for few minutes. Verify that the GUI  display the error message in red, 

and is visible across all tabs. 
  

29 Verify that the bmgt GUI lists the export requests  for granule g1 and 
Collection C1 as pending 

  

30 Verify in the BMT GUI, when filtering the requests with CompletionTime 
isNull, displays all the pending requests 

  

31 Verify that the requests are automatically exported   

 
 
TEST DATA: 
Crit id Crit ccr no Test Data Description Data Type Requirements Metadata Requirements Volume Requirements Size Requirements Data Location Readiness 
Status 1 Collection with a science granule 
 
EXPECTED RESULTS: 
V 330 1 Verify that the exports in S-1 are marked as failed in the GUI. V 330 2 Verify that an email is delivered to the configured notification email address 
listing the errors in S-1. Verify that it lists the collection or granule which caused the error, as well as the text of the error as received from ECHO, and number of 
occurrences of each error. V 330 3 Verify that the email indicates that the operator should contact ECHO Operations staff regarding the error. V 330 4 Verify that 
the BMGT GUI also lists the text of the error for the export requests in S-1. V 330 5 Verify that the BMGT GUI provides statistics on the number of errors which 
required interaction with ECHO. V 330 6 Once the underlying issue has been resolved, and the export retried in S-2, verify that the export is able to complete. 
 

1133 MANUAL EXPORT - SCIENCE GRANULE WITH NOT YET PUBLISHED BROWSE (ECS-
ECSTC-3543) 

DESCRIPTION: 
S 40 1 [Nominal Granule Export] Find two collections with ECS metadata and which share the same short name, but have different version IDs. Ensure that both 
collections are enabled for collection and granule export. Request the manual export of granule metadata for all granules in one of these collections. S 40 2 For 
one of the collections in S-1 (or another collection which has ECS metadata, and is enabled for collection and granule export): a) Ingest a new granule into the 
ECS inventory. b) Logically delete a granule from the ECS inventory. c) Physically delete a granule from the ECS inventory. d) DFA a granule. e) Hide a 
granule. f) Restrict a granule. g) Unrestrict a granule. h) Perform a QAUpdate on a granule. i) Publish a granule in the datapool. j) Unpublish a granule in the 
datapool. k) Link a granule to a browse granule. l) Unlink a granule from a browse granule. m) Change the collection to which a granule belongs. n) Move a 
collection. o) Perform XML replacement on a granule. 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure granule g11's collection is installed. E.g., the DPL Ingest GUI shows 

the collection as a configured datatype. 
  

3 Ensure the DPL Ingest GUI shows granule g11's collection is configured to 
be public on ingest. 

  

4 Ensure granule g11's collection is enabled for collection and granule 
export:<br /><br />update bg_collection_configuration<br />set 
granuleexportflag = 'Y', collectionexportflag = 'Y'<br />where shortname = 
&lt;SHORTNAME&gt;<br />and versionid = &lt;VERSIONID&gt;; 

  

5 Ensure granule g11 is in AIM:<br /><br />select shortname, versionid, 
granuleid<br />from amgranule<br />where localgranuleid = 
${LOCALGRANULEID} 

  

6 Ensure granule g11 is associated with a browse granule b1:<br /><br />select 
*<br />from ambrowsegranulexref<br />where granuleid = 
${GRANULEID}<br /><br /> 

  

7 Ensure a mock ECHO or TCP proxy is capturing BMGT traffic.   
8 Ensure the BMGT Dispatcher is running. On the BMGT host:<br /><br />ps 

auxww | grep $MODE | grep EcBmDispatcher<br /><br />If needed, start the 
dispatcher:<br /><br />./EcBmBMGTDispatcherStart $MODE 

  

9 Ensure the BMGT Auto driver is not running. On the BMGT host:<br /><br 
/>ps auxww | grep $MODE | grep EcBmAuto<br /><br />If needed, stop the 
Auto driver:<br /><br />./EcBmBMGTAutoStop $MODE 

  

10 Ensure that the browse granule is published. Check ambrowse table. 
isordeonly should be null or 'B' 

  

11 Do a Manual Export of the science granule   
12 Verify that the export is successful and there is a PUT in the tcp.log for the 

granule 
  

13 Verify that the full metadata for the science granule is exported   
14 Verify granule g11's exported metadata contains a browse linkage URL:<br 

/><br />xpath &quot;//OnlineResource[Type='BROWSE']&quot; g11.xml 
  

15 Verify the browse linkage URL is valid by downloading the browse file and 
comparing it to the file in the data pool:<br /><br />xpath 
&quot;//OnlineResource[Type='BROWSE']/URL/text()&quot; g11.xml<br 
/><br />curl -O ${BROWSE_URL}<br /><br />diff ${BROWSE_FILE} 
${BROWSE_URL_PATH}<br /><br />where ${BROWSE_URL_PATH} is 
the part of ${BROWSE_URL} after http://${HOST}. 

  



 

3120 
 

# Action Expected Result Notes 
16 Save the original state of ambrowse granule. Update Ambrowse table. set 

isorderonly = 'H' 
  

17 do a manual export of g11   
18 Ensure the export succeeds . Check the tcp log for a HTTP PUT for g11   
19 Check the metadata exported. Only the science granule url should be 

exported 
  

20 No browse url should be exported   
21 Reset isorderonly flag in ambrowse back to the original value   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
V 40 1 Verify that the manual export in S-1 results in multiple HTTP PUT requests containing the full granule metadata for each granule in the requested 
collection (but no granules belonging to other collections sharing a short name but with a different version ID). V 40 2 Verify that the operations in S-2, except 
subclauses b – d each result in the export of a single HTTP PUT containing the full granule metadata. V 40 3 Verify that the operations in S-2 subclauses b – d 
each result in the export of a single HTTP DELETE, with the ID of the granule in the URL, but containing no granule metadata in the request body. V 40 4 
Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b – d, validates against the ECHO granule metadata schema ( 
https://api.echo.nasa.gov/ingest/schema/Granule.xsd ). V 40 5 Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b – d has the following 
elements: a) Visible = true b) Orderable = false c) InsertTime = The insert time of the granule recorded in the AIM database. d) LastUpdate = The last update 
time of the granule recorded in the AIM database V 40 6 Verify that the metadata generated by the action in S-2 subclause e contains a Restriction Flag value of 
255. V 40 7 Verify that the metadata generated by the action in S-2 subclause f contains the restriction flag value that was set in the database for that granule. V 
40 8 Verify that the metadata generated by the action in S-2 subclause g (and any other subclauses for which the affected granule did not have a restriction flag 
set) the restriction flag element is absent. V 40 9 Verify that the metadata generated by the action in S-2 subclause h contains the QA values reflecting the update 
which was performed. V 40 10 Verify that the metadata generated by the action in S-2 subclause i contains URLs for the science and metadata files, as well as 
any other ancillary files (e.g. browse) associated with the affected granule. V 40 11 Verify that the metadata generated by the action in S-2 subclause j contains 
no datapool URLs. V 40 12 Verify that the metadata generated by the action in S-2 subclause k contains a browse linkage URL, in addition to any datapool 
URLs. V 40 13 Verify that the metadata generated by the action in S-2 subclause l contains no browse linkage URLs. V 40 14 Verify that the metadata generated 
by the action in S-2 subclause m contains a reference to the newly assigned collection. V 40 15 Verify that the action performed in S-2 subclause n results in the 
export of full granule metadata for every granule in the collection affected. V 40 16 Verify that the metadata generated by the action in S-2 subclause o contains 
XML reflecting the replacement which was performed. 
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1134 SHORT FORM VERIFICATION - EXCLUDE PENDING EXPORTS (ECS-ECSTC-3544) 

DESCRIPTION: 
S 610 1 [Short Form Verification - Exclude Pending Exports] Pause the processing of automatic exports. S 610 2 Insert: a) One granule b) One collection Delete: 
a) One granule b) One collection S 610 3 Perform a short form collection verification. S 610 4 Perform a short form verification for the collection which contains 
the granule updated in S-2. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Verify configurations - config files, properties files or database settings 

validate correctly for mode, host, and application 
  

3 Verify database connections to ecs connected to ecs db successfully in the 
configured mode 

  

4 Verify ECHO REST API service connections to ECHO connected to ECHO 
REST API successfully 

  

5 Verify collections under  /sotestdata/DROP_802/BE_82_01/610 with ECS 
metadata 

  

6 Ensure collections C1, C2,C3 have been installed in the mode.   
7 Ensure collections C1, C2, C3 are enabled for collection and granule export.   
8 Ingest granules g1, g2 in C1, g3, g4 into C2, g5, g6 into C3   
9 Ensure that the granules and collections have been exported.   
10 Ensure a mock ECHO or TCP proxy is configured to capture and log BMGT 

requests. 
  

11 <i>Setup</i>  #comment 
12 <i>S-1 Pause the processing of automatic exports.</i>  #comment 
13 From the GUI pause processing of automatic exports by pausing the 'NEW' 

and 'EVENT' queues on the System Status page of the BMGT GUI. 
  

14 <i>S-2 Insert:</i>  #comment 
15 <i>a) One granule</i>  #comment 
16 <i>b) One collection</i>  #comment 
17 <i>Delete:</i>  #comment 
18 <i>a) One granule</i>  #comment 
19 <i>b) One collection</i>  #comment 
20 Ingest granule g7, belonging to collection C1.   
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# Action Expected Result Notes 
21 Install a new Collection C4 with granule g8, g9, g10   
22 Delete granule g3 from Collection C2   
23 Delete Collection C3   
24 <i>S-3 Perform a short form collection verification.</i>  #comment 
25 EcBmBMGTManualStart &lt;MODE&gt; --short --metc   
26 <i>S-4 Perform a short form verification for the collection which contains the 

granule updated in S-2.</i> 
 #comment 

27 EcBmBMGTManualStart &lt;MODE&gt; --short --metg  -c 
&lt;C1_shortname&gt;.&lt;C1_versionid&gt;,&lt;C2_shortname&gt;.&lt;C2
_versionid&gt; 

  

28 <i>V-1 Verify that the collection verification in S-3 does not contain the 
collection inserted in S-2, as its export to ECHO has not yet occurred.</i> 

 #comment 

29 Verify the collection verification does not look for Collection C4 in the 
listing returned from ECHO.<br />This can be verified by both log inspection 
and by verifying that no error is thrown or corrective action enqueued in 
response to the collection being missing from ECHO. 

  

30 <i>V-2 Verify that the granule verification in S-4 does not contain the 
granule inserted in S-2, as its export to ECHO has not yet occurred.</i> 

 #comment 

31 Verify the granule verification does not look for granule g7 in the listing 
returned from ECHO.  This can be verified by both log inspection and by 
verifying that no error is thrown or corrective action enqueued in response to 
the granule being missing from ECHO. 

  

32 <i>V-3 Verify that the Collection verification in S-3 encounters a 
discrepancy due to the collection deleted in S-2, but that this does not result 
in an error due to the delete not yet having been exported. Verify that this is 
noted in the log.</i> 

 #comment 

33 Verify that the bmgt logs indicate the discrepancy about Collection C3 being 
deleted 

  

34 Verify that the log indicates that the discrepancy of collection C3 can be 
ignored. 

  

35 Verify that no corrective export is enqueued to repair the discrepancy of 
collection C3 

  

36 <i>V-4 Verify that the Granule verification in S-3 encounters a discrepancy 
due to the granule deleted in S-2, but that this does not result in an error due 
to the delete not yet having been exported. Verify that this is noted in the 
log.</i> 

 #comment 

37 Verify that the bmgt logs indicate the discrepancy  about granule g3 being   
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# Action Expected Result Notes 
deleted. 

38 Verify that the log indicates that the discrepancy of granuke g3 can be 
ignored. 

  

39 Verify that no corrective export is enqueued to repair the discrepancy of 
granule g3 

  

 
 
TEST DATA: 
Crit id Crit ccr no Test Data Description Data Type Requirements Metadata Requirements Volume Requirements Size Requirements Data Location Readiness 
Status 4 collections with science granules 
 
EXPECTED RESULTS: 
V 610 1 Verify that the collection verification in S-3 does not contain the collection inserted in S-2, as its export to ECHO has not yet occurred. V 610 2 Verify 
that the granule verification in S-4 does not contain the granule inserted in S-2, as its export to ECHO has not yet occurred. V 610 3 Verify that the Collection 
verification in S-3 encounters a discrepancy due to the collection deleted in S-2, but that this does not result in an error due to the delete not yet having been 
exported. Verify that this is noted in the log. V 610 4 Verify that the Granule verification in S-3 encounters a discrepancy due to the granule deleted in S-2, but 
that this does not result in an error due to the delete not yet having been exported. Verify that this is noted in the log. 
 

1135 ISO NOMINAL GRANULE EXPORT: GRANULE INGEST (ECS-ECSTC-3545) 

DESCRIPTION: 
S 100 1 [ISO Nominal Granule Export] Find two collections with ISO metadata and which share the same short name, but have different version IDs. Ensure that 
both collections are enabled for collection and granule export. Request the manual export of granule metadata for all granules in one of these collections. S 100 2 
For one of the collections in S-1 (or another collection which has ISO metadata, and is enabled for collection and granule export): a)Ingest a new granule into the 
ECS inventory. b)Logically delete a granule from the ECS inventory. c)Physically delete a granule from the ECS inventory. d)DFA a granule. e)Hide a granule. 
f)Restrict a granule. g)Unrestrict a granule. h)Publish a granule in the datapool. i)Unpublish a granule in the datapool. j)Change the collection which a granule 
belongs to. k)Move a collection. l)Perform XML replacement on a granule. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure test collection C2 is installed.   
3 Ensure collection C2 is configured to be public on ingest.   
4 Ensure the BMGT automatic driver is running.   
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# Action Expected Result Notes 
5 Ensure a TCP proxy or mock ECHO is capturing BMGT traffic.   
6 <i>Setup</i>  #comment 
7 <i>S-2 For one of the collections in S-1 (or another collection which has ISO 

metadata, and is enabled for collection and granule export):<br />    a) Ingest 
a new granule into the ECS inventory.<br />    b) Logically delete a granule 
from the ECS inventory.<br />    c) Physically delete a granule from the ECS 
inventory.<br />    d) DFA a granule.<br />    e) Hide a granule.<br />    f) 
Restrict a granule.<br />    g) Unrestrict a granule.<br />    h) Publish a 
granule in the datapool.<br />    i) Unpublish a granule in the datapool.<br />    
j) Change the collection which a granule belongs to.<br />    k) Move a 
collection.<br />    l) Perform XML replacement on a granule.</i> 

 #comment 

8 <i>S-2a</i>  #comment 
9 Ingest an ISO granule.   
10 <i>Verification</i>  #comment 
11 <i>Verify that the operations in S-2, excepting subclauses b-d and k each 

result in the export of a single HTTP PUT containing the full granule 
metadata.</i> 

 #comment 

12 Verify the TCP proxy shows a single PUT for granule S-2a.   
13 Save the request body to an XML file.   
14 Verify that each granule's exported metadata is complete and correct when 

compared with its local metadata.  <br />To do this, find the path to the 
native metadata (printed in the generator log with the prefix 
'MetadataFilePath') and diff this file against the exported metadata.  Verify 
that the exported metadata is a superset of the native metadata. 

  

15 <i>V-4 Verify that the metadata exported in S-1 and S-2, except S-2 
subclauses b-d, validates against TBD ISO Schema.</i> 

 #comment 

16 Verify that each granule's exported metadata validates against TBD ISO 
schema:<br />/tools/libxml2-2.9.1/bin/xmllint --noout --schema 
/ecs/formal/ESDT/Sm/schema/ISO-SMAP/schema/1.0/ISO19115-2_EOS.xsd 
METADATA_FILE 

  

17 <i>V-5 Verify that the metadata exported in S-1 and S-2, except S-2 
subclauses b-d has the following elements:<br />    a) InsertTime = The insert 
time of the granule recorded in the AIM database.<br />    b) LastUpdate = 
The last update time of the granule recorded in the AIM database</i> 

 #comment 

18 Query amgranule for the exported granule's InsertTime and LastUpdate:<br 
/><br />select granuleid, archivetime, lastupdate<br />   from amgranule <br 
/>   where granuleid in ($GRANULE_IDS) 
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# Action Expected Result Notes 
19 Use an XPath utility to extract the InsertTime and LastUpdate from each 

granule's exported metadata:<br /><br />xpath 
'gmi:MI_Metadata/gmd:identificationInfo/gmd:MD_DataIdentification/gmd:
citation/gmd:CI_Citation[gmd:title/gco:CharacterString='UpdateTime']/gmd:
date/gmd:CI_Date/gmd:date/gco:DateTime' granule.xml<br /><br />xpath 
'gmi:MI_Metadata/gmd:identificationInfo/gmd:MD_DataIdentification/gmd:
citation/gmd:CI_Citation[gmd:title/gco:CharacterString='InsertTime']/gmd:d
ate/gmd:CI_Date/gmd:date/gco:DateTime' granule.xml 

  

20 Verify the granule's exported metadata InsertTime and LastUpdate matches 
its amgranule archivetime and lastupdate. 

  

21 <i>V-8 Verify that the metadata for the granule in S-2 subclause g (and any 
other subclauses for which the affected granule did not have a restriction flag 
set) do not contain any elements marking the granules as ‘hidden’ or 
‘restricted’ in accordance to the ISO schema and SDPS to ECHO ICD.</i> 

 #comment 

22 Verify the granule's exported metadata contains no RestrictionFlag 
element:<br /><br />xpath 
'gmi:MI_Metadata/gmd:identificationInfo/gmd:MD_DataIdentification[gmd:
citation/gmd:CI_Citation/gmd:title/gco:CharacterString='RestrictionFlag']/g
md:resourceConstraints/gmd:MD_LegalConstraints/gmd:otherConstraints/gc
o:CharacterString' granule.xml 

  

 
 
TEST DATA: 
See Test Case 624. 
 
EXPECTED RESULTS: 
V 100 1 Verify that the manual export in S-1 results in multiple HTTP PUT requests containing the full granule metadata for each granule in the requested 
collection (but not any granules belonging to other collections sharing a short name but with a different version ID). V 100 2 Verify that the operations in S-2, 
excepting subclauses b-d each result in the export of a single HTTP PUT containing the full granule metadata. V 100 3 Verify that the operations in S-2 
subclauses b-d each result in the export of a single HTTP DELETE, with the ID of the granule in the URL, but not containing any granule metadata in the request 
body. V 100 4 Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b-d, validates against TBD ISO Schema. V 100 5 Verify that the metadata 
exported in S-1 and S-2, except S-2 subclauses b-d has the following elements: a) InsertTime = The insert time of the granule recorded in the AIM database. b) 
LastUpdate = The last update time of the granule recorded in the AIM database V 100 6 Verify that the metadata for the granule in S-2 subclause e includes 
elements marking the granule as ‘hidden’ in accordance to the ISO schema and SDPS to ECHO ICD. V 100 7 Verify that the metadata for the granule in S-2 
subclause f includes elements marking the granule as ‘restricted’ in accordance to the ISO schema and SDPS to ECHO ICD. V 100 8 Verify that the metadata for 
the granule in S-2 subclause g (and any other subclauses for which the affected granule did not have a restriction flag set) do not contain any elements marking 
the granules as ‘hidden’ or ‘restricted’ in accordance to the ISO schema andSDPS to ECHO ICD. V 100 9 Verify that the metadata generated by the action in S-2 
subclause h contains URLs for the science and metadata files. V 100 10 Verify that the metadata generated by the action in S-2 subclause i contains no datapool 
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URLs. V 100 11 Verify that the metadata generated by the action in S-2 subclause j contains a reference to the newly assigned collection. V 100 12 Verify that 
the action performed in S-2 subclause k results in the export of full granule metadata for every granule in the collection affected. V 100 13 Verify that the 
metadata generated by the action in S-2 subclause l contains XML reflecting the replacement which was performed. 
 

1136 ALERT AFTER NUMEROUS RETRIES (ECS-ECSTC-3546) 

DESCRIPTION: 
S 380 1 [Alert After Numerous Retries] Log in to the BMGT GUI as an operator. View and update the export retry interval and number of retries which will 
trigger an alert. Save the changes. Bounce BMGT server. S 380 2 Cause an error situation wherein a retriable, unsuccessful HTTP code is returned to BMGT 
from ECHO (or an ECHO stand-in) on each export attempt. Retriable error codes include HTTP code 500. S 380 3 Resolve the cause of the error such that 
successful (code 200 or 201) HTTP statuses are returned. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure BMGT configuration is current and correct (config files, properties 

files, database settings, etc.). 
  

3 Ensure a PostgreSQL prompt is available, connected to the ecs database.   
4 Ensure test data under /sotestdata/DROP_802/BE_82_01/Criteria/380 is 

available. 
  

5 Ensure  Collections C1, C2 have been installed in the mode.<br />  Look in 
the DPL Ingest GUI, or ask a lab lead. 

  

6 Ensure granules g1 .. g4 have been ingested and their granule IDs are saved 
to a text file granuleids.txt. 

  

7 Ensure collections C1 and C2 are enabled for Collection and Granule 
Export:<br /><br />select shortname, versionid, collectionexportflag, 
granuleexportflag<br />  from bg_collection_configuration<br />  where 
(shortname = &lt;C1_SHORTNAME&gt; and versionid = 
&lt;C1_VERSIONID&gt;)<br />  or (shortname = 
&lt;C2_SHORTNAME&gt; and versionid = &lt;C2_VERSIONID&gt;) 

  

8 Ensure BMGT.EmailLogger.To is set to a valid, reachable email address 
(such as labuser@f4eil01.edn.ecs.nasa.gov) via the BMGT GUI &gt; BMGT 
Configuration tab or the database:<br /><br /> update 
bg_configuration_property<br />   set propertyvalue = 
'&lt;TEST_EMAIL&gt;'<br />   where propertyname = 
'BMGT.EmailLogger.To' <br /> <br />set the 
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# Action Expected Result Notes 
log4j.logger.emailLogger=DEBUG,notifier,notifierLog in the 
log4j.properties  file. 

9 Ensure a mock ECHO or TCP proxy is capturing BMGT traffic.   
10 <i>Setup</i>  #comment 
11 <i>S-1 Log in to the BMGT GUI as an operator.<br />View and update the 

export retry interval and number of retries which will trigger an alert, as well 
as an interval for retries after an alert.<br />Save the changes.<br />Bounce 
BMGT server.</i> 

 #comment 

12 Log in to the BMGT GUI, using the operator password.   
13 On the &quot;BMGT Configuration&quot; tab, set these values:<br /><br 

/>BMGT.Exporter.IngestClient.RetryRequestCount = 3 
BMGT.Exporter.IngestClient.RetryRequestWait = 10000 
BMGT.Dispatcher.MaxAutoResumeRetries = 3<br 
/>BMGT.Dispatcher.AutoResumeWait = 60000 

  

14 Restart the BMGT Server:<br /><br />EcBmBMGTDispatcherStop 
&lt;MODE&gt;<br />EcBmBMGTDispatcherStart &lt;MODE&gt; 

  

15 <i>V-1 Verify that in S-1 the GUI displays the export retry interval and the 
number of retries which will trigger an alert.  Verify that it allows the 
operator to update the values.</i> 

 #comment 

16 Verify the BMGT GUI &gt; BMGT Configuration tab displays values for the 
changed properties before the change. 

  

17 Verify the BMGT GUI &gt; BMGT Configuration tab allows the operator to 
change the propery values. 

  

18 Log out of the BMGT GUI.   
19 Clear the browser cache.   
20 Log in to the BMGT GUI with the operator password.   
21 Verify the BMGT GUI &gt; BMGT Configuration tab displays new values 

for the changed properties. 
  

22 <i>S-2 Cause an error situation wherein a retriable, unsuccessful HTTP error 
is returned to BMGT from ECHO (or an ECHO stand-in) on each export 
attempt.  HTTP errors include:<br />  1.Cannot determine IP address of 
ECHO<br />  2.ECHO not responding<br />  3.Communication with ECHO 
interrupted in the middle (e.g. by bringing down a proxy)<br />  4.ECHO 
terminates a persistent connection from ECHO.</i> 

 #comment 

23 Cause one of the following error scenarios:<br /> 1. Cannot determine IP 
address of ECHO<br /> 2. ECHO not responding<br /> 3. Communication 
with ECHO interrupted in the middle (e.g. by bringing down a proxy)<br /> 
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# Action Expected Result Notes 
4. ECHO terminates a persistent connection from ECHO. 

24 Request export of collection C1 and its granules g1, g2:<br /><br 
/>EcBmBMGTManualStart &lt;MODE&gt; --metc --metg --collections 
&lt;C1_SHORTNAME&gt;.&lt;C1_VERSIONID&gt; 

  

25 <i>V-2 Verify that the amount of time between retries of the error in S-2 is 
equal to that defined in S-1.</i> 

 #comment 

26 Verify the mock ECHO log shows that metadata for collection C1 and 
granules g1, g2 is exported every 10 seconds after the initial attempt. 

  

27 <i>V-3 Verify that once the retry threshold is reached, an alert is triggered, 
pausing the dispatcher.</i> 

 #comment 

28 Verify that after the 4th collection C1 export (3rd retry) the dispatcher is 
paused (about 30 seconds after the initial export attempt). 

  

29 <i>V-3.1 Verify that the alert is visible in the GUI.</i>  #comment 
30 Verify that after the 4th collection C1 export (3rd retry) an alert appears in 

the GUI (about 30 seconds after the initial export attempt). 
  

31 <i>V-3.2 Verify that an alert email is sent to the operator explaining that the 
dispatcher has been paused and giving a reason for the alert.</i> 

 #comment 

32 Verify that after the 4th collection C1 export (3rd retry) an email is sent to the 
configured email address (about 30 seconds after the initial export attempt). 

  

33 <i>V-3.3 Verify that while the alert is in place, the dispatcher is unpaused at 
the configured interval allowing requests to be retried</i> 

 #comment 

34 Verify that while the alert is displayed in the BMGT GUI, the dispatcher is 
unpaused every minute, resulting in export attempts for queued export 
requests. 

  

35 <i>S-3 Resolve the cause of the error such that successful (code 200 or 201) 
HTTP statuses are returned. bring up proxy 200 or 201, the Dispatcher server 
won't clear the alert.</i> 

 #comment 

36 Configure the mock ECHO to respond to collection and granule exports with 
HTTP success codes, such as 200 or 201. 

bring up proxy 200 or 201, the 
Dispatcher server won't clear the alert.   
<br />bring up normal proxy, the 
dispatcher will clear the alert. 

 

37 <i>V-4 Verify that once the cause of the error is resolved in S-3, the alert is 
automatically cleared the next time the dispatcher is resumed and requests are 
able to successfully export, allowing all queued requests to once again start 
working off.</i> 

 #comment 

38 Verify that after the mock ECHO begins returning HTTP success codes the 
alert no longer appears in the BMGT GUI. 
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# Action Expected Result Notes 
39 Verify that the mock ECHO log shows that after collection C1 is exported 

successfully, metadata is exported for granules g1 and g2. 
  

40 <i>V-5 Cause a 422 HTTP status code to be returned to BMGT for one or 
more export requests,<br /> and verify that these requests are marked as 
having an ECHO ingest failure.</i> 

 #comment 

41 Configure the mock ECHO to respond to collection and granule exports with 
HTTP code 422 an dECHO Error code 
&quot;RECORD_INVALID&quot;<br /><br />(If using a TCP proxy, 
Duplicate the online access URL in the granule metadata file for granule g2 
in Collection C2. (Online access urls Urls must be unique will cause 422 
error) 

  

42 EcBmBMGTManualStart --mode &lt;MODE&gt; --metc --metg --collections 
&lt;C2_shortname.C2_versionid&gt; 

  

43 Verify that the GUI shows a &quot;BLOCKED/PENDING&quot; on the 
export request<br /> 

  

 
 
TEST DATA: 
Crit id Crit ccr no Test Data Description Data Type Requirements Metadata Requirements Volume Requirements Size Requirements Data Location Readiness 
Status Collection C1 with 2 granules g1, g2 Collection C2 with 2 granules g3, g4 
 
EXPECTED RESULTS: 
V 380 1 Verify that in S-1 the GUI displays the export retry interval and the number of retries which will trigger an alert. Verify that it allows the operator to 
update the values. V 380 2 Verify that the amount of time between retries of the error in S-2 is equal to that defined in S-1. V 380 3 Verify that once the retry 
threshold is reached, an alert is triggered. Verify that the alert is visible in the GUI. And also in an email sent to the operator. Verify that while the alert is in 
place, only a single export request will attempt retries, and all others will be paused. V 380 4 Verify that once the cause of the error is resolved in S-3, the alert is 
automatically cleared, allowing all queued requests to once again start working off. V 380 5 Cause a 422 HTTP status code to be returned to BMGT for one or 
more export requests, and verify that these requests are marked as having an ECHO ingest failure. 
 

1137 DELETE MULTIPLE ESDTS, SUCCESS CASE (ECS-ECSTC-3547) 

DESCRIPTION: 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 <i>DS_7E_01 ESDT Maintenance GUI <br 

/>ITP:http://dmserver.gsfc.nasa.gov/release721/ESDT_Maint_GUI/ITP_DS_
7E_01_ESDTGUI.doc</i> 

 #comment 

2 <i>Preconditions</i>  #comment 
3 Ensure a database client is connected to the ecs database.   
4 Identify 3 ESDTs for deletion (C1, C2, C3).   
5 Save the collection IDs of C1, C2, C3. For each,<br />select collectionid 

from amcollection where shortname = '${SHORTNAME}'<br /> and 
versionid = ${VERSIONID} 

  

6 Save the attribute IDs associated with each of C1, C2, C3. <br />For each,<br 
/>select attributeid <br />from amcollection c <br />join 
dsmdcollectionaddnlattribsxref x <br />on c.collectionid = x.collectionid <br 
/>where shortname = '${SHORTNAME}' <br />and versionid = 
${VERSIONID} 

  

7 Ensure C1, C2, C3 have no granules. <br />For each, <br />select 
esdt(shortname, versionid), granuleid <br />from amgranule <br />where 
shortname = '${SHORTNAME}' <br />and versionid = ${VERSIONID} 

  

8 Ensure C1, C2, C3 are absent from the data pool. <br />For each, <br />select 
* <br />from amcollection <br />where groupid is null <br />and shortname 
= '${SHORTNAME}' <br />and versionid = ${VERSIONID} 

  

9 Ensure C1, C2, C3 are absent from the Spatial Subscription Server database. 
For each, <br />select * <br />from EcNbSubscription <br />where esdt_id = 
'${C1_SHORTNAME}' and versionid = ${C1_VERSIONID} 

  

10 <i>S-1 From the ESDT Maintenance GUI select a group of ESDTs for 
deletion. <br />Each of the ESDTs selected must satisfy the following 
conditions to for deletion to be possible:<br />    1. the ESDT contain no 
granules in the AIM inventory database<br />    2. the ESDT is not defined 
within the Data Pool<br />    3. the Spatial Subscription service contains no 
active or inactive subscriptions referencing the ESDT</i> 

 #comment 

11 Note the current time as t0.   
12 On the ESDT Maintenance GUI &quot;ESDT List&quot; page, select C1, 

C2, and C3. 
  

13 Click the “Delete Selected ESDTs” button at the bottom of the page to begin 
the ESDT deletion. 

  

14 Select OK at the confirmation prompt.   
15 <i>V-1 Verify that each ESDT was deleted successfully. <br />1. The MCF  #comment 
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# Action Expected Result Notes 
file was deleted <br />2. The ESDT XML schema file was deleted <br />3. 
The ESDT descriptor file was deleted. <br />4. The ESDT basic collections 
and PSA associations were deleted from the Inventory database <br />5. The 
insert events and event qualifiers for the ESDT were deleted from the 
Subscription Server database <br />6. The XML metadata file directories 
associated with the ESDT were removed from the XML archive<br />7. PSA 
definitions are removed if there are no other ESDTs associated with them</i> 

16 1. Verify no MCF files exist for C1, C2, or C3. For each ESDT, <br />ls -l 
/stornext/smallfiles/${MODE}/mcf/${SHORTNAME}#${VERSIONID}.M
CF <br />For example, <br />ls -l 
/stornext/smallfiles/OPS/mcf/MOD29P1D#005.MCF 

  

17 2. Verify no ESDT XML schema files exist for C1, C2, or C3. <br />For each 
ESDT, <br 
/>/stornext/smallfiles/${MODE}/descriptor/*${SHORTNAME}.${VERSIO
NID}.xsd <br />For example,<br />ls -l 
/stornext/smallfiles/OPS/descriptor/*MOD29.003.xsd 

  

18 3. Verify no ESDT descriptor files exist for C1, C2, or C3. <br />For each 
ESDT, <br 
/>/stornext/smallfiles/${MODE}/descriptor/*${SHORTNAME}.${VERSIO
NID}.desc <br />For example, <br />ls -l 
/stornext/smallfiles/OPS/descriptor/*MOD29.003.desc 

  

19 4. Verify the collections table has no rows for C1, C3, or C3. <br />For each 
ESDT, <br />select * from amcollection where shortname = 
'${C1_SHORTNAME}' and versionid = ${VERSIONID} 

  

20 4. Verify additional attribute associations no longer exist for C1, C2, C3. <br 
/>select * <br />from dsmdcollectionaddnlattribsxref <br />where 
collectionid in (${COLLECTIONIDS}) 

  

21 5. Verify Subscription Server database has no event definitions for C1, C2, or 
C3. For each,<br />select *<br />from ecnbeventdefinition<br />where 
esdt_id = '${SHORTNAME}'<br />and versionid = ${VERSIONID} 

  

22 5. Verify Subscription Server database has no event qualifiers for C1, C2, or 
C3. <br />For each,<br />select *<br />from ecnbeventattrxref<br />where 
esdt_id = '${SHORTNAME}'<br />and versionid = ${VERSIONID} 

  

23 6. Verify no XML metadata directory exists in the small file archive for C1, 
C2, or C3. <br />For each,<br />ls -ld 
/stornext/smallfiles/${MODE}/metadata/${SHORTNAME}.${VERSIONID
}<br />For example,<br />ls -ld 
/stornext/smallfiles/OPS/metadata/MOD29.003 
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# Action Expected Result Notes 
24 7. Verify the additional attribute definitions for C1, C2, C3 no longer 

exist:<br />select attributeid<br />from dsmdadditionalattributes<br />where 
attributeid in (${ATTRIBUTEIDS})<br />If any previously associated 
attributes remain, verify they are associated with existing collections:<br 
/>select distinct(attributeid)<br />from dsmdcollectionaddnlattribsxref<br 
/>where attributeid in (${REMAINING_ATTRIBUTEIDS})<br />should 
return the same list of ${REMAINING_ATTRIBUTEIDS}. 

  

25 <i>V-2 Verify that the ESDT Maintenance GUI displays a message 
indicating number of ESDTs deleted.</i> 

 #comment 

26 Verify the ESDT Maintenance GUI displays a message indicating 3 ESDTs 
were deleted. 

  

27 <i>V-3 Verify that the ESDT Maintenance GUI logs the processing 
activities, including time of request, action requested, ESDT ShortName, 
Version ID, descriptor file name, and the result of the operation, in a 
configured log file.</i> 

 #comment 

28 ssh to the ESDT Maintenance GUI host.   
29 Search the ESDT GUI log for the first mentions of C1, C2, and C3 on or after 

the time t0.<br 
/>/usr/ecs/${MODE}/CUSTOM/logs/ESDTMaintenanceGUI.*.log* 

  

30 <i>The descriptor file name is not logged in the 
ESDTMaintenanceGUI.debug0.log file. <br />There is a existence 
ncr8051131. <br />Test Run - 1705:Delete multiple ESDTs, success case -
Multiple Issues Found</i> 

 #comment 

31 Verify each of the following is logged for each of C1, C2, C3:<br />request 
time<br />action requested (delete)<br />ShortName<br />Version ID<br 
/>descriptor file name<br />operation result 

  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
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1138 GRANULE LOGICAL DELETION -- PHYSICAL (ECS-ECSTC-3548) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Logical delete is combined with Unpublish and BMGT for an end to end 

test.</i> 
 #comment 

2 <i>Preconditions</i>  #comment 
3 Identify several granules in a single collection to delete.<br />Ensure some 

granules have associated browse. 
  

4 To simplify the command line, set and export the following environment 
variables before running the delete utility: 

  

5 <i>csh<br />setenv MODE &lt;MODE&gt;;</i>  #comment 
6 <i>bash<br />export MODE=&lt;MODE&gt;<br />See AIM Granule 

Deletion 609 document for details.</i> 
 #comment 

7 Ensure a TCP proxy or mock ECHO is capturing BMGT traffic.   
8 Ensure BMGT is running:<br />./EcBmBMGTAppStart ${MODE}   
9 Ensure the granules' collection is enabled for BMGT collection and granule 

export.<br />update bg_collection_configuration<br />set 
collectionexportflag = 'Y', granuleexportflag = 'Y'<br />where shortname = 
'${SHORTNAME}'<br />and versionid = ${VERSIONID}<br />If the 
collection was newly enabled for export in this step, wait for all of its 
granules to finish exporting. 

  

10 <i>Setup and Verification</i>  #comment 
11 Note the current time as t0.   
12 Run the EcDsBulkDelete utility with the –physical option as follows:<br 

/>EcDsBulkDelete.pl -physical<br />    -geoidfile 
&lt;path/geoidfile_name&gt;<br />    -log &lt;log_file_name.log&gt; 

  

13 <i>Verify the utility runs successfully and the output is correct:</i>  #comment 
14 Verify all granule(s) in the path/geoidfile_name have been marked for 

deletion, i.e., each has a non-null deleteEffectiveDate in the amgranule table. 
  

15 Verify the deleted granule(s) have been logged in the specified log file.   
16 Verify the TCP proxy log shows that after time t0 BMGT exported a 

DELETE request for each granule. 
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# Action Expected Result Notes 
17 Note the current time as t1.   
18 Run the Unpublish utility with –aim option in the mode:<br 

/>./EcDlUnpublishStart.pl -mode ${MODE} -aim -offset 1 
  

19 Verify the granules marked for deletion are moved to the hidden Data Pool.   
20 <i>ncr8051949 Unpublished logical deleted a science granule associated with 

a browse causes BMGT exports the logical deleted a science granule to 
ECHO twice.</i> 

 #comment 

21 Verify the TCP proxy shows no requests for the unpublished granules after 
time t1. 

  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

1139 QAUU: UPDATE BY ESDT AND TEMPORAL RANGE FOR SPECIFIC MEASURED 
PARAMETERS (ECS-ECSTC-3549) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[QAUU: Update by ESDT and temporal range for specific measured 

parameters] (See Criterion 3000 in DS_7E_01)</i> 
 #comment 

2 Select an ESDT that has at least two measured parameters per granule. The 
ESDT has granules in AIM inventory, as well as in Data Pool, some of which 
are located in public Data Pool area, and others are in hidden Data Pool 
area.<br />ESDT MOD10A1 is a good choice.<br /><br />select granuleid, 
beginningdatetime, isorderonly, deletefromarchive from amgranule where 
collectionid = order by beginningdatetime;<br />If data is not found, Use 
DPL Ingest GUI to control whether the granules for an ESDT go to the data 
pool and whether they go to the public or hidden Data Pool area. <br 
/><br />a)From DPL Ingest GUI, Configuration, Data Types, configure this 
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# Action Expected Result Notes 
ESDT to be inserted into Data Pool and whether it’s public or not. 
 <br /><br />b)Configure the ESDT as specified in the Test Data 
Requirement to be inserted into Data Pool public area, and ingest 5 granules.
  <br /><br />c)Configure the ESDT to be inserted into Data 
Pool but not public area, and ingest another 5 granules. 

3 Set up an input file for the QA Update Utility to update the science quality 
flags of the ESDT for a temporal range, such that there are at least 10 
granules within the time range. <br /><br />Set the temporal range so that it 
matches the boundary of at least one of the granules acquisition times. 
Specify a valid email address for the originating SCF site as “Requester ID” 
in the input request file. <br /><br />Specify science QA flag values and 
explanation for at least 2 measurement parameters. <br /><br />a) Prepare 
a QA update request which updates the science quality flags of the specific 
measured parameters of the ESDT for a temporal range.<br />See the QAUU 
609 section &quot;4.8.9.3 Input File Format&quot; for the format of Request 
with Temporal Range:<br /><br 
/>http://edhs1.gsfc.nasa.gov/waisdata/eed/pdf/609eed001_File_6.pdf<br 
/>The measured parameters should be specified in the request file for this 
test.  <br /><br />b) Specify some granules to have acquisition 
times at the exact boundary points of the temporal range.  <br 
/><br />c) Specify the email address in the input request file.  <br 
/> Put 'From ' as the first line of the request file for the request from 
GSFC. <br /><br />d) Specify science QA flag and explanations for at least 
2 measured parameters.  <br /><br />e) Name the QA Update 
Request file name with the following format: __QAUPDATE. (example 
OPS_GSFC_QAUPDATE.20010228122030)<br />Sample contents of the 
request file<br 
/>************************************************************
****<br />From  GSFC<br />begin QAMetadataUpdate  Science ESDT<br 
/>MOD10A1 5   Nov 05 2007 00:00:00.000    Nov 05 2007 01:15:00.000    
Snow_Albedo_Daily_Tile  Being Investigated  Verify ESDT Temp 
Option<br />MOD10A1 5   Nov 05 2007 00:00:00.000    Nov 05 2007 
01:15:00.000    Snow_Cover_Daily_Tile   Being Investigated  Verify ESDT 
Temp Option<br />end QAMetadataUpdate<br 
/>************************************************************
*************** 

  

4 Run query.<br />select granuleid, beginningdatetime, isorderonly, from 
amgranule where shortname = 'MOD10A1' and versionid = 5 where 
beginningdatetime &gt;=  &lt;beginningdatetime&gt; <br />Save the query 
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# Action Expected Result Notes 
results 

5 Locate the granule XML files for the affected granules in the small file 
archive under /stornext/smallfiles//metadata/, and copy the XML files to a 
temporary location for later comparison. 

  

6 Ensure that email addresses are in the config file<br />Update the following 
parameters in the config file or add the following 3 parameters with 
appropriate values. <br 
/>_EMAIL_FROM_ADDRESSES=xyz@nasa.gov<br 
/>_EMAIL_REPLY_ADDRESS=xyz@nasa.gov<br 
/>_NOTIFICATION_ON_SUCCESS= Y 

  

7 Copy the request file to QA_REQUEST_DIR directory.   
8 Run EcAmQAUUStart  -file  -skipRecovery   
9 VERIFICATION   
10 Verify that the QA Update Utility displays the total number of granules that 

will be affected by this update and prompts for operator confirmation before 
performing the update. 

  

11 Verify that upon completion of the QA update run, the operator can view the 
following information:<br /><br />a. A list of affected granules identified by 
ESDT Short Name, Version ID, LGID, dbID, along with the measured 
parameters and the updated  QA flag values<br /><br />b. Total number of 
granules updated 

  

12 Verify that a log file is created with a standard log file name in a configured 
log directory. 

  

13 Verify the QA Update Utility log file is created under 
/usr/ecs/&lt;MODE&gt;/CUSTOM/logs. 

  

14 Verify the total number of affected granules is displayed and correct by 
comparing with the number from the query in step 4, and confirm the 
updating after the prompt.<br /><br />Verify QAUU 
Log(EcDsAmQauu.ops0.log) for the following statements:<br /> Total 
number of granules updated: <br /> Total number of granules specified in the 
request:  <br /> Total number of granules eligible to be updated after 
validation: 

  

15 Verify the QA update utility log recorded the processing activities.   
16 Verify that the granules listed are in the correct acquisition time range 

(inclusive of the boundary points) and the granule count is correct. 
  

17 Verify that the XML metadata files for each of the granules are updated 
correctly in the small file archive system. 
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# Action Expected Result Notes 
18 Specifically, verify that the QA flags and the corresponding explanation 

fields are updated correctly for the affected measured parameters.<br 
/>Locate the XML files for the affected granules in 
/stornext/smallfiles//metadata/,   compare with the original XML files using 
diff, and verify that the QA flags and explanations are updated correctly for 
the affected measured parameters. 

  

19 View the updated XML files, and verify the ScienceFlagExplanation field has 
time tag accurate to the minute appended for the updated QAFlags. 

  

20 Verify the XML metadata files in the public and hidden  Data Pool file 
systems  are replaced by the corresponding updated XML metadata files in 
the small file archive system. 

  

21 Locate the XML files for the affected granules in public data pool 
/datapool/&lt;MODE&gt;/user/&lt;FILESYSTEM&gt;/, and verify they are 
the same as the ones in the small file archive using diff. 

  

22 Verify that the QA Update Utility appended the date and time of update 
accurate to the minute, to the explanation fields, and stored them in the 
corresponding metadata files in the small file archive system, as well as in the 
Data Pool database. 

  

23 Verify that lastUpdatetime for each of the granules affected is updated 
correctly in the AIM Inventory database as well as in the Data Pool database 
using the system time.<br />Run Query<br />select granuleid, 
beginningdatetime, isorderonly, lastupdate from amgranule where shortname 
= 'MOD10A1' and versionid = 5 order by lastupdate desc;<br /> and verify 
that all the granules lastupdate is changed to the time when the utility was 
run. 

  

24 Verify that the QA update utility recorded the list of granules updated along 
with the updated QA values for the affected measured parameters in the AIM 
Inventory database (for use by BMGT)<br />Run query <br />select * from 
DsMdGrEventHistory order by  eventtime desc, <br />and verify all the 
updated granules have events recorded. 

  

25 Verify that the QA update request file is moved into the configured 
completed request directory location.<br />Verify the QA Update Request 
file is moved from directory QA_REQUEST_DIR to 
QA_COMPLETED_REQUEST_DIR. 

  

26 Verify that a history file is generated and stored in the QA_HISTORY_DIR 
directory, which contains the granule IDs (db IDs) along with the measured 
parameters, the QA values, and the corresponding explanation fields before 
and after the update for each granule updated.<br /> Verify the history file is 

  



 

3138 
 

# Action Expected Result Notes 
created under QA_HISTORY_DIR, and it contains the dbID, 
ParameterName, FlagName, NewQualityFlag,  OldQualityFlag, 
NewQualityFlagExplan,  and OldQualityFlagExplan 

27 Verify that the QA update utility logged the processing activities including 
the following:<br />a. time stamp is included in each log entry<br />b. the 
name of the request file is logged at the start of processing the update request 
<br />c. Total number of granules requested.<br />d. Total number of 
granules updated.<br />e. Run completion status<br />Verify in the log for 
the following statement : <br />Processing request file<br />Total number of 
granules updated: <br />Total number of granules specified in the request:  
<br />Total number of granules eligible to be updated after validation: <br 
/>RUN COMPLETED SUCCESSFULLY. 

  

28 Verify that the total number of granules requested is the same as the total 
number of granules updated. <br />Verify in the QAUU log for both 
the numbers to match<br />Total number of granules updated: <br />Total 
number of granules specified in the request: 

  

29 Verify that the QAUU history file under 
/usr/ecs/&lt;MODE&gt;/CUSTOM/data/DSS/AIM/QAUUHistory contains 
the information about the affected granules and the log file contains total 
number of granules updated. 

  

30 Verify that an email notification is sent to the configured “Reply-to” e-mail 
address for the originating site, as well as to the configured internal DAAC 
email address, and that it contains the following information:<br />a. The 
name of the request file processed.<br />b. Total number of granules 
specified in the request<br />c. Total number of granules updated.<br /><br 
/>Verify the email notification is sent to email addresses specified in 
DAAC_EMAIL_ ADDRESSES and SITE_ReplyAddress.  <br 
/>Verify the email contains the correct information and matches with 
information in the log file. 

  

31 Create an ESDT request with an invalid timestamp like 15:00:00:000pm
 <br />Verify that the 'SOME ERRORS OCCURRED' is captured in 
the log 

  

32 Correct the timestamp error by using 15:00:00.000. Use the time range such 
that there are no granules associated with the request.<br /><br />Verify that 
&quot;No non-smap granules associated with the following request 
data&quot; is captured in the log. 
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TEST DATA: 
 
EXPECTED RESULTS: 
 

1140 ARCHIVE CHECK UTILITY (ECS-ECSTC-3550) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Archive Check Utility]</i>  #comment 
2 <i>Note: Refer to the EcDsAmArchiveCheckUtility.609 document for 

details.</i> 
 #comment 

3 Run EcDsAmArchiveCheckUtilityStart to get the usage of this utility.<br 
/>Usage:<br />EcDsAmArchiveCheckUtilityStart [MODE] [-ar 
ArchiveRootPath] [-lo (Output Directory)] [-s | -a | -e [ESDT_LIST] |<br />    
-d [&quot;Mon DD, YYYY HH:MM [AM | PM ] - Mon DD, YYYY 
HH:MM [AM | PM ]&quot;] | -v [VolumeGroupPath] | -o | -h | -vs 
[VolumeGroupPath] [-nx] 

  

4 Run EcDsAmArchiveCheckUtilityStart &lt;MODE&gt; to check consistency 
of the ECS data file archive and xml file archive for granules in all the 
volume groups with the specified ArchiveRoot (such as /stornext/snfs1/) in 
this mode. 

  

5 Verify that the utility reports the discrepancies between the archive and the 
database for all the volume groups with the specified ArchiveRoot. <br />It 
also reports the phantom and orphan xml files for these granules. 

  

6 Verify that the report files are generated with detailed information about the 
discrepancies. 

  

7 <i>The  AmArchiveCheckUtility can't report the missing Archive for 
AE_Land.002 and MOD29P1D.005 datatypes <br /> in the 
OPS.2014.09.24_15:22:04_f5dpl01v.notInArch<br />Files with missing 
archive records in VolumeGroup /stornext/snfs1/OPS/AMSR <br />It works 
for AE_5DSno.002 and AST_L1T.003 in EDF-OPS mode.</i> 

 #comment 

8 Run EcDsAmArchiveCheckUtilityStart &lt;MODE&gt; with –e and –d 
options:<br />For example: EcDsAmArchiveCheckUtilityStart DEV04 -e 
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# Action Expected Result Notes 
&quot;MOD10C2*&quot; -v /stornext/snfs1/DEV04/MODIS -d &quot;Aug 
27 2007 - May 05 2009&quot; 

9 Verify that the utility reports the discrepancies between the archive and 
database for the specified ESDTs with the specified volume group path and 
date range. <br />It also reports the phantom and orphan xml files for these 
granules. 

  

10 <i>A new ncr8052052 EcDsAmArchiveCheckUtilityStart does not reported 
new ingested granules after removing archive files.</i> 

 #comment 

11 Verify that the report files are generated with the detailed information about 
the discrepancies. 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1141 VALIDATING HDF DATA FILES (ECS-ECSTC-3551) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Get two HDF files with known differences.   
2 Use the HDIFF tool to compare them.   
3 Verify that the differences are detected.   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
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1142 USE THE DPL INGEST GUI TO CONFIGURE REMOTE TRANSFER HOSTS (ECS-ECSTC-3552) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Description and Objectives: Verifies Remote Transfer Hosts can be 

configured using the DPL Ingest GUI</i> 
 #comment 

2 <i>[Configure FTP hosts]</i>  #comment 
3 As the ‘ingest admin’ operator, navigate to the Transfer Hosts page on the 

Data Pool Ingest GUI. 
  

4 Edit existing ftp host information (if any, from the INGST CI), per S-DPL-
16260, and define new ftp hosts such that all ftp hosts which will be used for 
testing this ticket are defined.<br />(Table of ftp hosts and related S-DPL-
16260 information TBS as part of ITP).<br />At least two ftp hosts should be 
defined that are not configured for the INGST subsystem. 

  

5 Verify that the Data Pool Ingest GUI allows the ‘ingest admin’ operator to 
edit ftp host information. 

  

6 Verify that the Data Pool Ingest GUI prompts the operator to confirm 
changes to existing ftp hosts and definitions of new ftp hosts before saving 
this information. 

  

7 Verify that the ingest admin operator has the authorization to define the ftp 
hosts (i.e., has access to the ftp host pages on the Data Pool Ingest GUI, and 
that information entered by this operator is stored in the database.) 

  

8 Verify that the Data Pool Ingest GUI allows all information in S-DPL-16260 
to be entered. 

  

9 <i>[Configure HTTP hosts]</i>  #comment 
10 Configure a HTTP host use the step similar to 'Configure FTP hosts'.   
11 <i>[Configure GrdiFTP hosts]</i>  #comment 
12 Configure a GridFTP host use the step similar to 'Configure FTP hosts'.  The 

GridFTP host should have the GridFTP server running, e.g. 
c5cbl01v.edn.ecs.nasa.gov (EDF), t1inl02.vatc.ecs.nasa.gov (VATC) 

  

13 <i>[Configure SFTP hosts]</i>  #comment 
14 Configure a SFTP host use the step similar to 'Configure FTP hosts'.  The 

SFTP host can be any host which supports SFTP, e.g.  
f5eil01v.edn.ecs.nasa.gov, f5dpl01v, f5eil01v etc (EDF), 
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# Action Expected Result Notes 
t1inl02.vatc.ecs.nasa.gov (VATC) 

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

1143 USE THE DPL INGEST GUI TO CONFIGURE SCP HOSTS (ECS-ECSTC-3553) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Description and Objectives: Verifies SCP Hosts can be configured using 

the DPL Ingest GUI</i> 
 #comment 

2 <i>[Configure hosts for scp access]</i>  #comment 
3 As the ‘ingest admin’ operator, navigate to the host page on the Data Pool 

Ingest GUI. 
  

4 Edit existing information for hosts accessed via scp (if any, from the INGST 
CI), per S-DPL-16290, and define new scp hosts such that all scp hosts which 
will be used for testing this ticket are defined.<br />(Table of hosts accessed 
via scp, and related S-DPL-16290 information TBS as part of ITP.)<br />Scp 
type/cipher combinations to include in the test are:<br />    F-
secure/None;<br />    OpenSSH/aes128;<br />    OpenSSH/3des,i.e., the test 
needs to involve several different providers. 

  

5 Verify that the Data Pool Ingest GUI allows the ‘ingest admin’ operator to 
enter and edit the scp host information in S-DPL-16290. 

  

6 Verify that the Data Pool Ingest GUI prompts the operator to confirm 
changes to existing scp host parameters and definitions of new scp host 
parameters before saving this information. 

  

7 Verify that the ingest admin operator has the authorization to define the scp 
host parameters in S-DPL-16290 (i.e., has access to the host pages on the 
Data Pool Ingest GUI, and that information entered by this operator is stored 
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# Action Expected Result Notes 
in the database.) 

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

1144 VERIFIES EDOS INGEST (ECS-ECSTC-3554) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Description and Objectives: Verifies EDOS Ingest.</i>  #comment 
2 <i>[Submit EDOS PDRs]</i>  #comment 
3 With the Data Pool Ingest Service down, place all EDOS PDRs and signal 

files (XFR files) that will be used for testing in the configured EDOS polling 
directories. 

  

4 Ensure the EDOS data types are configured not to be published upon insert   
5 Use the original data type and file type templates and source MCF 

information as defined in the INGST CI. 
  

6 Start the Data Pool Ingest Service. Wait until all requests are in a stopped 
state (Suspended, Successful, Failed, Partial_Failure) on the Request Page of 
the Data Pool Ingest GUI. 

  

7 Verify that the application log includes the start and completion of the 
metadata extraction steps. 

  

8 Use the application log to verify that no more than the configured maximum 
number of metadata extraction steps were performed concurrently. 

  

9 Verify that the metadata stored in the Data Pool XML file are correct and 
match what should have been extracted from the input granule. 

  

10 Verify that the metadata stored in the AIM inventory are correct and match 
what should have been extracted from the input granule. 
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# Action Expected Result Notes 
11 Verify that all PDRs are eventually processed successfully and that none of 

the PDRs was processed twice. 
  

12 Verify that for at least one successful EDOS PDR that a Product Acceptance 
Notice was inserted into the DAAC configured local directory and was not 
inserted into the directory configured for EDOS notification. Note: The 
successful PAN should go to the local directory configured by the global 
tuning configuration parameter EDOS_SUCCESSFUL_PAN_DIR.  The long 
PAN (failed request) will go to the notification location specified by the 
provider. 

  

13 Verify for at least one successful EDOS ingest request that the PAN was 
constructed in compliance with ESDIS document 423-ICD-EDOS/EGS and 
follows the naming convention defined in that document. 

  

14 Verify that all temporary information (files, etc.) associated with the ingest 
request are removed after the request is complete and the PAN was deposited. 

  

 
 
TEST DATA: 
Any EDOS data types 
 
EXPECTED RESULTS: 
 

1145 CONFIGURE LDOPE SERVICE (ECS-ECSTC-3555) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 LDOPE projections cannot be configured in the GUI until they have been 

added to the database. If desired, a service can be created in the GUI. If not, it 
will automatically be created during this step.<br /><br />Adding a projection 
to the database is best accomplished using the Korn shell script, 
EcDlDaAddLDOPEService, which to uses SQL statements to:<br />- Create 
a service with which to associate the new projection (needed for ECHO 
forms)<br />- Add rows to the tables: AmDaService, AmDaProjection, 

The output:<br /><br />Mode: 
DEV02; Service: LDOPE<br /><br 
/>/tools/postgres/9.2.4/bin/psql ecs -U 
EcDlDaDataAccess -h f4dbl03 -p 
5432<br /><br /> set_search_path <br 
/>-----------------<br /> <br />(1 
row)<br /><br />DO 

 



 

3145 
 

# Action Expected Result Notes 
AmDaProjectionParam, AmDaProjectionParamValue, 
AmDaProjectionSrvXref<br /><br />The usage: 
EcDlDaAddLDOPEService.ksh $MODE $SERVICE_NAME<br />[Note: If 
you opted to create a service in the GUI, $SERVICE_NAME should exactly 
match the name of the created service.]<br /><br />An example: <br /><br 
/>f5dpl01v{mbrown_8051146}~/Assignments/2013-08-30 &gt; 
EcDlDaAddLDOPEService.ksh DEV02 LDOPE 

2 <i>The number of rows may vary.</i>  #comment 
3 SELECT s.name AS service_name, p.name AS projection_name FROM 

AmDaService AS s JOIN AmDaProjectionSrvXref AS x ON 
s.serviceid=x.serviceid JOIN AmDaProjection AS p ON 
p.projectionid=x.projectionid WHERE s.name = 'LDOPE'; 

service_name |     projection_name     
<br />--------------+-----------------------
--<br /> LDOPE        | 
LDOPE_Custom_Projection<br />(1 
row) 

 

4 <i>The number of rows may vary.</i>  #comment 
5 SELECT * FROM AmDaProjection WHERE projectionid = (SELECT 

projectionid FROM AmDaProjectionSrvXref WHERE serviceid = (SELECT 
serviceid FROM AmDaService WHERE name = 'LDOPE')); 

projectionid |          name           |     
description      <br />--------------+-----
--------------------+----------------------
<br />           50 | 
LDOPE_Custom_Projection | 
LDOPE_Custom_Service<br />(1 
row) 

 

6 <i>The number of rows may vary.</i>  #comment 
7 SELECT * FROM AmDaProjectionParam WHERE projectionid = (SELECT 

projectionid FROM AmDaProjectionSrvXref WHERE serviceid = (SELECT 
serviceid FROM AmDaService WHERE name = 'LDOPE')); 

paramid | projectionid | name |  
description   |   unit   | 
projparamdatatype | minimum | 
maximum | defaultvalue | requiredflag 
| enumerationflag <br />---------+------
--------+------+----------------+----------
+-------------------+---------+---------+---
-----------+--------------+-----------------
<br />     185 |           51 | Mask | Data 
mask type | Unitless | xs:string         |      
|         | Ideal        | Y            | Y<br />(1 
row) 

 

8 <i>The number of rows may vary.</i>  #comment 
9 SELECT * FROM AmDaProjectionParamValue WHERE paramid = 

(SELECT paramid FROM AmDaProjectionParam WHERE projectionid = 
(SELECT projectionid FROM AmDaProjectionSrvXref WHERE serviceid = 

paramid | typevalue  <br />---------+---
---------<br />     185 | Ideal<br />     
185 | Ideal/Good<br />(2 rows) 
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# Action Expected Result Notes 
(SELECT serviceid FROM AmDaService WHERE name = 'LDOPE'))); 

10 Once LDOPE has been successfully added to the database as a service and a 
projection, then the GUI is needed.<br />The following database tables will 
be affected: <br />AmDaColProjectionSrvXref, AmDaDataSetConfig, 
AmDaServiceProvider, DlDaColHDFObjectSrvXref<br /><br />Using a 
browser, navigate to the Data Access GUI 
(l5dpl01:22500/DataAccessGui_).<br /><br />Once the GUI has loaded, 
open the tab &amp;quot;Service Configuration.&amp;quot; <br />&amp;gt; 
Click [Add New Service]<br />&amp;gt; In the new service form, fill the text 
fields: <br /> &amp;gt; Request Type [Drop-down]<br /> &amp;gt; 
[Host &amp;amp; URL] OR [Service Path]*<br /> <br />*Keep in mind 
that the path should include a Tomcat Server and a port, if the service 
depends upon it. 

  

11 Then, to map the services to the required collections, open the tab 
&quot;Collection Configuration.&quot;<br />&gt; While holding the 
&quot;Ctrl&quot;  key, click on each of the collections that need to be 
mapped to the service.*<br />&gt; While selected, right-click, then choose: 
<br /> &gt; [Configure New Service For Collection] &gt; [LDOPE]<br />
 &gt; In the form, click [Update Service]<br /><br />*In this case, 
any collection beginning with &quot;MOD09&quot; will do for LDOPE. 

Check the &quot;Service 
Configuration&quot; tab; the mapped 
collections/datasets should appear 
under the service(s) to which they 
were mapped. <br />Double click any 
one of them to edit HDF Objects or 
any other variable. 

 

12 <i>The number of rows may vary.</i>  #comment 
13 To verify your changes:<br /><br />SELECT * FROM 

AmDaServiceProvider WHERE serviceid = (SELECT serviceid FROM 
AmDaService WHERE name = 'LDOPE'); 

serviceproviderid | serviceid | 
servicepath | requesttype | timeout | 
host <br />-------------------+-----------
+-------------+-------------+---------+-----
-<br />               160 |        47 |             | 
sync        |      60 | <br />(1 row) 

 

14 <i>The number of rows may vary.</i>  #comment 
15 SELECT * FROM AmDaColProjectionSrvXref WHERE projectionid = 

(SELECT projectionid FROM AmDaProjectionSrvXref WHERE serviceid = 
(SELECT serviceid FROM AmDaService WHERE name = 'LDOPE')); 

collectionid | projectionid | serviceid | 
enabledflag <br />--------------+--------
------+-----------+-------------<br />        
21180 |           51 |        47 | Y<br />        
18424 |           51 |        47 | Y<br />   
3000003073 |           51 |        47 | Y<br 
/>   3000003069 |           51 |        47 | 
Y<br />   3000003067 |           51 |        
47 | Y<br />   3000118281 |           51 |    
47 | Y<br />(6 rows) 
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# Action Expected Result Notes 
16 <i>The number of rows may vary.</i>  #comment 
17 SELECT * FROM AmDaDataSetConfig  WHERE serviceid = (SELECT 

serviceid FROM AmDaService WHERE name = 'LDOPE'); 
collectionid | serviceid | 
allowprojectionflag | allowformatflag | 
allowresamplingflag | 
allowinterpolationflag | allowbandflag 
| allowspatialflag | allowtemporalflag | 
enabledflag | asynconlyflag <br />-----
---------+-----------+---------------------
+-----------------+---------------------+---
---------------------+---------------+-------
-----------+-------------------+-------------
+---------------<br />   3000003073 |        
47 | Y                   | Y               | Y            
| Y                      | Y             | Y                
| Y                 | Y           | N<br />   
3000003069 |        47 | Y                   | 
Y               | Y                   | Y                   
| Y             | Y                | Y                 | 
Y           | N<br />        21180 |        47 | 
Y                   | Y               | Y                   
| Y                      | Y             | Y                
| Y                 | Y           | N<br />   
3000003067 |        47 | Y                   | 
Y               | Y                   | Y                   
| Y             | Y                | Y                 | 
Y           | N<br />        18424 |        47 | 
Y                   | Y               | Y                   
| Y                      | Y             | Y                
| Y                 | Y           | N<br />   
3000118281 |        47 | Y                   | 
Y               | Y                   | Y                   
| Y             | Y                | Y                 | 
Y           | N<br />(6 rows) 

 

18 To link the adapter to the service, visit the &quot;Service 
Configuration&quot; tab of the GUI, and double-click on the 
&quot;LDOPE&quot; service. <br /><br />In the &quot;Edit Service&quot; 
dialog, edit the &quot;Host&quot; and &quot;URL/Service Path&quot; text 
fields:<br /><br />- If using a web-service adapter (not applicable to this 
delivery):<br /> Host: x5dpl01<br /> URL/Service Path: 
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# Action Expected Result Notes 
http://x5dpl01:22500/HegService<br /> *If {MODE} is not 
&amp;quot;OPS&amp;quot;, then the URL should be 
http://x5dpl01:22500/LdopeService_{MODE}<br /><br />- If using a 
command-line adapter:<br />  Host: x5dpl01:22500<br />  URL/Service 
Path: /usr/ecs/{MODE}/CUSTOM/utilities/tempService.sh<br /><br />As 
before, click [Update Service] to save your changes. To verify the database 
edits, use the following query, substituting '%LDOPE%' for '%%' if needed: 

19 SELECT * FROM AmDaServiceProvider WHERE serviceid IN (SELECT 
serviceid FROM AmDaService WHERE name LIKE '%LDOPE%'); 

serviceproviderid | serviceid |                  
servicepath                          | 
requesttype | timeout |   host   <br />---
----------------+-----------+----------------
-----------------------------------------+----
---------+---------+----------------<br />     
162 |        49 | 
l5dpl01:/usr/ecs/{MODE}/CUSTOM/
utilities/tempService.sh | sync        |       
1 | f5dpl01v:22500<br />(1 row) 

 

20 For the next part of the test, move to the &quot;Collection 
Configuration&quot; tab of the DA GUI.<br />In it, associate 
&quot;LDOPE&quot; (not &quot;LDOPE_CMD&quot;) with a collection 
by:<br /> - Right-click on a collection<br /> - Click on 
&quot;Configure New Service for Collection&quot;<br /> - In the pop-up 
menu to the right, click on &quot;LDOPE&quot;<br /><br />To verify, use 
the following query:<br />SELECT * FROM AmDaDatasetConfig WHERE 
serviceid = (SELECT serviceid FROM AmDaService WHERE name = 
'LDOPE'); 

select * from amdadatasetconfig 
where serviceid = (select serviceid 
from amdaservice where name = 
'LDOPE');<br /> collectionid | 
serviceid | allowprojectionflag | 
allowformatflag | allowresamplingflag 
| allowinterpolationflag | 
allowbandflag | allowspatialflag | 
allowtemporalflag | enable<br />dflag 
| asynconlyflag <br />--------------+----
-------+---------------------+---------------
--+---------------------+--------------------
----+---------------+------------------+----
---------------+-------<br />------+--------
-------<br />        23986 |         5 | Y         
| Y               | Y                   | Y                 
| Y             | Y                | Y                 | 
Y     <br />      | N<br /> (1 row) 

 

21 In the DataAccess Testbed (x5dpl01:22500/esi)...<br />...select the 
appropriate mode beneath &quot;Inventory Drilldown,&quot; which will 
provide a list of collections in that mode.<br /><br />The chosen collection 
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# Action Expected Result Notes 
should be one of those linked to the new service (LDOPE, in this case) 
through the DA GUI. Click the link. Two sections should appear: 
&quot;Capabilities&quot; and &quot;Granules.&quot;<br /><br 
/>Capabilities:<br />The &quot;Capabilities&quot; section merely displays 
the XML documents that are processed by ECHO for display.<br /><br 
/>Granules:<br /> The &quot;Granules&quot; section provides usable 
documents that will actually send and display data from various processing 
units. <br />To verify that the command line adapter works, select 
&quot;[Order Form]&quot; for any granule. <br /> The next page should list 
&quot;LDOPE&quot; under &quot;Available Processing Tools.&quot; Click 
the link to automatically scroll to the appropriate section.<br /> Choose a 
&quot;Synchronous&quot; &quot;Request Type&quot;, then [Submit request 
to LDOPE].<br /> Open the link under &quot;ESI Request URL 
(GET)&quot; (the last option).<br /> The expected result is XML containing 
all of the parameters sent to tempService.sh as the order.<br /><br /> Observe 
the stylesheet changes under the section  &quot;Format&quot;. The allowed 
parameters should include &quot;Ideal&quot; and 
&quot;Ideal/Good&quot;.<br />To simplify the test, a synchronous request is 
preferred. Choose it under &quot;Request Type.&quot; Then click 
&quot;[Submit Request to LDOPE].&quot;<br /><br />Four options exist for 
submitting the granule order, three of which do not involve a command-line 
interface; the first three involve EGI, which will return a message indicating 
the success or failure of the request and provide download URLs. The fourth 
option is an ESI Request URL, which will submit the parameters in a HTTP 
GET request; in the dominant example discussed throughout this document 
(tempService.sh), this option will display the output of the tool adapter--
which has been defined to simply return the parameters (given as arguments) 
in XML format.<br /> 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
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1146 CONFIGURE CONVERT ENABLED FLAG  (ECS-ECSTC-3556) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>It should list all the ECS collections that either have Convert-Enabled flag 

set to 'Y' or have service associations. And the collections should include 
hidden granules.</i> 

 #comment 

2 ESI Drill down:   
3 Pick an ECS collection with Convert-Enabled flag set to 'Y'   
4 Map it to all services in DataAccess GUI Verify that the collection is listed in 

the ESI drill down. 
 

5 Unmap the collection from all services in DataAccess GUI Verify that the collection is also listed 
in the ESI drill down. 

 

6 Pick an ECS collection with Convert-Enabled flag set 'N'   
7 Map it to all services in DataAccess GUI Verify the collection is listed in the 

ESI drill down. 
 

8 Pick an ECS collection with hidden granules as well as public granules   
9 Set the Convert-Enabled flag to 'Y' Verify the hidden granules are listed, 

together with public granules 
 

10 <i>When associating a service with all the ECS collections or individual 
collections, Convert-Enabled value is ignored.</i> 

 #comment 

11 Data Access GUI:   
12 Identify at least one ECS collection with Convert-Enabled flag set to 'Y' and 

one ECS collection with Convert-Enabled flag set to 'N', 
  

13 Create a new service   
14 Associate it with all collection by clicking on 'map-all-collections' Verify that all the collections can be 

associated with the service, regardless 
of their Convert-Enabled value. 

 

15 Pick two ECS collections with no service associations   
16 Set the Convert-Enabled flag to 'Y' for one collection and 'N' for the other. Verify that both collections can be 

associated with a service individually. 
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TEST DATA: 
 
EXPECTED RESULTS: 
 

1147 DP_81_02_TP050 GDAL PROCESSING REQUESTS AND ERRORS (ECS-ECSTC-3557) 

DESCRIPTION: 
Submit requests that will result in a variety of GDALService statuses. Examples: a) Conversion of a granule to a supported format. b) Conversion of a granule 
with band subsetting. c) Conversion of a granule with spatial subsetting. d) Conversion of a granule to an unsupported format. e) Conversion takes too long. Time 
out case f) Conversion granule/file does not exist.   
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>comment</i>  #comment 
2 Note, requests in this test can be submitted via EGI, ESI or directly to the 

GDALService. The easisest way to build requests is to use the ESI inventory 
drilldown and then use the links provided. 

  

3 Submit a request for conversion of a granule to a supported format like Gtiff. The request should succeed and the 
converted files should appear in the 
results. Verify the converted files have 
names that identify the data-object 
component processed (and not 
sequential number or other non-
identifying naming convention). 

 

4 Submit a request for conversion of a granule to Gtiff format with band 
subsetting. Select one or multiple bands. 

The request should succeed and the 
converted files should appear in the 
results. The number of files should 
correspond to the number of bands 
you selected. Verify the converted 
files have names that identify the data-
object component processed (and not 
sequential number or other non-
identifying naming convention). 

 

5 Submit a request for conversion of a granule to Gtiff format with spatial 
subsetting. 

The request should succeed and the 
converted files should appear in the 
results. 
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# Action Expected Result Notes 
6 Submit a request for conversion of a granule to an unsupported format. The request should fail/error out with 

InvalidParameterValue and a message 
stating that the format used was not 
valid. 

 

7 Submit a request for conversion for a granule whose files are missing from 
the datapool. 

The request should fail/error out with 
InternalError and a message similar to 
InputHDFEOSFileNotExistErr 

 

8 Submit a request for conversion that will take too long to process so that a 
timeout occurs. You can modify the GdalService.application.timeout 
parameter in the GdalServiceConfig.properties file to 1 to make timeouts 
happen very fast. Make sure to bounce GdalService if you modify the 
properties file. 

The request should fail/error out with 
InternalError and message similar to 
Cancelled (Timeout). Also there 
should not be a stray gdal_translate 
process for this request on the 
GdalService host. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
Verify that the Internal API returns: a) The list of converted files in the case of success or b) A correct classification of the error and/or an error description 
 

1148 CONFIGURE GDAL COLLECTION FORMATS - VALIDATE FORMATS AND COLLECTIONS 
(ECS-ECSTC-3558) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Login to f5dpl01v host as cmshared. cd 

/usr/ecs/&lt;MODE&gt;/CUSTOM/utilities 
  

2 ./EcDlDaGdalColFmtCfgStart  --host f4dbl03 --port 5431 --collectionLimit 0 
--formatLimit 0 

  

3 cd /usr/ecs/&lt;MODE&gt;/data/DPL/logs.<br />Check the formats.log. Verify that there are no errors in the 
formats.log 

 

4 <i>current version of gdal supports 111 formats</i>  #comment 
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# Action Expected Result Notes 
5 Check the number of formats logged in formats.out.  Check 

/tools/gdal/bin/gdalinfo --formats to get the valid gdal formats. 
Verify that the formats.out has formats 
that match the supported gdal formats 

 

6 Check collections.log. QA,PH, DAP collections and<br />Any input files 
with the following filetypes are skipped: .ph, .dap, .DAT, .bin, .xml, .tar 

Verify that there are no errors in 
collections.log 

 

7 Check the number of collections that are logged in collections.out.  select 
distinct esdt(shortname, versionid) from amgranule; gives number of unique 
collections with granules in the amgranule table. QA,PH, DAP collections are 
skipped. grep Invalid collections.out returns those 3 skipped ancillary 
collections.<br />Any input files with the following filetypes are skipped: 
.ph, .dap, .DAT, .bin, .xml, .tar. grep # collections.out returns the skipped 
filetypes. 

The number of entries in 
collections.out should match the 
collections in amgranule table. Verify 
that the collections.out has all the 
collections that have granules  
excluding the ancillary collections and 
the unsupported filetypes 

 

8 cd /usr/ecs/&lt;MODE&gt;/CUSTOM/logs Check matrix....log Verify that the matrix...log does not 
have any errors 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1149 CONFIGURE GDAL COLLECTION FORMATS - CONFIGURE SINGLE COLLECTION AND 
SINGLE FORMAT (ECS-ECSTC-3559) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Ensure that the test collection is installed with granules that are not deleted. 

e.g. MIL3DAE.004 in mode OPS 
  

2 Login to f5dpl01v host as cmshared. cd /usr/ecs/OPS/CUSTOM/utilities. 
Note current time as t0. 

  

3 ./EcDlDaGdalColFmtCfgStart --mode OPS --host f4dbl03 --port 5431 --
singleCollection MIL3DAE.004 --singleFormat GTiff --noCollections --
noFormats  --retainHistory 
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# Action Expected Result Notes 
4 cd /usr/ecs/OPS/CUSTOM/logs. <br />Check the matrix...log Verify that the matrix...log does not 

have errors. Verify that matrix...log 
completes with a report indicating 
completion of the collection format 
configuration run 

 

5 cd /usr/ecs/OPS/CUSTOM/data/DPL Check output logs generated. Verify that no collections.out or 
formats.out are generated in the output 
directory 

 

6 Check  the amdagranuleformatconfig has the results of gdal_translate.  for 
only <br />the one collection and format with a starttime is greater than t0. 
...select * from amdagranuleformatconfig where granuleid in (select granuleid 
from amgranule where collectionid = (select collectionid from amcollection 
where shortname='AE_Ocean' and versionid=2));<br />. 

Verify that the amgranuleformatconfig 
table has an entry for only <br />the 
one collection and format with a 
starttime that is greater than t0 

 

7 Check amdaformatsrvxref for the collection and format. ...select * from 
amdaformatsrvxref where formatid = (select formatid from amdaformat 
where name = 'GTiff') and serviceid = (select serviceid from amdaservice 
where name = 'GDAL');. 

Verify that amdaformatsrvxref has an 
entry for the format being configured 
for gdal service 

 

8 .select * from amdacolformatsrvxref where collectionid in (select collectionid 
from amcollection where shortname = 'MIL3DAE' and versionid = 4) and 
serviceid = (select serviceid from amdaservice where name = 'GDAL');. 

Verify that the amdacolformatsrvxref 
has an entry for the collection and 
format and enabledflag = 'Y' 

 

9 .select * from  amdadatasetconfig where collectionid in (select collectionid 
from amcollection where shortname = 'MIL3DAE' and versionid = 4) and 
serviceid = (select serviceid from amdaservice where name = 'GDAL');. 

Verify that the amdadatasetconfig has 
an entry for the collectionid and gdal 
serviceid and enabledflag = 'N'. Verify 
that the enablespatialFlag, 
enablebandFlag and enableformatFlag 
= 'Y'. Verify that all the other flags are 
set to 'N' 

 

10 Click on the DataAccess GUI, Service Configuration tab, open GDAL folder. Verify that the collection is displayed 
under the GDAL folder. 

 

11 Click on the Service Configuration tab, when you click on the collection 
under GDAL=&gt; Configure Service: GDAL for Collection. Select Enabled 
formats. 

Verify that the successful gdal formats 
for the collection are displayed under 
Selected Formats 

 

 
 
TEST DATA: 
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EXPECTED RESULTS: 
 

1150 CONFIGURE GDAL COLLECTION FORMATS - CONFIGURE ALL COLLECTIONS FOR 
SUPPORTED GDAL FORMATS (ECS-ECSTC-3560) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Login into Data Access GUI http://f5dpl01v:22500/DataAccessGui/   
2 Select Service configuration tab. Under Services - Collections, click on 

GDAL folder. On the Edit Service:GDAL, Ensure that the hostname is set to 
f5dpl01v and the service url is http://f5dpl01v:22500/GdalService 

  

3 On the Service configuration tab. Ensure that band subsetting is enabled, 
spatial subsetting is enabled and temporal subsetting is disabled. 

  

4 On the Service Configuration tab. Under Services - Collections, click and 
open GDAL folder. The collections mapped to GDAL will be displayed. 
Right click on GDAL icon and select Unmap all collections. 

  

5 Run ./EcDlDaGdalColFmtCfgStart --mode OPS  --host f4dbl03 --port 5431   
6 cd usr/ecs/OPS/CUSTOM/data/DPL .   Check formats.out for the valid gdal 

formats 
Verify that the formats.out has all the 
supported gdal formats 

 

7 Check  the granuleids for all the collections in the mode from collections.out Verify that the collections.out has a 
granuleid for every collection with a 
valid granule file in the mode 

 

8 Tail the output log to check for errors and progress of the run.  cd to the logs 
directory for the mode. tail -f matrix.....log 

Verify that matrix...log completes with 
a report indicating completion of the 
collection format configuration 
run&lt;br /&gt; 

 

9 Check amdaformatsrvxref table. select formatid from amdaformatsrvxref 
where serviceid in (select serviceid from amdaservice where name = 'GDAL') 

Verify that there is an entry in 
amdaformatsrvxref for every valid 
gdal format. 

 

10 <i>if the location of the datafilee changed during publish or unpublish or a 
deletion after the start of the run, those granules will be skipped.</i> 

 #comment 

11 Check amdagranuleformatconfig table.   select granuleid, formatid from 
amdagranuleformatconfig 

Verify that there is an entry for each 
valid esdt in the mode indicated in 
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# Action Expected Result Notes 
collections.out and each gdal 
supported format in the 
amdagranuleformatconfig table. 

12 If there is a master table from previous runs with collection, format matrix , 
compare the results of amdagranuleformatconfig with the master table 

Any successful collection format 
combination should not have a fail in 
amdagranuleformatconfig. 

 

13 Check the datapool directory. select getdatafile(granuleid) for the granuleid 
used. 

Verify that no aux.xml files are 
generated in the datapool directories. 

 

14 Check amdacolformatsrvxref.  select granuleid, formatid from 
amdagranuleformatconfig where success = 't'); select collectionid, formatid, 
serviceid from amdacolformatsrvxref where serviceid = (select serviceid from 
amdaservice where name = 'GDAL'); 

Verify that there is an entry in 
amdacolfmtsrvxref for each collection 
and format that succeeded in 
amdagranuleformatconfig 

 

15 select enabledflag from amdacolformatsrvxref where serviceid = (select 
serviceid from amdaservice where name = 'GDAL'); 

Verify that all the gdal service format 
entries have enabledflag = 'Y' for 
every successful collection format in 
amdagranuleformatconfig 

 

16 Check amdadatasetconfig table.  select collectionid from amgranule where 
granuleid in (select granuleid from aim.amdagranuleformatconfig where 
success = 't');   select collectionid from amdadatasetconfig where serviceid = 
(select serviceid from amdaservice where name = 'GDAL'); 

Verify that there is an entry in 
amdadatasetconfig for every 
successful granule format entry in 
amdagranuleformatconfig. 

 

17 select allowtemporalflag, allowspatialflag, allowbandflag from amdaservice 
where name = 'GDAL'; . select allowtemporalflag, allowspatialflag, 
allowbandflag from amdadatasetconfig where serviceid = (select serviceid 
from amdaservice where name = 'GDAL'); 

Verify the flags are inherited from the 
amdaservice table. 

 

18 select formatflag, enabledflag from amdadatasetconfig where serviceid = 
(select serviceid from amdaservice where name = 'GDAL'); 

Verify that the formatflag = 'Y' and 
enabledflag = 'N'  for all entries in the 
table 

 

19 select reprojectflag, resamplingflag, interpolationflag from amdadatasetconfig 
where serviceid = (select serviceid from amdaservice where name = 'GDAL'); 

Verify that all these flags are set to 'N'  

20 Click on the DataAccess GUI, Service Configuration tab, open GDAL folder. Verify that all collections that are 
under the GDAL folder are displayed 
disabled. 

 

21 Click Service Configuration tab, Click GDAL =&gt; Edit Service. Click on 
the Enabled formats 

Verify that all  successful gdal formats 
for any collection are displayed in the 
selected formats panel. 

 

22 Click on the Service Configuration tab, when you click on a collection under 
GDAL=&gt; Configure Service: GDAL for Collection. Select Enabled 

Verify that the  successful gdal 
formats for the collection are 
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# Action Expected Result Notes 
formats. displayed under Selected Formats and 

all unsuccessful gdal formats for the 
collection are displayed  under the 
Available formats panel. 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1151 CONFIGURE GDAL COLLECTION FORMATS - OPTIONS (ECS-ECSTC-3561) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Ensure that four test collections are installed with granules that are not 

deleted. e.g. MIL3DAE.004, MIL3MAE004 in mode OPS 
  

2 Login to f5dpl01v host as cmshared. cd /usr/ecs/OPS/CUSTOM/utilities. 
Note current time as t0. 

  

3 #--noCollections and --noFormats option   
4 ./EcDlDaGdalColFmtCfgStart --mode OPS --host f4dbl03 --port 5431 --

singleCollection MIL3DAE.004 --singleFormat GTiff --noCollections --
noFormats 

  

5 cd /usr/ecs/OPS/CUSTOM/logs. <br />Check the matrix...log Verify that the matrix...log does not 
have errors. Verify that matrix...log 
completes with a report indicating 
completion of the collection format 
configuration run 

 

6 cd /usr/ecs/OPS/CUSTOM/data/DPL Check output logs generated. Verify that no collections.out or 
formats.out are generated in the output 
directory 

 

7 Check  the amdagranuleformatconfig has the results of gdal_translate  for the 
test collection and format 

Verify that the amgranuleformatconfig 
table has an entry for  <br />the test 
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# Action Expected Result Notes 
collection and format with a starttime 
that is greater than t0 

8 #--retainHistory option   
9 Record current time as t1   
10 ./EcDlDaGdalColFmtCfgStart --mode OPS --port 5431 --singleCollection 

MIL3DAE.004 --singleFormat GTiff --noCollections --noFormats  --
retainHistory 

  

11 Check amdagranuleformatconfig. select * from amdagranuleformatconfig 
where starttime &gt; t0 

Verify that there are 2 entries in the 
table for the test collection and format 

 

12 select * from amdagranuleformatconfig where starttime &gt; t1 Verify that there is one entry in the 
table with a starttime greater than t1 

 

13 # --directory option   
14 Ensure the output directory exists..eg. /workingdata/OPS   
15 ./EcDlDaGdalColFmtCfgStart --mode OPS --port 5431 --singleCollection 

MIL3DAE.004 --singleFormat GTiff --noCollections --noFormats  --
directory /workingdata/OPS 

Verify that the matrix*.out and the 
matrix*.log files , 
GDAL_TRANSLATE and 
GDAL_TRANSLATE_OUT 
directories are created under 
/workingdata/OPS 

 

16 # --timeout option   
17 Check the duration d (in millisecs) for the granule from 

amdagranuleformatconfig. 
  

18 Select a timeout t to be about half the duration d. The timeout is in secs. e.g. 3   
19 ./EcDlDaGdalColFmtCfgStart --mode OPS --singleCollection MIL3DAE.004 

--singleFormat GTiff --noCollections --noFormats  --timeout 30 
Verify that amdagranuleformatconfig 
has an entry for the collection and 
format with success = 'f' 

 

20 # --preview   
21 Ensure that there is no entry for the collection and format in the 

amdacolformatsrvxref table 
  

22 ./EcDlDaGdalColFmtCfgStart --mode OPS --singleCollection MIL3DAE.004 
--singleFormat GTiff --noCollections --noFormats  --preview 

Verify that the 
amdagranuleformatconfig table has a 
successful entry for the collection and 
format and there  is no update to the 
amdacolformatsrvxref table 

 

23 #--retainConfig   
24 On the DataAccess GUI, enable test collection MIL3DAE for GDAL service Verify that the amdadatasetconfig 

table has enabledflag = 'Y'' 
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# Action Expected Result Notes 
25 ./EcDlDaGdalColFmtCfgStart --mode OPS --port 5431 --singleCollection 

MIL3DAE.004 --singleFormat GTiff --noCollections --noFormats --
retainConfig 

Verify that the test collection is still 
enabled in the GUI and the 
amdadatasetconfig table has the 
enabledflag = 'Y' 

 

26 #--collectionLimit and --formatLimit   
27 <i>use --retainConfig to not delete the configuration of all other 

collections</i> 
 #comment 

28 ./EcDlDaGdalColFmtCfgStart --mode OPS  --port 5431 --collectionLimit 2 --
formatLimit 2 --retainConfig 

Verify that the formats.out and 
collections.out are created. Verify that 
the matrix*.log indicates 2 collections 
and 2 formats were processed. Verify 
that output files in the 
GDAL_TRANSLATE directory are 
deleted 

 

29 #--noDelete   
30 ./EcDlDaGdalColFmtCfgStart --mode OPS --port 5431 --collectionLimit 2 --

formatLimit 2 --noDelete --retainConfig 
Verify that the formats.out and 
collections.out are created. Verify that 
the matrix*.log indicates 2 collections 
and 2 formats were processed. Verify 
that output files in the 
GDAL_TRANSLATE directory 
contents are NOT deleted 

 

31 #--database host and port   
32 Logon to the p5dpl01 as cmshared.  Run the format script with database host 

and port options 
Verify that the matrix*.log indicates 
that the format config script ran 
successfully and there are no errors 

 

33 ./EcDlDaGdalColFmtCfgStart  mode OPS --port 5431 --singleCollection 
MIL3DAE.004 --singleFormat GTiff ----host p4dbl03 --port 5431 --mode 
TS2 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
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1152 CONFIGURE GDAL COLLECTION FORMATS - CONFIGURE SINGLE COLLECTION FOR 
ALL SUPPORTED GDAL FORMATS (ECS-ECSTC-3562) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Login into Data Access GUI http://f5dpl01v:22500/DataAccessGui/   
2 Select Service configuration tab. Under Services - Collections, click on 

GDAL folder. On the Edit Service:GDAL, Ensure that the hostname is set to 
f5dpl01v and the service url is http://f5dpl01v:22500/GdalService 

  

3 On the Service configuration tab. Ensure that band subsetting is enabled, 
spatial subsetting is enabled and temporal subsetting is disabled. 

  

4 On the Service Configuration tab. Under Services - Collections, click and 
open GDAL folder. The collections mapped to GDAL will be displayed. 
Right click on GDAL icon and click on Remove Service from collection 

Verify that there are no entries for this 
collection in amdadatasetconfig and 
amdacolformatsrvxref 

 

5 Run ./EcDlDaGdalColFmtCfgStart --mode OPS --host f4dbl03 --port 5431 --
singleCollection MIL3DAE.004 --noCollections --retainConfig 

  

6 cd /workingdata/&lt;MODE&gt;/data/DPL .   Check formats.out for the valid 
gdal formats 

Verify that the formats.out has all the 
supported gdal formats 

 

7 Check collections.out Verify that the collections.out is not 
updated. 

 

8 Tail the output log to check for errors and progress of the run.  cd to the logs 
directory for the mode. tail -f matrix.....log 

Verify that matrix...log completes with 
a report indicating completion of the 
collection format configuration 
run&lt;br /&gt; 

 

9 Check amdagranuleformatconfig table.   select granuleid, formatid from 
amdagranuleformatconfig 

Verify that there is an entry for the test 
granule in the collection for each each 
gdal supported format in the 
amdagranuleformatconfig table. 

 

10 Check amdacolformatsrvxref.  select granuleid, formatid from 
amdagranuleformatconfig where success = 't'); select collectionid, formatid, 
serviceid from amdacolformatsrvxref where serviceid = (select serviceid from 
amdaservice where name = 'GDAL'); 

Verify that there is an entry in 
amdacolfmtsrvxref for each collection 
and format that succeeded in 
amdagranuleformatconfig for this 
collection 

 

11 select enabledflag from amdacolformatsrvxref where serviceid = (select Verify that all the gdal service format  
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# Action Expected Result Notes 
serviceid from amdaservice where name = 'GDAL') and collectionid = (select 
collectionid from amgranule where shortname = 'MIL3DAE' and verisonid = 
4); 

entries have enabledflag = 'Y' for 
every successful format for this 
collection 

12 Check amdadatasetconfig table.   select collectionid from amdadatasetconfig 
where serviceid = (select serviceid from amdaservice where name = 'GDAL') 
and collectionid = (select collectionid from amgranule where shortname = 
'MIL3DAE' and verisonid = 4); 

Verify that there is an entry in 
amdadatasetconfig for the test 
collection 

 

13 select allowtemporalflag, allowspatialflag, allowbandflag from amdaservice 
where name = 'GDAL'; . select allowtemporalflag, allowspatialflag, 
allowbandflag from amdadatasetconfig where serviceid = (select serviceid 
from amdaservice where name = 'GDAL'); 

Verify the flags are inherited from the 
amdaservice table. 

 

14 select formatflag, enabledflag from amdadatasetconfig where serviceid = 
(select serviceid from amdaservice where name = 'GDAL') and collectionid = 
(select collectionid from amgranule where shortname = 'MIL3DAE' and 
verisonid = 4);; 

Verify that the formatflag = 'Y' and 
enabledflag = 'N'  for the test 
collection 

 

15 select reprojectflag, resamplingflag, interpolationflag from amdadatasetconfig 
where serviceid = (select serviceid from amdaservice where name = 'GDAL') 
and collectionid = (select collectionid from amgranule where shortname = 
'MIL3DAE' and verisonid = 4);; 

Verify that all these flags are set to 'N'  

16 Click on the DataAccess GUI, Service Configuration tab, open GDAL folder. Verify that the test collection under 
the GDAL folder is displayed 
disabled. 

 

17 Click on the Service Configuration tab, when you click on a collection under 
GDAL=&gt; Configure Service: GDAL for Collection. Select Enabled 
formats. 

Verify that the  successful gdal 
formats for the test collection are 
displayed under Selected Formats 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1153 CONFIGURE GDAL COLLECTION FORMATS - CONFIGURE LIMITED COLLECTIONS - 
WITH GRANULE STATE CHANGES (ECS-ECSTC-3563) 

DESCRIPTION: 
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PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Login into Data Access GUI http://f5dpl01v:22500/DataAccessGui/   
2 Select Service configuration tab. Under Services - Collections, click on 

GDAL folder. On the Edit Service:GDAL, Ensure that the hostname is set to 
f5dpl01v and the service url is http://f5dpl01v:22500/GdalService 

  

3 On the Service configuration tab. Ensure that band subsetting is enabled, 
spatial subsetting is enabled and temporal subsetting is disabled. 

  

4 Run ./EcDlDaGdalColFmtCfgStart --mode OPS  --host f4dbl03 --port 5431 --
collectionLimit 0 --formatLimit 0 (assuming OPS mode) 

  

5 cd /workingdata/OPS/data/DPL . Verify that the formats.out has all the 
supported gdal formats 

 

6 Check  the granuleids for all the collections in the mode from collections.out Verify that the collections.out has a 
granuleid for every collection with a 
valid granule file in the mode 

 

7 Tail the output log to check for errors and progress of the run.  cd to the logs 
directory for the mode. tail -f matrix.....log 

Verify that matrix...log completes with 
a report indicating completion of the 
collection format configuration 
run&lt;br /&gt; 

 

8 Pick three granuleids from collections.out from the top 10 collections. 
Unpublish a granule that is public, Publish a hidden granule and logically 
delete a third granule 

  

9 Run ./EcDlDaGdalColFmtCfgStart --mode OPS  --host f4dbl03 --port 5431 --
collectionLimit 10 --noCollections --noFormats --retainConfig (assuming 
OPS mode) 

Verify that the collections.out and 
formats.out are not regenerated. 

 

10 Tail the output log to check for errors and progress of the run.  cd to the logs 
directory for the mode. tail -f matrix.....log 

  

11 <i>if the location of the datafilee changed during publish or unpublish or a 
deletion after the start of the run, those granules will be skipped.</i> 

 #comment 

12 Check amdagranuleformatconfig table for the test granules Verify that the the three granules that 
were published, unpublished and 
deleted are not in the table 
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TEST DATA: 
 
EXPECTED RESULTS: 
 

1154 CONFIGURE GDAL COLLECTIONS DATAOBJECTS ALL_COLLECTIONS (ECS-ECSTC-3564) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>If you want to preserve the data do so by select * into 

AmDaGranuleObjSrvXref_temp.  After this test you can clear out the table 
and load the old data back in.</i> 

 #comment 

2 Clear out the table AmDaGranuleObjSrvXref by running &quot;delete from 
AmDaGranuleObjSrvXref&quot; 

  

3 <i>Again if you want to preserve the existing data copy it into a temp table to 
reload into this one after the test is finished.</i> 

 #comment 

4 Clear out the table DlDaColHdfObjectSrvXref by running &quot;delete from 
DlDaColHdfObjectSrvXref&quot; 

  

5 Navigate a browser to : 
http://f5dpl01v:22500/DataAccessGui_DEV07/config/datasetService/dataObj
ects/GDAL/All_Collections 

After a couple minutes the browser 
will display 
&amp;quot;success&amp;quot; 

 

6 Run the following SQL to check which to verify that granules have had their 
SUBDATASET_NAMES extracted : 

  

7 select s.name, esdt(ShortName, VersionId) as esdt, objectname from 
AmGranule g join AmDaGranuleObjSrvXref x on g.granuleId = x.granuleId 
join DlHdfObjects o on x.objectid = o.objectid join AmDaService s on 
s.serviceid = x.serviceid order by s.name, esdt 

This may return 0 rows for this initial 
release 

 

8 Run the following SQL to verify that collections were configured for 
SUBSETDATALAYERS processing: 

  

9 select esdt(ShortName, VersionId), s.name, o.objectname, f.fieldname from 
DlDaColHdfObjectSrvXref x join <br />AmDaService s on x.serviceId = 
s.serviceId join DlHdfObjects o on o.objectId = x.objectid join DlHdfFields 
f<br />on f.fieldId = x.fieldId join AmCollection c on c.CollectionId = 
x.CollectionId; 

There should be multiple entries in 
this table. Verify that the objectname 
field does not contain the full hdf 
pathnames. 
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# Action Expected Result Notes 
10 If this is the first time this test is run create a baseline table using :   
11 Check to see if the baseline table exists in this mode:   
12 <i>If table doesn't exist you can create it using 'select * into 

dldacolhdfobjectsrvxref_baseline from dldacolhdfobjectsrvxref'.  All you can 
do is spot check the results and mark this test as complete.</i> 

 #comment 

13 select count(*) from DlDaColHdfObjectSrvXref_baseline table should exist  
14 Verify that the count of elements in the baseline table matches the count in 

the newly populated table. 
  

15 Verify that the following query does not contain any null columns:   
16 select * from <br />(select esdt(ShortName, VersionId) as esdt, s.name, 

o.objectname, f.fieldname from DlDaColHdfObjectSrvXref x join<br 
/>AmDaService s on x.serviceId = s.serviceId join DlHdfObjects o on 
o.objectId = x.objectid join DlHdfFields f<br />on f.fieldId = x.fieldId join 
AmCollection c on c.CollectionId = x.CollectionId<br />) as new<br />full 
outer join<br />(<br />select esdt(ShortName, VersionId) as esdt, s.name, 
o.objectname, f.fieldname from DlDaColHdfObjectSrvXref_baseline x 
join<br />AmDaService s on x.serviceId = s.serviceId join DlHdfObjects o 
on o.objectId = x.objectid join DlHdfFields f<br />on f.fieldId = x.fieldId join 
AmCollection c on c.CollectionId = x.CollectionId<br />) as baseline<br 
/>on new.esdt = baseline.esdt and new.name = baseline.name and 
new.objectname = baseline.objectname and new.fieldname = 
baseline.fieldname 

This shouldn't return any rows.  

17 <i>You may have to associate the collection with the GDAL service.  If so, 
all the rows in DlDaColHdfObjectSrvXref may get cleared out (NCR?).  
Simply navigate to   
http://f5dpl01v:22500/DataAccessGui_DEV07/config/datasetService/dataObj
ects/GDAL/ to repopulate DlDaColHdfObjectSrvXref</i> 

 #comment 

18 Choose one of the collections  in DlDaColHdfObjectSrvXref (e.g. 
MIL2ASAE.002) and bring up the DA GUI to enable band subsetting. 

  

19 Export the capabilities for this collection and verify you can perform band 
subsetting in the Reverb GUI. 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
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1155 CONFIGURE DATAOBJECTS - OPTIONS (ECS-ECSTC-3565) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Configure DataObjects for a collection with no granules. 

f5dpl01v:22500/DataAccessGui/config/datasetService/dataObjects/GDAL/A
E_L2A.002 

Verify that no exception is thrown in 
the log. Verify that the web page 
reports success and there are no hdf 
objects in the hdf objects table 

 

2 Configure DataObjects for a collection with all granules option. <br /><br 
/>f5dpl01v:22500/DataAccessGui/config/dataObjects/MOD10CM.005?useA
llCollectionGranules 

Verify that the browser shows success 
and there are no errors in the 
DA_Gui.log . Verify that the 
AmDaGranuleObjSrvXref has the 
bands populated. 

 

3 Configure DataObjects for a collection with sample granules.. eg. sql: delete 
from AmDaSampleGranule where collectionId = 3000118315;<br />insert 
into AmDaSampleGranule (collectionId, granuleId) values (3000118315, 
3000594046);<br />delete from AmDaGranuleObjSrvXref<br /><br /><br 
/>f5dpl01v:22500/DataAccessGui/config/dataObjects/Mod10CM.005?useSa
mpleGranules 

Verify that the browser shows success 
and there are no errors in the 
DA_Gui.log . Verify that the 
AmDaGranuleObjSrvXref has the 
bands populated. 

 

4 Configure DataObjects for a collection with a granuleid :<br 
/>f5dpl01v:22500/DataAccessGui/config/dataObjects/Mod10CM.005?granul
eId=3000594046 

Verify that the browser shows success 
and there are no errors in the 
DA_Gui.log . Verify that the 
AmDaGranuleObjSrvXref has the 
bands populated. 

 

5 Configure DataObjects for a collection with esdt: e.g. sql: delete from 
AmDaGranuleObjSrvXref<br /><br 
/>f5dpl01v:22500/DataAccessGui/config/dataObjects/Mod10CM.005<br /># 
granule is max-granuleId in collection 

Verify that the browser shows success 
and there are no errors in the 
DA_Gui.log . Verify that the 
AmDaGranuleObjSrvXref has the 
bands populated. 

 

6 Configure DataObjects for a collection without servicetable: e.g. sql: select 
gx.* from DlGranuleHdfObjectsXref gx<br />join aim_dev02.AmGranule gr 
on gx.granuleId = gr.granuleId<br />where gr.collectionId = 3000118315<br 
/><br 
/>f5dpl01v:22500/DataAccessGui/config/dataObjects/Mod10CM.005&amp;
amp;useServiceTable=false<br /># granule is max-granuleId in collection<br 

Verify that the browser shows success 
and there are no errors in the 
DA_Gui.log . Verify that the 
AmDaGranuleObjSrvXref has the 
bands populated. 

 



 

3166 
 

# Action Expected Result Notes 
/><br />sql: select gx.* from aim_dev02.DlGranuleHdfObjectsXref gx<br 
/>join aim_dev02.AmGranule gr on gx.granuleId = gr.granuleId<br />where 
gr.collectionId = 3000118315 

7 Configure DataObjects for a collection with agent name: e.g. sql: delete from 
AmDaGranuleObjSrvXref<br /><br 
/>f5dpl01v:22500/DataAccessGui/config/dataObjects/MIL3DAE.004?agent=
gdalinfo<br /># granule is max-granuleId in collection, 9 fields, 2,3,4,5 dim, 
HegTool retruns details, Gdal does not<br /><br />sql: select * from 
aim_dev02.AmDaGranuleObjSrvXref (1 granule, 9 Obj/Field, no bands)<br 
/>Row granuleid objectid bandid dimid fieldid serviceid timestamp<br />1 
3000604430 177 (null) (null) 652 0 2/4/2014 10:57:32 AM<br />2 
3000604430 177 (null) (null) 653 0 2/4/2014 10:57:32 AM<br />3 
3000604430 177 (null) (null) 654 0 2/4/2014 10:57:32 AM<br />4 
3000604430 177 (null) (null) 655 0 2/4/2014 10:57:32 AM<br />5 
3000604430 177 (null) (null) 656 0 2/4/2014 10:57:32 AM<br />6 
3000604430 177 (null) (null) 657 0 2/4/2014 10:57:32 AM<br />7 
3000604430 177 (null) (null) 658 0 2/4/2014 10:57:32 AM<br />8 
3000604430 177 (null) (null) 659 0 2/4/2014 10:57:32 AM<br />9 
3000604430 177 (null) (null) 660 0 2/4/2014 10:57:32 AM<br /><br />sql: 
delete from aim_dev02.AmDaGranuleObjSrvXref<br /><br 
/>f5dpl01v:22500/DataAccessGui/config/dataObjects/MIL3DAE.004?agent=
hegtool<br /># granule is max-granuleId in collection, 9 fields, 2,3,4,5 dim, 
HegTool retruns details, Gdal does not<br /><br />sql: select * from 
AmDaGranuleObjSrvXref (1 granule, 9 Obj/Field, 2,3,4,5 dim bands)<br 
/>Row granuleid objectid bandid dimid fieldid serviceid timestamp<br />1 
3000604430 177 123 11 652 0 2/4/2014 10:57:32 AM<br />2 3000604430 
177 124 12 653 0 2/4/2014 10:57:32 AM<br />3 3000604430 177 125 (null) 
654 0 2/4/2014 10:57:32 AM<br />4 3000604430 177 (null) (null) 655 0 
2/4/2014 10:57:32 AM<br />5 3000604430 177 (null) (null) 656 0 2/4/2014 
10:57:32 AM<br />6 3000604430 177 (null) (null) 657 0 2/4/2014 10:57:32 
AM<br />7 3000604430 177 (null) (null) 658 0 2/4/2014 10:57:32 AM<br 
/>8 3000604430 177 126 11 659 0 2/4/2014 10:57:32 AM<br />9 
3000604430 177 127 11 660 0 2/4/2014 10:57:32 AM<br /><br />sql: delete 
from AmDaGranuleObjSrvXref<br /><br 
/>f5dpl01v:22500/DataAccessGui/config/dataObjects/MIL3DAE.004<br /># 
granule is max-granuleId in collection, 9 fields, 2,3,4,5 dim, HegTool returns 
details, Gdal does not<br /><br />sql: select * from 
aim_dev02.AmDaGranuleObjSrvXref (1 granule, 9 Obj/Field, 2,3,4,5 dim 
bands)<br />Row granuleid objectid bandid dimid fieldid serviceid 

Verify that the browser shows success 
and there are no errors in the 
DA_Gui.log . Verify that the 
AmDaGranuleObjSrvXref has the 
bands populated. 
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# Action Expected Result Notes 
timestamp<br />1 3000604430 177 123 11 652 0 2/4/2014 10:57:32 AM<br 
/>2 3000604430 177 124 12 653 0 2/4/2014 10:57:32 AM<br />3 
3000604430 177 125 (null) 654 0 2/4/2014 10:57:32 AM<br />4 3000604430 
177 (null) (null) 655 0 2/4/2014 10:57:32 AM<br />5 3000604430 177 (null) 
(null) 656 0 2/4/2014 10:57:32 AM<br />6 3000604430 177 (null) (null) 657 
0 2/4/2014 10:57:32 AM<br />7 3000604430 177 (null) (null) 658 0 2/4/2014 
10:57:32 AM<br />8 3000604430 177 126 11 659 0 2/4/2014 10:57:32 
AM<br />9 3000604430 177 127 11 660 0 2/4/2014 10:57:32 AM 

8 Configure DataObjects for a collection with agent name using datasetService: 
e.g.  sql: select * from aim_dev02.DlDaColHdfObjectSrvXref<br />where 
ServiceId = 7 and collectionid = 3000595510<br />delete from 
aim_dev02.DlDaColHdfObjectSrvXref<br />where ServiceId = 7 and 
collectionid = 3000595510<br /><br 
/>f5dpl01v:22500/DataAccessGui/config/datasetService/dataObjects/GDAL/
MIL3DAE.004?agent=gdalinfo<br /># granule is max-granuleId in 
collection, 9 fields, 2,3,4,5 dim, Gdal does not return band-info<br /># Note 
gdalinfo is agent by default.<br /><br />sql: select * from 
aim_dev02.DlDaColHdfObjectSrvXref<br />where ServiceId = 7 and 
collectionid = 3000595510 (1 granules, 9 Obj/Field ea., no bands)<br />Row 
collectionid serviceid objectid fieldid bandid dimid enabledflag 
bandenabledflag dimenabledflag<br />1 3000595510 7 105 652 (null) (null) 
Y N N<br />2 3000595510 7 105 653 (null) (null) Y N N<br />3 
3000595510 7 105 654 (null) (null) Y N N<br />4 3000595510 7 105 655 
(null) (null) Y N N<br />5 3000595510 7 105 656 (null) (null) Y N N<br />6 
3000595510 7 105 657 (null) (null) Y N N<br />7 3000595510 7 105 658 
(null) (null) Y N N<br />8 3000595510 7 105 659 (null) (null) Y N N<br />9 
3000595510 7 105 660 (null) (null) Y N N 

Verify that the browser shows success 
and there are no errors in the 
DA_Gui.log . Verify that the 
AmDaGranuleObjSrvXref has the 
bands populated. 

 

9 Configure DataObjects for a collection with an ESDT using datasetService 
for GDAL: e.g. sql: select * from aim_dev02.DlDaColHdfObjectSrvXref<br 
/>where ServiceId = 7 and collectionid = 3000595510<br />delete from 
aim_dev02.DlDaColHdfObjectSrvXref<br />where ServiceId = 7 and 
collectionid = 3000595510<br /><br 
/>f5dpl01v:22500/DataAccessGui/config/datasetService/dataObjects/GDAL/
MIL3DAE.004<br /># granule is max-granuleId in collection, 9 fields, 
2,3,4,5 dim, Gdal does not return band-info<br /># Note gdalinfo is agent by 
default.<br /><br />sql: select * from 
aim_dev02.DlDaColHdfObjectSrvXref<br />where ServiceId = 7 and 
collectionid = 3000595510 (1 granules, 9 Obj/Field ea., no bands)<br />Row 
collectionid serviceid objectid fieldid bandid dimid enabledflag 

Verify that the browser shows success 
and there are no errors in the 
DA_Gui.log . Verify that the 
AmDaGranuleObjSrvXref has the 
bands populated. 
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# Action Expected Result Notes 
bandenabledflag dimenabledflag<br />1 3000595510 7 105 652 (null) (null) 
Y N N<br />2 3000595510 7 105 653 (null) (null) Y N N<br />3 
3000595510 7 105 654 (null) (null) Y N N<br />4 3000595510 7 105 655 
(null) (null) Y N N<br />5 3000595510 7 105 656 (null) (null) Y N N<br />6 
3000595510 7 105 657 (null) (null) Y N N<br />7 3000595510 7 105 658 
(null) (null) Y N N<br />8 3000595510 7 105 659 (null) (null) Y N N<br />9 
3000595510 7 105 660 (null) (null) Y N N 

10 Configure DataObjects for a collection with ESDT using datasetService for 
HEG: e.g. sql: select * from aim_dev02.DlDaColHdfObjectSrvXref<br 
/>where ServiceId = 6 and collectionid = 3000595510 (MIL3DAE.004)<br 
/>Row collectionid serviceid objectid fieldid bandid dimid enabledflag 
bandenabledflag dimenabledflag<br />1 3000595510 6 97 652 99 11 Y Y 
Y<br />2 3000595510 6 97 653 100 12 Y Y Y<br />3 3000595510 6 97 654 
99 (null) Y Y N<br />4 3000595510 6 97 655 (null) (null) Y N N<br />5 
3000595510 6 97 656 101 5 Y Y Y<br />6 3000595510 6 97 657 101 5 Y Y 
Y<br />7 3000595510 6 97 658 101 5 Y Y Y<br />8 3000595510 6 97 659 
99 11 Y Y Y<br />9 3000595510 6 97 660 99 11 Y Y Y<br /><br />delete 
from aim_dev02.DlDaColHdfObjectSrvXref<br />where ServiceId = 6 and 
collectionid = 3000595510<br /><br 
/>f5dpl01v:22500/DataAccessGui/config/datasetService/dataObjects/HEG/M
IL3DAE.004<br /># granule is max-granuleId in collection, 9 fields, 2,3,4,5 
dim,<br /># Note gdalinfo is agent by default.<br /><br />sql: select * from 
aim_dev02.DlDaColHdfObjectSrvXref<br />where ServiceId = 6 and 
collectionid = 3000595510 (1 granules, 9 Obj/Field ea., no bands)<br />Row 
collectionid serviceid objectid fieldid bandid dimid enabledflag 
bandenabledflag dimenabledflag<br />1 3000595510 6 177 652 123 11 Y Y 
Y<br />2 3000595510 6 177 653 124 12 Y Y Y<br />3 3000595510 6 177 
654 125 (null) Y Y N<br />4 3000595510 6 177 655 (null) (null) Y N N<br 
/>5 3000595510 6 177 656 (null) (null) Y N N (should be 99 11 Y Y Y)<br 
/>6 3000595510 6 177 657 (null) (null) Y N N (should be 99 11 Y Y Y)<br 
/>7 3000595510 6 177 658 (null) (null) Y N N (should be 99 11 Y Y Y)<br 
/>8 3000595510 6 177 659 126 11 Y Y Y<br />9 3000595510 6 177 660 127 
11 Y Y Y<br /><br />Note some Band &amp;amp; Dim4 info is not reported 
because Fields are 5-Dimension Hegtool does not report correctly 

Verify that the browser shows success 
and there are no errors in the 
DA_Gui.log . Verify that the 
AmDaGranuleObjSrvXref has the 
bands populated. 

 

11    
12 Configure DataObjects for a collection with ESDT usign datasetService for 

GDAL with useAllCollectionGranules and when some of the granules get 
deleted during the config run. Pick a collection with over 500 granules. Run 

Verify that the DA_Gui.log reports 
that the granuleid was not found. But 
the config run is still successful/ 
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# Action Expected Result Notes 
the following: 
e.g.f5dpl01v:22500/DataAccessGui/config/dataObjects/MOD10CM.005?use
AllCollectionGranules. Using BulkDelete, Unpublish and DeletionCleanup to 
delete the last few granules. 

13 Configure DataObjects for a collection with a granuleid using datasetService 
for GDAL for a granule that is configured to be Golden 

Verify that the config dataobjects still 
succeeds.<br /> 

 

14 Configuring SMAP L1L2 collections (SPL1CTB.002, SPL2SMP.002, 
SPLSMA.002, SPL2SMAP.002):<br />Do the datasetservice configuration 
for each of the SMAPL1L2 collections<br 
/>http://f5dpl01v:22500/DataAccessGui_DEV07/config/datasetService/dataO
bjects/SMAPL1L2/SPL1CTB.002/reconfig?agent=h5jsonimport<br 
/>http://f5dpl01v:22500/DataAccessGui_DEV07/config/datasetService/dataO
bjects/SMAPL1L2/SPL2SMP.002/reconfig?agent=h5jsonimport<br 
/>http://f5dpl01v:22500/DataAccessGui_DEV07/config/datasetService/dataO
bjects/SMAPL1L2/SPL2SMA.002/reconfig?agent=h5jsonimport<br 
/>http://f5dpl01v:22500/DataAccessGui_DEV07/config/datasetService/dataO
bjects/SMAPL1L2/SPL2SMAP.002/reconfig?agent=h5jsonimport<br /> - 
verify that the request succeeds<br /> - verify that the bands are visible in 
configure hdf objects<br /> 

  

15 Configuring SMAP L3L4 collections (SPL3SMP.002, SPL3SMAP.002, 
SPL3SMA.002, SPL3FTA.002):<br 
/>http://f5dpl01v:22500/DataAccessGui_DEV07/config/datasetService/dataO
bjects/HEG/SPL3SMA.002/reconfig?agent=hegtool<br 
/>http://f5dpl01v:22500/DataAccessGui_DEV07/config/datasetService/dataO
bjects/HEG/SPL3SMAP.002/reconfig?agent=hegtool<br 
/>http://f5dpl01v:22500/DataAccessGui_DEV07/config/datasetService/dataO
bjects/HEG/SPL3SMP.002/reconfig?agent=hegtool<br 
/>http://f5dpl01v:22500/DataAccessGui_DEV07/config/datasetService/dataO
bjects/HEG/SPL3FTA.002/reconfig?agent=hegtool<br 
/>http://f5dpl01v:22500/DataAccessGui_DEV07/config/datasetService/dataO
bjects/HEG/SPL4SMAU.001/reconfig?agent=hegtool<br 
/>http://f5dpl01v:22500/DataAccessGui_DEV07/config/datasetService/dataO
bjects/HEG/SPL4SMGP.001/reconfig?agent=hegtool<br 
/>http://f5dpl01v:22500/DataAccessGui_DEV07/config/datasetService/dataO
bjects/HEG/SPL4SMLM.001/reconfig?agent=hegtool<br 
/>http://f5dpl01v:22500/DataAccessGui_DEV07/config/datasetService/dataO
bjects/HEG/SPL4CMDL.001/reconfig?agent=hegtool<br /> 

  

16 Configuring sample granules:<br />1. get data objects baseline e.g.   
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# Action Expected Result Notes 
MIL2ASAE for global<br />   - and per-service (HEG)<br />   
http://f5dpl01v:22500/DataAccessGui_DEV07/config/dataObjects/MIL2AS
AE.002<br />   
http://f5dpl01v:22500/DataAccessGui_DEV07/config/datasetService/dataObj
ects/HEG/MIL2ASAE.002<br /><br />2. Clear sample granules for this 
collection from db<br />    Delete from AmDaSampleGranule<br />      where 
collectionId in (select collectionid from amcollection where shortname = 
'MIL2ASAE' and versionid = 2)<br /><br />3. 
f5dpl01v:22500/DataAccessGui_DEV07/config/import?configLevel=Global
_Base&amp;dataType=Sample_Granules&amp;collectionId=MIL2ASAE.00
2&amp;data={}<br /><br />4. reconfig default MIL2ASAE.002, global, per 
dataset-service<br />    
http://f5dpl01v:22500/DataAccessGui_DEV07/config/dataObjects/MIL2AS
AE.002/reconfig<br />    
http://f5dpl01v:22500/DataAccessGui_DEV07/config/dataObjects/MIL2AS
AE.002<br /><br />    
http://f5dpl01v:22500/DataAccessGui_DEV07/config/datasetService/dataObj
ects/HEG/MIL2ASAE.002/reconfig<br />    
http://f5dpl01v:22500/DataAccessGui_DEV07/config/datasetService/dataObj
ects/HEG/MIL2ASAE.002<br /><br />5. with each granule separately,  
different granules have different data objects<br />   <br />   
http://f5dpl01v:22500/DataAccessGui_DEV07/config/dataObjects/MIL2AS
AE.002/reconfig?granuleId=94537<br />   
http://f5dpl01v:22500/DataAccessGui_DEV07/config/dataObjects/MIL2AS
AE.002<br /><br />   
http://f5dpl01v:22500/DataAccessGui_DEV07/config/datasetService/dataObj
ects/HEG/MIL2ASAE.002/reconfig?granuleId=94537<br />   
http://f5dpl01v:22500/DataAccessGui_DEV07/config/datasetService/dataObj
ects/HEG/MIL2ASAE.002<br /><br />   
http://f5dpl01v:22500/DataAccessGui_DEV07/config/dataObjects/MIL2AS
AE.002/reconfig?granuleId=88611<br />   
http://f5dpl01v:22500/DataAccessGui_DEV07/config/dataObjects/MIL2AS
AE.002<br /><br />   
http://f5dpl01v:22500/DataAccessGui_DEV07/config/datasetService/dataObj
ects/HEG/MIL2ASAE.002/reconfig?granuleId=88611<br />   
http://f5dpl01v:22500/DataAccessGui_DEV07/config/datasetService/dataObj
ects/HEG/MIL2ASAE.002<br /><br />   
http://f5dpl01v:22500/DataAccessGui_DEV07/config/dataObjects/MIL2AS
AE.002/reconfig?granuleId=94846<br />   
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# Action Expected Result Notes 
http://f5dpl01v:22500/DataAccessGui_DEV07/config/dataObjects/MIL2AS
AE.002<br /><br />   
http://f5dpl01v:22500/DataAccessGui_DEV07/config/datasetService/dataObj
ects/HEG/MIL2ASAE.002/reconfig?granuleId=94846<br />   
http://f5dpl01v:22500/DataAccessGui_DEV07/config/datasetService/dataObj
ects/HEG/MIL2ASAE.002<br /><br /><br />6. as above, 
use_sample_granules<br />   - with nothing in the database, will empty out 
data-objs config<br />   
http://f5dpl01v:22500/DataAccessGui_DEV07/config/dataObjects/MIL2AS
AE.002/reconfig?useSampleGranules<br />   
http://f5dpl01v:22500/DataAccessGui_DEV07/config/dataObjects/MIL2AS
AE.002<br /><br />   
http://f5dpl01v:22500/DataAccessGui_DEV07/config/datasetService/dataObj
ects/HEG/MIL2ASAE.002/reconfig?useSampleGranules<br />   
http://f5dpl01v:22500/DataAccessGui_DEV07/config/datasetService/dataObj
ects/HEG/MIL2ASAE.002<br /><br /> - enter all three granules into 
sample_granules table in db<br /><br />   
http://f5dpl01v:22500/DataAccessGui_DEV07/config/import?configLevel=G
lobal_Base&amp;dataType=Sample_Granules&amp;collectionId=MIL2ASA
E.002&amp;data={items:  
[{itemName:&quot;MISR_AM1_AS_AEROSOL_P001_O040531_F11_002
1.hdf&quot;},{itemName:&quot;MISR_AM1_AS_AEROSOL_P006_O0701
66_F12_0022.hdf&quot;},{itemName:&quot;MISR_AM1_AS_AEROSOL_
P029_O039193_F10_0020.hdf&quot;}]}<br /><br />   ecs=&gt; select * 
from amdasamplegranule;<br /> collectionid | granuleid<br />--------------+---
--------<br />        65446 |     94537<br />        65446 |     88611<br />        
65446 |     94846<br />(3 rows)<br /><br /><br /><br /><br />   
http://f5dpl01v:22500/DataAccessGui_DEV07/config/dataObjects/MIL2AS
AE.002/reconfig?useSampleGranules<br />   
http://f5dpl01v:22500/DataAccessGui_DEV07/config/dataObjects/MIL2AS
AE.002<br /><br />   
http://f5dpl01v:22500/DataAccessGui_DEV07/config/datasetService/dataObj
ects/HEG/MIL2ASAE.002/reconfig?useSampleGranules<br />   
http://f5dpl01v:22500/DataAccessGui_DEV07/config/datasetService/dataObj
ects/HEG/MIL2ASAE.002<br /><br /><br /> 6. reconfig default 
MIL2ASAE.002<br />   with sample granules defined, results should be as in 
step 5.<br 
/>http://f5dpl01v:22500/DataAccessGui_DEV07/config/dataObjects/MIL2A
SAE.002/reconfig<br 
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# Action Expected Result Notes 
/>http://f5dpl01v:22500/DataAccessGui_DEV07/config/dataObjects/MIL2A
SAE.002<br /><br /><br 
/>http://f5dpl01v:22500/DataAccessGui_DEV07/config/datasetService/dataO
bjects/HEG/MIL2ASAE.002/reconfig<br 
/>http://f5dpl01v:22500/DataAccessGui_DEV07/config/datasetService/dataO
bjects/HEG/MIL2ASAE.002<br /><br /><br />7) reconfig using itemid 
(granuleid) instead of itemname (localgranuleid):<br /><br />   delete from 
amdasamplegranule where collectionid = 65446;<br /><br />   
http://f5dpl01v:22500/DataAccessGui_DEV07/config/import?configLevel=G
lobal_Base&amp;dataType=Sample_Granules&amp;collectionId=MIL2ASA
E.002&amp;data={items:  
[{itemId:94537},{itemId:88611},{itemId:94846}]}<br /><br />   ecs=&gt; 
select * from amdasamplegranule where collectionid = 65446;<br /> 
collectionid | granuleid<br />--------------+-----------<br />        65446 |     
94537<br />        65446 |     88611<br />        65446 |     94846<br />(3 
rows)<br /> 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1156 DATAACCESS GDAL END TO END TESTING (ECS-ECSTC-3566) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Find a collection which is enabled for GDAL processing in Data Access. 

Ensure that the service options forms have been uploaded to ECHO. (e.g. 
MIL3DAE.004, MIL3QAE.004, MIL3MAE.004, MIL3YAE.004) 

  

2 Go to ECHO and add 3 granules from this collection to the cart.   
3 In the cart select &quot;perform service&quot;.   
4 Set different order options for each of the three granules:   
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# Action Expected Result Notes 
5 4a.  select GDAL processing with GeoTiff as the output format   
6 4b. select GDAL processing with NetCDF as the output format   
7 4c. select GDAL processing with png as the output format   
8 Submit the requests and verify that they succeed.   
9 <i>NOTE: To view the netCDF output, go to 

http://www.giss.nasa.gov/tools/panoply/download_gen.html  to download 
and install the netCDF viewer called Panoply.</i> 

 #comment 

10 Verify that the output files were processed correctly by opening and viewing 
them. 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1157 CONFIGURE COLLECTION FOR GDAL BAND SUBSETTING (ECS-ECSTC-3567) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Navigate to http://host/DataAccessGui_mode in a browser.   
2 <i>The collection should have no more than 3,000 granules in it to insure that 

gdal_info can run in less than 5 minutes. (10 granules/second)</i> 
 #comment 

3 Find the collection you want to configure by using the Filter Pattern   
4 <i>chrome 33.0.1750.117 incompatibility.</i>  #comment 
5 Click on the collection.  Hold mouse on top of &quot;Configure Collection 

for Service&quot;. 
  

6 Choose GDAL   
7 Service Configuration tab -&gt; Services - Collections -&gt; GDAL   
8 double click on GDAL   
9 click Enable Band Subsetting checkbox   
10 click Update Service Button   
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# Action Expected Result Notes 
11 expand GDAL tab   
12 double click collection   
13 choose Enable Band Subsetting checkbox   
14 click Update Service to Collection mapping   
15 navigate to 

http://host/DataAccessGui_mode/config/datasetObjects/GDAL/collection?us
eAllCollectionGranules 

success is returned after in less than 5 
minutes. 

 

16 Export capabilities to ECHO   
17 navigate to http://testbed.reverb.nasa.gov/reverb   
18 search for your collection   
19 Perform services on your collection GDAL successfully processes your 

requests. 
 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1158 PROCESSING GLAS THROUGH OMS (ECS-ECSTC-3568) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Ensure that the GLAS test collections and granules have been ingested and 

exported to ECHO 
  

2 Configure the GLAH collections for GLAS Service  in the DataAccess GUI   
3 Export the order form to ECHO by using the AutoConfigurePump script   
4 Search for the test GLAH granules and add them to cart   
5 Perform orders without service   
6 Verify that the order request is successful   
7 Perform orders with GLAS Service with FtpPull   
8 Verify that the form displays correctly and the request is successful   
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# Action Expected Result Notes 
9 Perform orders with GLASService with Ftp Push   
10 Verify that the request is successful   
11 Verify that an email is sent to the requestor   
12 Verify that the outputs in each case is as requested   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1159 DATA ACCESS EMS TESTING WITH DUPLICATE FILENAMES AND SPECIAL 
CHARACTERS (ECS-ECSTC-3569) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Create 2 EGI requests. Make one request with one granule. When it 

completes successfully modify the AmDaOutputFile.filepath for the request 
to have characters like (,),[,],{, and }. Make sure the actual file matches and 
has the same characters. Create another request with 2 granules. When it 
completes successfully, modify the AmDaOutputFile.filepath's of one of the 
granules to have the same filename as the other. Their directory paths can 
stay what they were or be modified if needed. Modify the actual filenames on 
disk so they match as well. 

2 successful EGI requests  

2 Download the zip files of the 2 requests via ESIR   
3 ssh f5eil01v   
4 Run the Rollup of the Apache log data into the database eg. 

/usr/ecs/[MODE]/CUSTOM/utilities/EcDlDaRollupApacheLogs.ksh 
[MODE] 

  

5 Run select * from ecemsextracttypedaterange   
6 update the startdate and enddate so they fall in the range of the date when you 

downloaded the zip files 
  



 

3176 
 

# Action Expected Result Notes 
7 Run &quot;select * from EMSDistHTTPTransfer_view&quot; Make sure you can see rows in this 

table that show the output products in 
the 2 EGI requests you have made 
above. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1160 EMS REPORTING FOR GLAH REQUESTS (ECS-ECSTC-3570) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>requests need to go through EGI, ESI requests are not reported to 

EMS</i> 
 #comment 

2 Make an EGI request multiple granules for multiple collections   
3 <i>may need to verify that apache's httpd.conf has the following setting for 

your mode:   <br />    SetEnvIf Request_URI &amp;quot;/esir/&amp;quot; 
esirfile_ops<br />    SetEnvIf Request_URI 
&amp;quot;/esir/.*\.zip$&amp;quot; esirzip_ops !esirfile_ops<br />    
SetEnvIf Request_URI &amp;quot;/esir/.*\/stitched\/.*GLAH.*&amp;quot; 
esirstitch_ops !esirfile_ops !esirzip_ops<br />    SetEnvIf Content-Type 
&amp;quot;text/html&amp;quot; !esirfile_ops !esirzip_ops !esirstitch_ops<br 
/>    CustomLog 
/usr/ecs/OPS/CUSTOM/data/DPL/EcDlDataAccessApache.log dataaccess 
env=esirfile_ops<br />    CustomLog 
/usr/ecs/OPS/CUSTOM/data/DPL/EcDlDataAccessApache.log dataaccesszip 
env=esirzip_ops<br />    CustomLog 
/usr/ecs/OPS/CUSTOM/data/DPL/EcDlDataAccessApache.log 
dataaccessstitch env=esirstitch_ops</i> 

 #comment 

4 Download all output products, zips and stitched collections from ESIR Apache logs downloads to  



 

3177 
 

# Action Expected Result Notes 
/usr/ecs//CUSTOM/data/DPL 

5 ssh f5eil01v   
6 Verify that the downloads show up in the Apache log:  

/usr/ecs/CUSTOM//data/DPL 
  

7 Individual files that were downloaded should show up as single insert 
statements.Zip files that were downloaded should include a join against 
AmDaJob.Stitched file that were downloaded should also include a join 
against AmDaJob. 

  

8 cat /usr/ecs/OPS/CUSTOM/data/DPL/EcDlDataAccessApache.log Paste basic output here  
9 Run the Rollup of the Apache log data into the database   
10 /usr/ecs/OPS/CUSTOM/utilities/EcDlDaRollupApacheLogs.ksh OPS output of script is output of postgres 

for sql in Apache log:<br />INSERT 0 
6 indicates 0 for success and 6 for the 
number of rows (the number of input 
granules that were included in your 
download) 

 

11 verify that the rollup worked   
12 <i>this table is in the OMS schema</i>  #comment 
13 select * from ecemsextracttypedaterange If you don't see the time range you 

want you must put it as specified in 
the two steps below 

 

14 update  ecemsextracttypedaterange set startdate = [time of first download you 
want to see] 

  

15 <i>the end date has to be at least 24 hours greater than the start date.. update 
ecemsextracttypedaterange set enddate= 'YYYYMMDD HH:MM:SS' for the 
end time to be set</i> 

 #comment 

16 update  ecemsextracttypedaterange set enddate = getdate() The time range you are interested in is 
in ecemsextracttypedaterange 

 

17 select * from EMSDistHTTPTransfer_View should list all the transfers you made  
18 verify that the number of rows in the table is equal to the number of input 

files that were used in all the downloads 
  

19 ssh to f5dpl01v   
20 Run the EMS data extractor to create a flat file that can be exported to EMS   
21 <i>If start date is yesterdays date and enddate is todays date.</i>  #comment 
22 /usr/ecs//CUSTOM/utilities/EcDbEMSdataExtractor.pl -mode OPS -

extracttype DistHTTP -startdate YYYYMMDD -enddate YYYYMMDD 
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# Action Expected Result Notes 
23 check the EMS log for errors no errors found  
24 get the directory where the flat file was sent to   
25 grep scp EcDbEMSdataExtractor.log   
26 open the file and verify the data matches what is in 

EMSDistHTTPTransfer_View 
  

27 compare : cat flat_file_name | wc select count(*) from 
EMSDistHTTPTransfer_View 

numbers should be equal  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1161 DP_81_02_TP036A EMS SDPS WEB API METRICS  (ECS-ECSTC-3571) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Verify that the mode is configured to log Apache events.<br />Make an Data 

Access request for processing.<br />Download the downloadURL in the 
response from ESIR. 

On the x4eil01 machine run:<br /><br 
/>grep CustomLog 
/usr/ecs/OPS/COTS/apache/conf/httpd
.conf | grep <br /><br />Check to 
make sure the file:<br /><br 
/>x5eil01:/usr/ecs//CUSTOM/data/DP
L/EcDlDataAccessApache.log<br 
/><br />is updated with information 
pertaining to what you downloaded 
from ESIR. 

 

2 Run a series of Data Access requests through to capture the following 
scenarios from ESIR :<br /><br />1) Download of individual output files 
(SCIENCE and METADATA (.xml)) by clicking on downloadURL in 
request response.<br /><br />2) Download of gzip file containing all output 
files<br /><br />3) Modify the download URL by changing the filename to 

Scenarios 1 and 2 should end up with 
EMS entries. Scenario 3 and 4 should 
not. Be sure to actually download the 
files, not just view the links. Also 
make sure that you save the download 
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# Action Expected Result Notes 
something that does not actually exist for a given request<br /><br />4) 
Specify an output file for a request that did not successfully process 

urls in a temporary location. 

3 Run the following script to read the entries in EcDlDataAccessApache.log 
into the aim_..AmDaTransfer database table.<br /><br 
/>x5eil01:/usr/ecs//CUSTOM/utilitiesEcDlDaRollupApacheLogs.ksh 

Verify that this script moved the data 
in :<br /><br 
/>x5eil01:/usr/ecs//CUSTOM/data/DP
L/EcDlDataAccessApache.log<br 
/><br />to a similar file with a 
timestamp appended. The above file 
should now be zero bytes.<br />Also 
Verify the script populated 
AmDaTransfer by running the 
following sql in the aim_ database:<br 
/><br />select * from AmDaTransfer 
where TransferDateTime &amp;gt; 
TIMESTAMP 

 

4 Now run the EMS data extractor to create a flat file that can be exported to 
EMS:<br /><br 
/>x5dpl01:/usr/ecs//CUSTOM/utilities/EcDbEMSdataExtractor.pl -mode  -
extracttype DistHTTP -startdate 'Mar 18 2014' -enddate 'Mar 19 2014'<br 
/><br />Where start date is yesterday's date and enddate is todays date. 

  

5 Now look at the flat file that was generated by the EMS script. The location 
of this file can be found by running the following command in the mode's 
logs directory:<br /><br />grep Transfer *EMS* 

Verify that the flat file conforms to the 
specification located at:<br /><br 
/>http://newsroom.gsfc.nasa.gov/esi/d
ev/schemas/EMSDistribution.xsd 

 

6 <i>Go to the Gdal/Heg DefaultOutput directory to remove the files.  Then go 
back to the DataAccess to Browser to click on file link such as &lt;br 
/&gt;AMSR_E_L3_DailySnow_V09_20020926_1.gif</i> 

 #comment 

7 For this part while keeping some of the download urls delete the granule and 
then retry the download request. 

Verify that the event is logged and that 
the granule has been deleted. 

 

8 Use these sql statements to validate the flat file created:<br /><br />select * 
from AmDaTransfer<br /><br /><br />select * from AmDaRequest where 
RequestId = (in the flat file)<br /><br />select * from AmDaJob where 
RequestId =<br /><br />select * from AmDaJobDetail where JobId =<br 
/><br />select * from AmDaOutputFile<br /><br />select JobVolumeRatio 
from EMSDistHTTPTransfer_View where RequestId = '' 
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TEST DATA: 
 
EXPECTED RESULTS: 
 

1162 DP_81_02_TP036 EXPORT SDPS WEB API METRICS TO EMS (ECS-ECSTC-3572) 

DESCRIPTION: 
Test Case ID - 400 Submit ESI requests for collections specified in test case 10 such that there are a combination of both synchronous and asynchronous web 
requests which require both the HEG and GDAL services. In addition submit several OMS orders requesting processing using both the HEG and GDAL services. 
Run the EMS extraction utility and send the resulting flat file to EMS for verification. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>comment</i>  #comment 
2 &lt;i&gt;The first set of test procedures can be done locally without a crontab 

setup&lt;/i&gt; 
  

3 Verify that the mode is configured to log Apache events.Make an Data 
Access request for processing.Download the downloadURL in the response 
from ESIR. 

On the x5eil01 machine run:&lt;br 
/&gt;&lt;br /&gt;grep CustomLog 
/usr/ecs/OPS/COTS/apache/conf/httpd
.conf | grep 
&amp;lt;MODE&amp;gt;&lt;br 
/&gt;&lt;br /&gt;Check to make sure 
the file:&lt;br /&gt;&lt;br 
/&gt;x4eil01:/usr/ecs/&amp;lt;MODE
&amp;gt;/CUSTOM/data/DPL/EcDlD
ataAccessApache.log&lt;br 
/&gt;&lt;br /&gt;is updated with 
information pertainting to what you 
downloaded from ESIR. 

 

4 Run a series of Data Access requests through to capture the following 
scenarios from ESIR :1) Download of individual output files (SCIENCE and 
METADATA (.xml)) by clicking on downloadURL in request response.2) 
Download of gzip file containing all output files3) Modify the download 
URL by changing the filename to something that does not actually exist for a 
given request4) Specify an output file for a request that did not successfully 
processScenarios 1 and 2 should end up with EMS entries.  Scenario 3 and 4 
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# Action Expected Result Notes 
should not.  Be sure to actually download the files, not just view the links. 
Also make sure that you  save the download urls in a temporary location. 

5 Run the following scrip to read the entries in EcDlDataAccessApache.log 
into the EcInDb_&lt;MODE&gt;..AmDaTransfer database 
table.x5eil01:/usr/ecs/&lt;MODE&gt;/CUSTOM/utilitiesEcDlDaRollupApac
heLogs.ksh 

Verify that this script moved the data 
in :&lt;br /&gt;&lt;br 
/&gt;x4eil01:/usr/ecs/&lt;MODE&gt;/
CUSTOM/data/DPL/EcDlDataAccess
Apache.log&lt;br /&gt;&lt;br /&gt;to 
a similar file with a timestamp 
appended. The above file should now 
be zero bytes.&lt;br /&gt;Also Verify 
the script populated AmDaTransfer by 
running the following sql in the 
EcInDb_&amp;lt;MODE&amp;gt; 
database:&lt;br /&gt;&lt;br /&gt;select 
* from AmDaTransfer where 
TransferDateTime &amp;gt; 
dateadd(dd, -&amp;lt;days since last 
time Apache log was imported into 
database&amp;gt;, getdate()) 

 

6 Now run the EMS data extractor to create a flat file that can be exported to 
EMS:x5dpl01:/usr/ecs/&lt;MODE&gt;/CUSTOM/utilities/EcDbEMSdataExt
ractor.pl -mode &lt;MODE&gt; -extracttype DistHTTP -startdate 
YYYYMMDD -enddate YYYYMMDDWhere start date is yesterdays date 
and enddate is todays date. 

  

7 Now look at the flat file that was generated by the EMS script.  The location 
of this file can be found by running the following command in the mode's 
logs directory:grep Transfer *EMS* 

Verify that the flat file conforms to the 
specification located at:&lt;br 
/&gt;&lt;br 
/&gt;http://newsroom.gsfc.nasa.gov/es
i/dev/schemas/EMSDistribution.xsd&l
t;br /&gt; 

 

8 For this part while keeping some of the download urls delete the granule and 
then retry the download request. 

Verify that the event is logged and that 
the granule has been deleted. 

comment 

9 &lt;i&gt;The tester will need to obtain EMS credentials in order to view the 
EMS metrics after export.&lt;/i&gt; 

  

10    
11 Use these sql statements to validate the flat file created:select * from 

AmDaTransferselect * from AmDaRequest where RequestId = (in the flat 
file)select * from AmDaJob where RequestId =select * from AmDaJobDetail 

 comment 
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# Action Expected Result Notes 
where JobId =select * from AmDaOutputFileselect JobVolumeRatio from 
EMSDistHTTPTransfer_View where RequestId = '' 

12 &lt;i&gt;This test is for End to End testing with EMS&lt;/i&gt;   
13 Determine the designated frequency of exports to EMS.  Verify that there is a 

cron job or other mechanism set up to export metrics on that specified 
schedule. 

EMS export has been properly 
configured 

 

14 Note the date and time of the requests specified below.  Ensure that they all 
fall within the same EMS metrics period.  This will make it easier to find the 
metrics for these requests in later steps. 

additional info is obtained to help in 
later verification steps. 

 

15 Submit ESI requests for collections specified in test case 10 such that there 
are a combination of both synchronous and asynchronous web requests which 
require both the HEG and GDAL services.  In addition submit several OMS 
orders requesting processing using both the HEG and GDAL services. 

Verify that all submitted requests are 
successful. 

 

16 Submit a number of requests which result in error. Verify that these requests fail.  
17 Submit a request for the output files of each of the successful processing 

requests.  For some of these, request the output in a zip file. 
Verify that the requested files are 
received (both single files and zip) 

 

18 Submit a few requests for output files of processing requests which will result 
in an error (e.g. a request for a valid processing request but specifying a non 
existance ile, oir a request for the output of a non existant request) 

Verify that the requests fail with an 
error. 

 

19 Allow the EMS extraction script to run on its normal schedule. Verify that the EMS script ran 
successfully. 

 

20 Log in to the EMS and view metircs for the provider representing the Mode 
where this test is being run. 

Verify that metrics exist for the time 
frame in which the test requests in this 
test were performed. 

 

21 View the metrics for successful processing requests during the time frame in 
which the requests were performed. 

Verify that a record exists for each 
successful processing request.  Verify 
that the record indicates whether the 
request was synchronous or 
asynchronous, the number of granules 
included, the tool used (e.g. HEG or 
GDAL), the processing options, and 
the processing duration among other 
things. 

 

22 View the metrics for failed processing requests during the time frame in 
which the requests in this test were performed. 

Verify that a record exists for each 
failed processing request.  Verify that 
the record includes the same items 
listed for successful requests, but also 
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# Action Expected Result Notes 
an indication as to teh reason for the 
failure (e.g. an error code). 

23 View the metrics for successful data transfer requests during the time frame 
in which the requests in this test were performed. 

Verify that a record exists for each 
successful file transfer request.  Verify 
that the record indicates the type of 
request(single file or zip), the IP 
address of the requestor, and the 
transfer duration among other things. 

 

24 View the metrics for failed data transfer requests during the time frame in 
which the requests in this test were performed. 

Verify that a record exists for each 
successful file transfer request.  Verify 
that the record includes all of the 
fields listed for successful request, and 
in addition an indication of why the 
request failed (e.g. error code). 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
Verify that all metrics are successfully processed by EMS for synchronous web requests, asynchronous web requests, and orders for both the HEG and GDAL 
services. 
 

1163 DP_81_02_TP001 SUBMIT HEG PROCESSING REQUESTS (ECS-ECSTC-3573) 

DESCRIPTION: 
Test Case ID - 10 Submit at least 50 and no more than 100 processing requests via the External Web API. Request the return of URLs pointing to the output files. 
Cover the processing options below (the list below can be expanded to list the precise set of requests to be submitted): a) Spatial subsetting to an LLBOX with 
which the target granule overlaps without data subsetting. b) Data subsetting at the object level, at the field level, and at the band level with and without spatial 
subsetting. c) Re-projection to a projection that is valid for the target collection and granule, covering all types of projections as part of this test, with and without 
spatial and data subsetting d) Resampling employing all resampling parameters that are offered by the API, covering granules that were spatially and data 
subsetted and re-projected, as well as some granules to which not all of these conditions apply. e) Re-formatting to GeoTIFF, including multi-band GeoTIFF, as 
well as leaving the result in HDF-EOS format. f) No change, i.e., obtaining the original granule without modification. 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 Before starting this test go to the Data Access Configuration Interface 

website. 
Verify that the collections that are to 
be processed are added as a part of a 
service. If they are not refer to the ITP 
that shows on how to add an existing 
collection to a service. Once verified 
that the collection is part of a service, 
it can be processed. 

 

2 Using the ESI/EGI website, submit at least 50 and no more than 100 
processing requests via the External Web API(refer to the Pre-Conditions to 
see a list of Collections that need be tested).  Request the return of URLs 
pointing to the output files. Over all of the requests divide them equaly 
amongst the next 6 processing steps. Using a working processing tool part of 
the ESI website, cover the processing option below:<br />a)      Spatial 
subsetting to an LLBOX with which the target granule overlaps without data 
subsetting. This can be achieved by putting values in the Spatial Subset 
section of the form. 

Verify that the processing for a 
granule under the listed collections 
executes and processes with no errors. 
Also verify that the correctness of the 
result matches the one produced by the 
HEG standalone tool. To install the 
standalone tool and learn how to use it 
navigate to 
http://newsroom.gsfc.nasa.gov/sdptool
kit/HEG/HEGHome.html 

 

3 Using a working processing tool part of the ESI website, cover the processing 
option below:<br />b)      Data subsetting at the object level, at the field level, 
and at the band level with and without spatial subsetting. This option can be 
achieved by selecting any options from the Bands section tree of a granule 
processing. Try a number of options for each granule 

Just as in the preceding step verify that 
there are no errors produced. Also 
verify that the corectness of the 
images produced(select GeoTiff in the 
Formats Option of the form) matches 
the picture produced from the 
standalone tool. 

 

4 Using a working processing tool part of the ESI website, cover the processing 
option below:<br />c)      Re-projection to a projection that is valid for the 
target collection and granule, covering all types of projections as part of this 
test, with and without spatial and data subsetting. This step can be done by 
selecting any of the projections outlined on the ESI webform. If no 
parameters are put in the parameter boxes then the defaults will be chosen. 
Try to cover all scenarios, with empty boxes as well as boxes filled in with 
custom parameters. 

Verify that there are no errors 
produced. Also verify that the 
corectness of the images 
produced(select GeoTiff in the 
Formats Option of the form) matches 
the picture produced from the 
standalone tool. The images produced 
for the same granule but with different 
projections should differ. Verify that 
this is the case. 

 

5 Using a working processing tool part of the ESI website, cover the processing 
option below:<br />d)     Resampling employing all resampling parameters 
that are offered by the API, covering granules that were spatially and data 

Verify that there are no errors 
produced. Also verify that the 
corectness of the images 
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# Action Expected Result Notes 
subsetted and re-projected, as well as some granules to which not all of these 
conditions apply.<br />This option really combined all of the three steps 
above. Try and combine what was done before in one request. 

produced(select GeoTiff in the 
Formats Option of the form) matches 
the picture produced from the 
standalone tool. The images produced 
for the same granule but with different 
resampling options should differ. 
Verify that this is the case. 

6 Using a working processing tool part of the ESI website, cover the processing 
option below:<br />e)      Re-formatting to GeoTIFF, including multi-band 
GeoTIFF, as well as leaving the result in HDF-EOS format. This option can 
be achieved by selecting GeoTiff from the Format dropdown. Try a few 
granules with both options only. Everything else should be left at its defult 
state. 

Verify that there are no errors 
produced. 

 

7 Using a working processing tool part of the ESI website, cover the processing 
option below:<br />f)       No change, i.e., obtaining the original granule 
without modification.<br />Process a granule with just the default options 
produced on the ESI form. Nothing should be selected 

Verify that there are no errors 
produced. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
For each of these cases, verify that the resulting HEG executions are correct, for example, by verifying that the HEG parameter file is correct and the correct 
executable will be invoked; or by verifying the resulting outputs against the result of the same HEG processing requests performed via the current software. 
Verify that the correct URLs are returned. 
 

1164 TP001_10 (REVISED, AUTOMATED, HEGSERVICE+HEG REGRESSION TEST) (ECS-ECSTC-
3574) 

DESCRIPTION: 
An evolution of Test Case TP001_10 for Testing HegService and HEG. 
 
PRECONDITIONS: 
ESI configured for HegService to call HEG.  Collections ingested for AE_DySno,  AE_L2A,  AE_Ocean,  
 
AE_Rain,  AE_SI25,  AE_SI06,  MOD10A,  MOD10CM 
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STEPS:   
# Action Expected Result Notes 
1    
2 Copy ruby scripts from clearcase: 

/ecs/formal/DPL/DataAccess/adapters/HegService/test/TP001_10/*.rb to a 
working directory - on a machine with access to /sotestdata and to 
/workingdata.  You will need all ruby scripts in the same working directory - 
they call each other and assume the home directory of the currently executing 
script is where the other scripts will be found 

  

3 Edit the scripts to make any adjustments for working host, port, mode, 
output-directory, etc.  By default the scripts will write to 
/workingdata/TestResults/RelB/DataAccess/GLAS/ESDT_Baseline/.  <br 
/>If there is data already there, check if it needs to be moved to establish 
baseline-results for a previous release or test run. 

  

4 Edit the scripts to make any adjustments for working host, port, mode, 
output-directory, etc.  By default the scripts will write to 
/workingdata/TestResults/RelB/DataAccess/GLAS/ESDT_Baseline/.  <br 
/>If there is data already there, check if it needs to be moved to establish 
baseline-results for a previous release or test run. 

  

5 Run TP001_10.rb  (no parameters) Console will show Curl command 
executions and will run for quite a 
while (~4 hrs.).  Outputs will be saved 
to TestResults directory, along with 
.time and .xml summary files per test 
case. 

 

6 Run summarize.csh Console will show summary outputs 
including unique counts of status 
messages, output file listings, etc.  
Inspect for valid outputs. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
A series of output files.  Summary.csh shows no errors and the expected number of output files.  Output files are manually verified as correct per test case. 
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1165 DP_81_02_TP065 EGI FILESIZE, MIMETYPE, AND FILETYPE CHECK (ECS-ECSTC-3575) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Check HegService.properties and make sure 

HegService.application.LocalGetFileURL is not populated. 
  

2 Submit an EGI HEG request that will complete successfully Status of request will be success  
3 Check the AmDaOutputFile table for the files for the above request. Compare 

the file size in the table with the size on disk. Make sure they match. Also 
make sure filetype and mimetype in the table are not null. 

file sizes match and filetype/mimetype 
are not null. 

 

4 Change HegService.properties and populate 
HegService.application.LocalGetFileURL with 
&amp;quot;HegService.application.LocalGetFileURL = 
http://f5dpl01v:22500/getfile_?FILE_URLS=&amp;quot;. Change the host 
and mode parts accordingly. 

  

5 Repeat steps 2 and 3.   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1166 DP_81_02_TP055 - DISABLE ZIP GENERATION (ECS-ECSTC-3576) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1    
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TEST DATA: 
2014/02/20 ================================================================================ -------------------------------------------
-------------------------------------     REGRESSION TEST - NCR_8050576 - DISABLE ZIP GENERATION   ---------------------------------------------------------------
----------------- ================================================================================   Pre-Conditions 
================================================================================ DataAccess must be up-to-date in the mode 
used for testing. The inventory drilldown (http://f5dpl01v:22500/ /) must be accessible. Be able to edit EcDlDaEsir.properties and delete files from the zip 
staging area. Access the Tomcat Application Manager.   Setup 
================================================================================ #S-1 [Create A Request] From the inventory 
drilldown, perform a service on a granule: > http://f5dpl01v:22500/esi_DEV02/inventory     > DEV02     > AE_Ocean.002     > Granules: [Order Form]     > 
HEG: [Submit Request to HEG]     > External EGI Request URL (POST): [Submit POST to EGI] OR External User Request (EGI): > Note the request ID. It'll 
look like:     http://f5eil01v:22500/esir_DEV02/ .zip   Verify 
================================================================================ #V-1 [Download Service Products] Retrieve the 
variable "ZIP.STAGING.AREA" from: > x5eil01v:/usr/ecs/ /CUSTOM/cfg/EcDlDaEsir.properties Download the files for your request. Note the contents of this 
directory, particularly the zip file size: > ls -ltr /usr/ecs/DEV02/CUSTOM/data/DPL/DaZipStaging | grep     -rw-rw-r--  1 cmshared cmshared      Feb 21 07:00 
.zip Delete the zip file: > rm /usr/ecs/DEV02/CUSTOM/data/DPL/DaZipStaging/ .zip -------------------------------------------------------------------------------- #V-2 
[Test Zip Generation Limit] Edit EcDlDaEsir.properties: > ZIP.GENERATION.LIMIT=1 Restart ESIR in Tomcat. Attempt to download the zip files for the 
same request, using the URL from step [S-1]. -------------------------------------------------------------------------------- #V-3 [Expected Output] was obtained in step 
[S-1]. was obtained in step [V-1]. No zip file generated for request: . The file exceeds the zip generation limit. [INFO|ajp-bio-22067-exec-7|55|2014:02:21 
16:45:57.190][esi.rest.result.resources.EsirResource|streamRequestFilesAsZip] Zip file is greater than configured limit for request: 15 where zip size of is greater 
than max zip size: 1.0 -------------------------------------------------------------------------------- 
 
EXPECTED RESULTS: 
 

1167 DP_81_02_TP060 ESIR ZIP FILE GENERATION (ECS-ECSTC-3577) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>You can manually delete the zip files if needed.</i>  #comment 
2 Create two succesful DataAccess EGI requests or use twi existing successful 

EGI requests. Make sure one request contains about 1GB of output files. The 
other request can have much less(around 200mb). Also make sure the zip 
files for these requests have not been generated or have been cleaned up. 

Two completed egi requests with 
output files of about 1GB and 200MB. 

 



 

3189 
 

# Action Expected Result Notes 
3 Using two different browsers(or two different browser windows) Request the 

zip generation of the request with 1GB of output files on both browsers. You 
can make the requests about 5-10 seconds apart. 

The first browser that made the first 
request should finish first. The second 
browser with the second request 
should finish after the first request. 
The ESIR log should contain text that 
says that the ZIP file was already 
generated for the request. 

 

4 Manually clean up the zip files in step 2 Two completed egi requests with 
output files of about 1GB and 200MB. 

 

5 Using two different browsers(or two different browser windows) Request the 
zip generation of the request with 1GB of output files. Within 10 seconds, 
request the zip generation of the request with 200MB of output files on the 
second browser. 

The 200MB request should complete 
before the 1GB request. 

 

6 After both requests complete in step 4. Make another request for the zip 
generation of the 200MB request. 

The 200MB request should complete 
and the ESIR log should contain text 
that says that the ZIP file was already 
generated for the request. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1168 DP_81_02_TP009 SIMPLE INVENTORY INTERFACE (ECS-ECSTC-3578) 

DESCRIPTION: 
Test Case ID - 100 Submit at least two requests for each type of SDPS inventory information supported by the simplified ‘SDPS Inventory Web API’, using that 
API: a) Granule inventory information b) Service information c) Granule HDF information Also submit requests that will result in these errors: a) Requests for 
information about a granule that is not in the AIM/DPL inventory b) Requests for a service that is not configured in ESI 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Submit at least two requests for granule inventory information by pointing 

your browser to: 
verify that you get a response 
containing XML conforming to the 
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# Action Expected Result Notes 
http://&amp;lt;host&amp;gt;:&amp;lt;port&amp;gt;/SimpleInventoryInterfac
e_&amp;lt;MODE&amp;gt;/granule/&amp;lt;GranuleId&amp;gt;.xml 

schema defined by 
http://newsroom.gsfc.nasa.gov/esi/8.1/
schemas/SimpleInventoryInterface.xsd 
and 
http://newsroom.gsfc.nasa.gov/esi/8.1/
schemas/doc/sii/index.html .  Verify 
that the information in this XML 
validates against the schema and is 
correct. 

2 Submit at least two requests for granule inventory information by pointing 
your browser to: 
http://&amp;lt;host&amp;gt;:&amp;lt;port&amp;gt;/SimpleInventoryInterfac
e_&amp;lt;MODE&amp;gt;/granules.html?lgid=/&amp;lt;LocalGranuleId&a
mp;gt;.xml 

verify that you get a response 
containing an html table, containing 
the granule Ids for the specified local-
granule-id 

 

3 Submit at least two requests for Service information by pointing your browser 
to 
http://&amp;lt;host&amp;gt;:&amp;lt;port&amp;gt;/SimpleInventoryInterfac
e_&amp;lt;MODE&amp;gt;/service/&amp;lt;Service name&amp;gt;.xml 

Verify that you get an XML response 
containing information about the 
specified ESI service.  There is 
currently no XML schema defined for 
this response, but verify that it is well 
formed XML and looks like :                  
&amp;lt;ServiceInfo&amp;gt;&amp;lt
;Service&amp;gt;&amp;lt;ServiceId&
amp;gt;1&amp;lt;/ServiceId&amp;gt;
&amp;lt;Name&amp;gt;HEG&amp;lt;
/Name&amp;gt;&amp;lt;Description&
amp;gt;HDF-EOS to GeoTiff 
Converter(HEG)&amp;lt;/Description
&amp;gt;&amp;lt;ServicePath&amp;g
t;http://f4hel01:22500/HegService_DE
V01&amp;lt;/ServicePath&amp;gt;&a
mp;lt;RequestType&amp;gt;sync&am
p;lt;/RequestType&amp;gt;&amp;lt;M
axActiveAsyncJobs&amp;gt;4&amp;lt
;/MaxActiveAsyncJobs&amp;gt;&am
p;lt;MaxActiveSyncJobs&amp;gt;4&a
mp;lt;/MaxActiveSyncJobs&amp;gt;&
amp;lt;Timeout&amp;gt;30&amp;lt;/T
imeout&amp;gt;&amp;lt;AllowTempo
ralFlag&amp;gt;N&amp;lt;/AllowTem
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# Action Expected Result Notes 
poralFlag&amp;gt;&amp;lt;AllowSpat
ialFlag&amp;gt;Y&amp;lt;/AllowSpat
ialFlag&amp;gt;&amp;lt;Host&amp;g
t;i4oml01:45443&amp;lt;/Host&amp;
gt;&amp;lt;/Service&amp;gt;&amp;lt;
/ServiceInfo&amp;gt; 

4 Submit at least two requests for Granule HDF information by pointing your 
browser to 
http://&amp;lt;host&amp;gt;:&amp;lt;port&amp;gt;/SimpleInventoryInterfac
e_&amp;lt;MODE&amp;gt;/DataObjects/&amp;lt;granuleId&amp;gt;.xml 
and 
http://&amp;lt;host&amp;gt;:&amp;lt;port&amp;gt;/SimpleInventoryInterfac
e_&amp;lt;MODE&amp;gt;/DataObjects/&amp;lt;granuleId&amp;gt;.xml?A
GENT=gdalinfo 

Verify that you get an XML response 
containing information information 
about the contents of the HDF file(s) 
associated with the specified granule.  
.  There is currently no XML schema 
defined for this response, but verify 
that it is well formed XML and looks 
like :  
&amp;lt;DataObjects&amp;gt;&amp;l
t;File_URL&amp;gt;http://f4hel01:22
500/getfile_DEV01?FILE_URLS=/dat
apool/DEV01/user/FS2/MOST/MOD1
0CM.005/2010.03.01/MOD10CM.A2
010060.005.2010096215323.hdf&amp
;lt;/File_URL&amp;gt;&amp;lt;Forma
t&amp;gt;HDF4&amp;lt;/Format&am
p;gt;&amp;lt;DataObject&amp;gt;&a
mp;lt;DataObjectName&amp;gt;MOD
_CMG_Snow_5km:Snow_Cover_Mo
nthly_CMG&amp;lt;/DataObjectNam
e&amp;gt;&amp;lt;Projection&amp;gt
;GEOGRAPHIC&amp;lt;/Projection&
amp;gt;&amp;lt;Projection_Parameter
s/&amp;gt;&amp;lt;BBox&amp;gt;-
90.0, -180.0, 90.0, 
180.0&amp;lt;/BBox&amp;gt;&amp;l
t;DataOrg&amp;gt;EOS_GRID&amp;
lt;/DataOrg&amp;gt;&amp;lt;hegable
&amp;gt;true&amp;lt;/hegable&amp;
gt;&amp;lt;/DataObject&amp;gt;&am
p;lt;DataObject&amp;gt;&amp;lt;Data
ObjectName&amp;gt;MOD_CMG_Sn
ow_5km:Snow_Spatial_QA&amp;lt;/
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# Action Expected Result Notes 
DataObjectName&amp;gt;&amp;lt;Pr
ojection&amp;gt;GEOGRAPHIC&am
p;lt;/Projection&amp;gt;&amp;lt;Proje
ction_Parameters/&amp;gt;&amp;lt;B
Box&amp;gt;-90.0, -180.0, 90.0, 
180.0&amp;lt;/BBox&amp;gt;&amp;l
t;DataOrg&amp;gt;EOS_GRID&amp;
lt;/DataOrg&amp;gt;&amp;lt;hegable
&amp;gt;true&amp;lt;/hegable&amp;
gt;&amp;lt;/DataObject&amp;gt;&am
p;lt;/DataObjects&amp;gt; 

5 Submit a request for granule inventory information for a non existant granule 
by pointing your browser to : 
http://&amp;lt;host&amp;gt;:&amp;lt;port&amp;gt;/SimpleInventoryInterfac
e_&amp;lt;MODE&amp;gt;/granule/&amp;lt;GranuleId&amp;gt;.xml  where 
&amp;lt;GranuleId&amp;gt; refers to a granule that is not in the inventory. 

Verify that an error is returned 
indicating that the specified granule 
was not found 

 

6 Submit a request  for Service information for a non existant granule by 
pointing your browser to 
http://&amp;lt;host&amp;gt;:&amp;lt;port&amp;gt;/SimpleInventoryInterfac
e_&amp;lt;MODE&amp;gt;/service/&amp;lt;Service name&amp;gt;.xml 
where Service name is not a configured service in ESI. 

Verify that an error is returned 
indicating that the specified service 
was not found 

 

7 Submit a request for Granule HDF information for a non existent granule by 
pointing your browser to 
http://&amp;lt;host&amp;gt;:&amp;lt;port&amp;gt;/SimpleInventoryInterfac
e_&amp;lt;MODE&amp;gt;/DataObjects/&amp;lt;granuleId&amp;gt;.xml 
where granuleId is not a valid granule in the inventory. 

Verify that an error is returned 
indicating that the specified granule 
was not found 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
Verify the correctness of each result 
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1169 EMS EXTRACT UTILITY: IF ONLY THE <BEGIN DATE> IS SPECIFIED FOR THE EMS 
DATASET EXTRACTION UTILITY THE SCRIPT WILL OUTPUT DATASET FILES FROM THAT 
SPECIFIC DAY FORWARD TO THE CURRENT DATE MINUS 2 DAYS (ECS-ECSTC-3579) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[EMS Extract Utility: If only the &lt;begin date&gt; is specified for the 

EMS Dataset Extraction Utility the script will output dataset files from that 
specific day forward to the current date minus 2 days]</i> 

 #comment 

2 Verify that the lag time is properly set. Go to the EMS host and view the 
EcDbEMSdataExtractor.CFG configuration file. Verify that the LAG is set to 
-1 

  

3 Run the following EMS extract utility command with or without the –v flag 
(verbose) with dates entered as indicated: 

  

4 EcDbEMSdataExtractor.pl -m &lt;MODE&gt; -e '&lt; end date &gt;'-v   (It's 
no longer valid to pass in end date alone, without begin date.) 

  

5 EcDbEMSdataExtractor.pl -m &lt;MODE&gt; -s '&lt; begin date &gt;' -v   
6 Verify that dataset files are created for that date forward and that there is a 

record of the run process in the EcEMSextractRecord table. 
  

7 DataSets: All   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1170 SCP REQUEST FOR A CONFIGURED DESTINATION (ECS-ECSTC-3580) 

DESCRIPTION: 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 <i>SCP Request for a Configured Destination</i>  #comment 
2 Submit an SCP request for multiple granules using the Spatial Subscription 

GUI, EWOC client, or the acquire utility. 
  

3 Ensure the scp destination is configured in the OMS GUI.   
4 Verify the request shows up on the OMS GUI Distribution Requests Page and 

the information is correct. 
  

5 Verify the “Request Status” column proceeds from Queued to Shipped.   
6 Verify the IsOrderOnly flag is appropriately changed from NULL to B then 

back to NULL for public granules in the order or from H to Y then back to H 
for hidden granules in the order. 

  

7 Verify the appropriate granule files are transferred to the destination.   
8 Verify the Distribution Notice is left in the destination directory and emailed 

to the end user. 
  

 
 
TEST DATA: 
Any current data type 
 
EXPECTED RESULTS: 
 

1171 FTPPULL REQUEST (ECS-ECSTC-3581) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>FtpPull Request</i>  #comment 
2 Submit an FtpPull request for multiple granules, using the Spatial 

Subscription GUI, EWOC client, or the acquire utility. 
  

3 Verify the request shows up on the OMS GUI Distribution Requests Page and 
the information is correct. 

  

4 Verify the “Request Status” column proceeds from Queued to Shipped.   
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# Action Expected Result Notes 
5 Verify the IsOrderOnly flag is appropriately changed from NULL to B then 

back to NULL for public granules in the order or from H to Y then back to H 
for hidden granules in the order. 

  

6 Verify the appropriate granule files are available for download from the ftp 
server and that other request directories are not visible. 

  

7 Verify DN emails are sent to the user specified in the request.   

 
 
TEST DATA: 
Any current data type 
 
EXPECTED RESULTS: 
 

1172 FTPPUSH REQUEST FOR A CONFIGURED DESTINATION (ECS-ECSTC-3582) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>FtpPush Request for a Configured Destination</i>  #comment 
2 Submit an FtpPush request for multiple granules, using the Spatial 

Subscription GUI, EWOC client, or the acquire utility. 
  

3 Ensure the ftp destination is configured in the OMS GUI.   
4 Verify the request shows up on the OMS GUI Distribution Requests Page and 

the information is correct. 
  

5 Verify the “Request Status” column proceeds from Queued to Shipped.   
6 Verify the IsOrderOnly flag is appropriately changed from NULL to B then 

back to NULL for public granules in the order or from H to Y then back to H 
for hidden granules in the order. 

  

7 Verify the appropriate granule files are transferred to the destination.   
8 Verify DN emails are sent to the user specified in the request.   
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TEST DATA: 
Any current data type 
 
EXPECTED RESULTS: 
 

1173 FTPPUSH REQUEST FOR AN UN-CONFIGURED DESTINATION (ECS-ECSTC-3583) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>FtpPush Request for an Un-Configured Destination</i>  #comment 
2 Submit an FtpPush request for multiple granules, using the Spatial 

Subscription GUI, EWOC client, or the acquire utility. 
  

3 Ensure the ftp destination is NOT configured in the OMS GUI.   
4 Verify the request shows up on the OMS GUI Distribution Requests Page and 

the information is correct. 
  

5 Verify the “Request Status” column proceeds from Queued to Shipped.   
6 Verify the IsOrderOnly flag is appropriately changed from NULL to B then 

back to NULL for public granules in the order or from H to Y then back to H 
for hidden granules in the order. 

  

7 Verify the appropriate granule files are transferred to the destination.   
8 Verify DN emails are sent to the user specified in the request.   

 
 
TEST DATA: 
Any current data type 
 
EXPECTED RESULTS: 
 

1174 SUSPEND, RESUME / CANCEL, RETRY (ECS-ECSTC-3584) 

DESCRIPTION: 
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PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Suspend, Resume / Cancel, Retry</i>  #comment 
2 <i>Not supported. HEG processing not ported to Postgres - not tested</i>  #comment 
3 Submit a request for HEG Processing   
4 Submit another request containing Browse data.   
5 <i>Not supported - not tested</i>  #comment 
6 Submit another request containing Bulk Browse data.   
7 Submit another request containing Non-ECS data.   
8 <i>For each submitted request, verify that the order can be&lt;/i&gt;</i>  #comment 
9 Suspended and Resumed   
10 Cancelled Individually and Resubmitted (Individually)   
11 Bulk Cancelled and Bulk Resubmitted   
12 Suspended while in Queued state, resumed and shipped   
13 Suspended while in Staging state, resumed and shipped (for all except Bulk 

Browse) 
  

14 Cancelled and resubmitted   
15 Resubmitted from an Operator Intervention state and shipped without the OM 

server coring 
  

16 Resubmitted after it’s shipped and ensure that it goes the correct route (i.e. 
S4) 

  

17 When resubmitting orders, ensure the sending of email options works   

 
 
TEST DATA: 
Any current data type 
 
EXPECTED RESULTS: 
 

1175 FTP PUSH/SCP DESTINATION MANUAL RETRY SUSPENSION (ECS-ECSTC-3585) 

DESCRIPTION: 
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PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Ftp Push/SCP Destination Manual Retry Suspension</i>  #comment 
2 Use the OMS GUI to set the Max. Operations to 2 for a Push Destination.   
3 Submit multiple Push requests with an invalid password to this Destination.   
4 Verify that at least 2 requests enter Operator Intervention.   
5 Verify that the destination is suspended, and an operator alert is queued.   
6 Verify that the email is sent to the configured address for operator alerts, 

identifying the nature of the alert and the ftp destination. 
  

7 Use the OMS GUI Destination monitor to resume the destination.   
8 Close one of the interventions, and modify the ftp push parameters, so the 

correct password is used. 
  

9 Verify the request is successfully shipped.   
10 Repeat this test, using a destination that is not configured in the OMS GUI.   
11 Repeat this test using SCP media type.  Note: an SCP destination must be 

configured 
  

 
 
TEST DATA: 
Any current data type 
 
EXPECTED RESULTS: 
 

1176 CHECKSUM DURING DATA DISTRIBUTION : CK_7F_01, CRITERION 30 (ECS-ECSTC-3586) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Checksum during Data Distribution : CK_7F_01, Criterion 30</i>  #comment 
2 Configure all media types to checksum files that have not been checksummed 

in the last 1 day. 
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# Action Expected Result Notes 
3 Configure at least one ftp-push and at least one scp destination to disable 

checksum verification. 
  

4 Modify the checksum value of a QA, PH, and DAP granule in the AIM 
Inventory Database. 

  

5 <i>OBE</i>  #comment 
6 Order granules that do not reside in the Data Pool for each media type.   
7 For ftp-push and scp order at least two granules that reside in the Data Pool 

with last checksum times in the past for destinations that are disabled and for 
destinations that are enabled. 

  

8 In addition order three granules from the Archive for each ancillary type (QA, 
PH, DAP), one that has a checksum value, and one that does not, and one that 
has a modified value. 

  

9 Verify that the last checksum time is close to the current time for all granules 
that did not use the disabled push/scp destinations whose values had not been 
modified. 

  

10 Verify that an operator intervention was generated for all files whose 
checksum value was modified. 

  

11 <i>OBE</i>  #comment 
12 Verify that the checksum origin in the DataPool of files coming from the 

Archive match the checksum origin in AIM 
  

13 <i>OBE</i>  #comment 
14 Verify that the checksum values in the DataPool of the files coming from the 

Archive match the checksum value in AIM. 
  

15 Repeat test with a different minimum checksum time and verify that the last 
checksum time is adhered to. 

  

 
 
TEST DATA: 
Any current data type 
 
EXPECTED RESULTS: 
 

1177 OMS GUI CONFIG PARAMETERS (ECS-ECSTC-3587) 

DESCRIPTION: 
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PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Change a configuration parameter in the OMS GUI under OM Configuration 

All 
  

2 Verify that the order of the configuration parameters don't change and that the 
relevant database entry is modified. 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1178 ORDERING NEWLY PUBLISHED REPLACEMENT GRANULES (ECS-ECSTC-3588) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Use  a hidden granule with a versionnumber &gt; 0.   
2 Order the granule - ftp pull   
3 Publish the granule so that the isorderonly moves from Y to B.   
4 Set the omactionqueue row for the clean up action on this request (actiontype 

= 'PL') to have an enqueuetime = now(). 
  

5 Bounce OMS Servers.   
6 Verify there are no links left over in the orderdata directory for this request.   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
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1179 RESUBMIT REQUEST WITH FAILED GRANULE(S) (ECS-ECSTC-3589) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>The final decision is to reset the granule status for the granules that are not 

failed by operator<br />i.e. if the granule's explanationcode in 
OmRequestGranule is not 126, its status should be reset. otherwise,  the 
granule should<br />be skipped.</i> 

 #comment 

2 Single granule request case: start out from a successfully shipped 
request.resubmit it, make sure it resubmit successfully.<br />   <br />   a) Fail 
the granule in the single granule request<br />      <br />   b) Update the 
explanationcode of the failed granule to a value other than 126. Refresh, 
Resubmit the request. 

a) Verify the explanationcode is set to 
126. Try resubmit the request. It 
should fail because the granule should 
be skipped.         b) Verify That 
granule should <br />       not be 
skipped. 

 

3 Multiple granule request case: start out from a successfully submitted 
request.resubmit it, make sure it resubmits successfully.<br />   <br />   a) 
Fail some granules in the Multiple granule request, resubmit the request.<br 
/>   b) Resubmit the request again, update the explanationcode of some of the 
failed granules(not all) to a value other than 126. <br />      Refresh, submit 

a) Verify the explanationcode for 
these granules arae set to 126 and not 
for the rest of the granules in the 
request.<br />And after resubmit the 
request, only those granules that are 
not failed by the operator should 
succeed. b) Verify that the failed 
granules with updated 
explanationcode should also succeed. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1180 PARTITIONING (ECS-ECSTC-3590) 

DESCRIPTION: 
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PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Under media configuration, ensure that the FtpPush configuration for 

ParitionGranuleLimit is set to 1 
  

2 Construct an order of 2 or more granules and submit as an FtpPush request   
3 After the request ships, resubmit the request via the OMS gui and select the 

Partition option 
  

4 Verify that the request is split into separate requests, 1 request per granule in 
the original request. 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1181 REQUEST PRIORITY (ECS-ECSTC-3591) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Ensure Order Manager Server is stopped   
2 Construct 30 requests with a significant number of granules and granule size 

and submit them via the acquire script, each with their priority set to Normal 
  

3 In the OMS gui, change the request priorities to be 6 of each: LOW, 
NORMAL, HIGH, VHIGH, XPRESS 

  

4 Verify the finsihdatetime for each request is sequentially ordered from the 
XPRESS priority request to the Low priority request respectively.  Doesn't 
need to be exact as some of the requests might be processed too fast for 
prioritizing to take place.  Increase the amount of requests and their size if 
results are inconclusive. 
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TEST DATA: 
 
EXPECTED RESULTS: 
 

1182 OMS GUI: REQUEST MANAGEMENT (ECS-ECSTC-3592) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Submit 2 FtpPush requests with each an incorrect password.   
2 Open the OMS gui to the Open Interventions Page and verify there is an entry 

on the list for the newly submitted requests.  It may take a few minutes for the 
requests to process to the point where their status is set to Operator 
Intervention.  Make sure the filter is set up to allow for these requests to be 
displayed. 

  

3 On the Open Interventions Page, bulk submit one of the broken FtpPush 
requests using the check box to submit it and make sure to update the 
FtpPush parameters to the correct values.  This may require entering the 
Request detail page via the Distribution Request page for this request. 

  

4 On the Open Interventions Page, bulk fail one of the broken FtpPush requests 
using the check box to select it for failure. 

  

5 Verify both requests show up on the Completed Interventions page with the 
correct details and that the links therein are not broken. 

  

6 Verify both requests show up on the FtpPush/SCP Request page with the 
correct details and that the links therein are not broken. 

  

7 Ensure there are External Processors configured under OM Configuration -
&gt; External Processing page. 

  

8 Submit a request(any Media Type) so that it will be processed by one of the 
configured External Processors 

  

9 Verify that this request show sup on the Processing Service Request page 
filtering on the External Processor 

  

10 On the Distribution Request Page, select each shipped request submitted thus   
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# Action Expected Result Notes 
far using the check box beside the request and order id links, Bulk resubmit. 

11 Verify each request is resubmitted and ships   
12 On the Distribution Request Page, select each shipped request submitted thus 

far using the check box beside the request and order id links, Bulk resubmit.  
Once submitted, reselect these requests via the check box and Bulk cancel 

  

13 Verify each request is canceled.   
14 Configure a Data Access Service via OM Configuration-&gt;DataAccess 

Processing 
  

15 Submit a request such that it will be processed via the recently configured 
DataAccess Service 

  

16 Verify this request ships and that the relevant processing instructions are 
included. 

  

17 Verify all requests so far show up on the Staging Request page   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1183 OMS STARTUP PERFORMANCE (ECS-ECSTC-3593) 

DESCRIPTION: 
When OMS Starts up it has to load a large number of requests into memory and begin processing them.  In the case of FTP Pull Cleanup actions LaRC was 
experiencing very long wait times (2-3 hour) before OMS would ship it's first request.  This test is to ensure that OMS begins shipping requests within an 
acceptable amount of time after start up.  
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Ensure that the cleanup actions will not expire while setting up this test. From 

OMS GUI Page, click on OM Configuration link   From the Media 
Configuration Page set  Pull Gran Dpl Time (days) [...] = 3 

  

2 Using the OMS scli to submit 100,000 FtpPull order requests.  See the 
load_request.csh script below.<br />   cat load_requests.csh<br />   
#!/bin/csh<br />   set i=0<br />   while ( $i &lt; 100000 )<br />          
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# Action Expected Result Notes 
/usr/ecs/OPS/CUSTOM/utilities/acquire OPS -p 
/home/hdinh/acquire/ops/par_pull -f /home/hdinh/acquire/ops/geoid -t 
hdinh$i<br />    @ i++<br />   end<br />   Note:geoid contains 
SC:MIB2GEOP.002:397655 

3 3) After 100,000 requests have shipped, bring down OMS server.   
4 Using the OMS scli to submit two FtpPull order requests.<br />   

/usr/ecs/OPS/CUSTOM/utilities/acquire OPS -p 
/home/hdinh/acquire/ops/par_pull -f /home/hdinh/acquire/ops/geoid_1 -t 
tag1<br />   /usr/ecs/OPS/CUSTOM/utilities/acquire OPS -p 
/home/hdinh/acquire/ops/par_pull -f /home/hdinh/acquire/ops/geoid_2 -t tag2 

  

5 Check to make sure the two requests in step 4 above are in Queued. <br />  
SELECT DISTINCT omG.Requestid, a.ActionType as 
&quot;ActType&quot;,  OmG.GranType ||':'||  EsdtType ||':'|| 
omG.ECS_GranuleId as &quot;GEOID&quot;,<br />  
a.enqueueTime::varchar(19),  r.creationdate::varchar(19),  
r.finishdatetime::varchar(19),r.requeststatus as &quot;ReqStatus&quot;,<br 
/>  a.CompletionTime::varchar(19)  as &quot;a.CompletionTime&quot;<br 
/>  FROM OmRequestGranule omG<br />       JOIN AmGranule g<br />          
ON omG.ECS_GranuleId = g.GranuleId<br />       JOIN OmRequest r<br />     
ON omG.RequestId = r.RequestId<br />       JOIN OmActionQueue a<br />      
ON r.requestid = a.requestid<br />  WHERE g.granuleid in (398623,398625 ) 
; 

requestid         | ActType |            
GEOID                        |         
enqueuetime         |    creationdate          
|   finishdatetime          | ReqStatus | 
a.CompletionTime&lt;br /&gt;<br /> -
----------------------+-----------+----------
---------------------------------+------------
-----------------------+----------------------
----+--------------------------+-----------
+------------------&lt;br /&gt;<br /> 
0300201544  | V         | 
SC:MOD10C1.005:398623 | 2014-10-
15 13:18:36 | 2014-10-15 13:18:36 | 
2014-10-15 13:18:36 | Queued    
|&lt;br /&gt;<br /> 0300201545  | V       
| SC:MOD10C1.005:398625 | 2014-
10-15 13:18:46 | 2014-10-15 13:18:46 
| 2014-10-15 13:18:46 | Queued    
|&lt;br /&gt;<br /> (2 rows) 

 

6 Using sql command below to check OMS database to make sure 100,000 
requests are shipped and two requests are in Queued.<br />   select 
r.requeststatus , count(*) from OmRequest r, OmActionQueue o<br />   
where r.requestid = o.requestId<br />   and o.completiontime is null<br />   
group by r.requeststatus; 

requeststatus | count&lt;br /&gt;<br />   
------------------------+--------&lt;br 
/&gt;<br />   Shipped               | 
100000&lt;br /&gt;<br />   Queued        
|      2&lt;br /&gt;<br />  (2 rows) 

 

7 Update the OmActionQueue::EnqueueTime so that OMS will have to work 
on the cleanup requests while starting up.<br />   run the sql command below 
to update OmActionQueue:EnqueueTime<br />   update OmActionQueue set 
enqueuetime = now() - '2 day'::interval - '18 hours'::interval<br />   where 

UPDATE 100000  
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# Action Expected Result Notes 
ActionType = 'PL' and completiontime is null<br />   and enqueueTime &gt; 
'10/13/2014'; 

8 Bring up the OMS server.<br />   Note: use linux date command to mark the 
time to bring up the OMS server.<br />   For example.<br />   
f5dpl01v{cmshared}(current_test)97: date 

Wed Oct 15 13:45:30 EDT 2014&lt;br 
/&gt;<br />   write down the 
timestamp to verify later in step 9 
below.&lt;br /&gt; 

 

9 Re-run the query in step 5 above to make sure the Queued requests are 
promoting to ship. 

requestid      | ActType |         GEOID     
|     enqueuetime         |    creationdate     
|   finishdatetime         | ReqStatus | 
a.CompletionTime&lt;br /&gt;<br />  
-----------------+----------+----------------
-----------------+---------------------------
+---------------------------+----------------
-----------+-----------+------------------
&lt;br /&gt;<br />  0300201544  | PL     
| SC:MOD10C1.005:398623 | 2014-
10-18 13:53:22 | 2014-10-15 13:18:36 
| 2014-10-15 13:53:22 | Shipped   
|&lt;br /&gt;<br />  0300201545  | PL     
| SC:MOD10C1.005:398625 | 2014-
10-18 13:53:22 | 2014-10-15 13:18:46 
| 2014-10-15 13:53:22 | Shipped   
|&lt;br /&gt;<br />  (2 rows)&lt;br 
/&gt;<br /><br />  Now the 
OmRequest:finishdatetime is 2014-10-
15 13:53:22 compare with the time 
stamp in step 8 above date Wed Oct 
15 13:45:30 EDT 2014 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
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1184 INGEST XPATH VALIDATION (ECS-ECSTC-3594) 

DESCRIPTION: 
Setup Flag Criteria ID Clause ID Criteria Text Type L4 ID S 140 1 Ingest XPATH Validation Prepare a SMAP granule for ingest, including the associated 
granule level metadata file. FC S-DPL-00120 S 140 2 Ingest the SMAP granule FC S-DPL-00120 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure an ingest provider is configured to ingest SMAP granules:Provider 

Type: Polling with DRPreprocessing Type: SIPSMax Active Data Volume: 
1000.00Max Active Granules: 100Transfer Type: LocalNotification Method: 
Email OnlyE-Mail address: labuser@f4eil01.edn.ecs.nasa.gov 

  

3 Ensure the test collection's data type has been installed.   
4 Ensure the test collection's data type is configured in the DPL Ingest GUI 

&gt; Configuration &gt; Data Types to be public on ingest. 
  

5 Ensure a PostgreSQL client is available:From a command prompt, connect to 
the database:$ /tools/postgres/9.3/bin/psql -U &lt;user&gt; -d ecs -h f4dbl03 -
p xxxxAt the Postgres client prompt, set the search path to access the 
appropriate mode database:&gt; select public.set_search_path('aim', 
'&lt;MODE&gt;'); 

  

6 <i>Setup</i>  #comment 
7 <i>S-1 Prepare a SMAP granule for ingest, including the associated granule 

level metadata file.</i> 
 #comment 

8 Use the provided test granules 
under/sotestdata/DROP_802/SD_82_01/Criteria/140 (The test data could be 
out-of-date, always use the latest test data available.) 

  

9 <i>S-2 Ingest the SMAP granule.</i>  #comment 
10 Copy the granule's PDR file into the test provider's polling location.   
11 Wait for the DPL Ingest GUI to show the granule has completed successfully.   
12 Get the granule's granuleid (adjust interval as needed):select granuleidfrom 

amgranulewhere shortname = &lt;SHORTNAME&gt;and versionid = 
&lt;VERSIONID&gt;and archivetime &gt; now() - interval '5 minutes'; 

  

13 <i>Verification</i>  #comment 
14 <i>V-1 Verify by inspecting the AIM database that the proper metadata 

values from the granule level metadata file were inserted.[Note that this 
 #comment 
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# Action Expected Result Notes 
verifies that the XPath extraction worked correctly.]</i> 

15 Retrieve the ingested test granule details:select *from amgranulewhere 
granuleid = &lt;GRANULEID&gt;; 

  

16 Using the ISO dataset XPath file as a guide, verify the ingested granule 
metadata in the AIM database matches the metadata in the ISO metadata 
XML file. 

The values should match within the 
limits of type conversion. 

 

17 <i>V-2 Verify by inspecting the DataPool and StorNext directories that the 
SMAP science granule and metadata files were ingested into their proper 
locations.</i> 

 #comment 

18 Verify that the ingested ISO/SMAP granule metadata file has been copied to 
the small file archive:diff &lt;SMAP_GRANULE&gt;.xml 
/stornext/smallfiles/&lt;MODE&gt;/metadata/&lt;ESDT&gt;/&lt;YYYY&gt;
.&lt;MM&gt;/&lt;ESDT&gt;.&lt;GRANULEID&gt;.xml 

  

19 Find the granule metadata file's data pool pathname:select 
f.absolutefilesystempath  || c.groupid  || m.onlinemetdirectorypath  || 
m.onlinemetfilenamefrom amgranule gjoin amcollection con g.collectionid = 
c.collectionidjoin ammetadatafile mon g.granuleid = m.granuleidjoin 
dlfilesystems fon c.filesystemlabel = f.filesystemlabelwhere g.granuleid = 
&lt;GRANULEID&gt; 

  

20 Verify that the ingested ISO/SMAP granule metadata file has been copied to 
the data pool:diff &lt;SMAP_GRANULE_XML&gt; 
&lt;DATAPOOL_PATHNAME&gt; 

  

21 Find the granule's data file data pool pathname:select 
f.absolutefilesystempath  || c.groupid  || d.directorypath  || 
d.onlinefilenamefrom amgranule gjoin amcollection con g.collectionid = 
c.collectionidjoin amdatafile don g.granuleid = d.granuleidjoin dlfilesystems 
fon c.filesystemlabel = f.filesystemlabelwhere g.granuleid = 
&lt;GRANULEID&gt; 

  

22 Verify the SMAP granule's data file has been copied to the data pool:diff 
&lt;SMAP_GRANULE_DATA&gt; &lt;DATAPOOL_PATHNAME&gt; 

  

 
 
TEST DATA: 
Crit id Crit ccr no Test Data Description Data Type Requirements Metadata Requirements Volume Requirements Size Requirements Data Location Readiness 
Status 140 SPL1CS0.030 SMAP granule, including the associated granule level metadata file. /sotestdata/DROP_802/SD_82_01/Criteria/140 ISO Dataset 
(granule) XPath file SPL1CS0.030 /sotestdata/DROP_802/SD_82_01/Criteria/010 
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EXPECTED RESULTS: 
Setup Flag Criteria ID Clause ID Criteria Text Type L4 ID V 140 1 Verify by inspecting the AIM database that the proper metadata values from the granule level 
metadata file were inserted. [Note that this verifies that the XPATH extraction worked correctly.] V 140 2 Verify by inspecting the DataPool & StorNext 
directories that the SMAP science granule and metadata files were ingested into their proper locations 
 

1185 INSTALL ISO ESDT (ECS-ECSTC-3595) 

DESCRIPTION: 
Setup Flag Criteria ID Clause ID Criteria Text Type L4 ID S 10 1 Install ISO ESDT Prepare an ESDT descriptor for a new collection with the data model type 
attribute set to a SMAP ISO-19115 Metadata Model setting. Prepare a collection level XPATH file, granule level XPATH file, and an ISO-compliant series 
(collection) level metadata file. FC S-AIM-00100, S-AIM-00160, S-AIM-00170, S-AIM-00180 S 10 2 Copy the prepared files into the source directory 
configured in the ESDT maintenance GUI for ESDT descriptor files. FC S-AIM-00100, S-AIM-00160, S-AIM-00170, S-AIM-00180 S 10 3 Using the ESDT 
Maintenance GUI, install the ESDT. FC S-AIM-00100, S-AIM-00160, S-AIM-00170, S-AIM-00180 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 #Pre-Conditions   
2 Ensure collection C1 is not installed. If it is, use the ESDT maintenance GUI 

to remove it as follows:On the ESDT Maintenance GUI main page, select 
collection C1.Select the 'Delete selected ESDTs' button.After a few seconds, 
the GUI should display a message indicating the ESDT was successfully 
'processed'. 

  

3 Ensure a PostgreSQL prompt is available, with the search path set correctly 
for the mode. E.g.,From a command prompt, connect to the 
database:/tools/postgres/current32/bin/psql -U &lt;USER&gt; -d ecs -h 
f4dbl03At the psql prompt, set the search path:select 
public.set_search_path('aim', '&lt;MODE&gt;'); 

  

4 #Setup   
5 #S-1 Prepare  an ESDT descriptor for a new collection with the data model 

type attribute set to a SMAP ISO-19115 Metadata Model setting.Prepare a 
collection level XPATH file, granule level XPATH file, and an ISO-
compliant series (collection) level metadata file. 

  

6 Use the prepared test data in /ecs/formal/ESDT/Sm   
7 Ensure collection C1's descriptor file has a DataModelType element with 

Value = &quot;ISO-SMAP&quot;. 
  

8 #S-2 Copy the prepared files into the source directory configured in the   
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# Action Expected Result Notes 
ESDT maintenance GUI for ESDT descriptor files. 

9 ssh to the ESDT Maintenance GUI host (e.g., f4dpl01 or f4hel01).   
10 As cmshared, copy collection C1's files from the test data directory to the 

ESDT GUI directory:cp /ecs/formal/ESDT/Sm/*  
/usr/ecs/&lt;MODE&gt;/CUSTOM/data/ESS 

  

11 #S-3 Using the ESDT Maintenance GUI, install the ESDT.   
12 Note the current time as t0.   
13 On the ESDT Maintenance GUI main screen, select the 'Install new 

ESDTs/Update existing ESDTs' button. 
The GUI should display a list of 
collections available for installation 

 

14 Find collection C1 in the list of collections, and enable its check box.   
15 Click on the 'Proceed with installation/update' button. A dialog box should pop up.  
16 Click on the 'Ok' button. After a second or two, the GUI should 

display a page indicating that the 
ESDT has been installed successfully. 

 

17 #Verification   
18 #V-1 Verify by inspecting the AIM database that the collection was correctly 

installed and that the database attribute is set to a SMAP ISO-19115 Metadata 
Model setting. 

  

19 Query the AIM database for collection C1:select *from amcollectionwhere 
shortname = &lt;C1_SHORTNAME&gt;and versionid = 
&lt;C1_VERSIONID&gt; 

  

20 Verify the datamodeltype is 'ISO-SMAP'.   
21 Verify the other values are correct, using the descriptor file and series XPath 

file as guides. 
  

22 #V-2 Verify that the ESDT descriptor file, the two xpath files, and the ISO 
series XML file have been copied to the target directory configured in the 
ESDT maintenance GUI for ESDT descriptor files. 

  

23 Change to the small file archive collection directory:cd 
/stornext/smallfiles/&lt;MODE&gt;/descriptor 

  

24 Verify collection C1's descriptor file, 2 XPath files, and ISO series XML file 
are in the collection directory:ls -l *&lt;C1_ESDT&gt;* 

  

25 Verify each file from previous step has the same contents as the file in the test 
data directory, using diff:diff 
/ecs/formal/ESDT/Sm/*&lt;C1_ESDT&gt;*.desc 
*&lt;C1_ESDT&gt;*.descdiff 
/ecs/formal/ESDT/Sm*&lt;C1_ESDT&gt;*.dataset.xpath 
*&lt;C1_ESDT&gt;*.dataset.xpathdiff 
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# Action Expected Result Notes 
/ecs/formal/ESDT/Sm*&lt;C1_ESDT&gt;*.series.xpath 
*&lt;C1_ESDT&gt;*.series.xpathdiff 
/ecs/formal/ESDT/Sm*&lt;C1_ESDT&gt;*.series.xml 
*&lt;C1_ESDT&gt;*.series.xml 

26 #V-3 Verify by inspection that the XPATH files and the series level metadata 
file were correctly associated with the collection. 

  

27 Verify (from step 16) that all of collection C1's files have timestamps within 
a few seconds of each other and after time t0. 

  

28 Verify collection C1's series-level metadata file can be viewed in the ESDT 
Maintenance GUI. 

  

29 #V-4 Verify by inspection that the MCF file was not generated.   
30 Verify no MCF file was generated for collection C1:ls -l 

/stornext/smallfiles/&lt;MODE&gt;/mcf/*&lt;C1_SHORTNAME&gt;*&lt;C
1_VERSIONID&gt;* 

The file should not exist.  

 
 
TEST DATA: 
Crit id Crit ccr no Test Data Description Data Type Requirements Metadata Requirements Volume Requirements Size Requirements Data Location Readiness 
Status 10 A new SMAP ISO-19115 collection with a collection level XPATH file, granule level XPATH file, and an ISO-compliant series (collection) level 
metadata file. /sotestdata/DROP_802/SD_82_01/Criteria/010 
 
EXPECTED RESULTS: 
Setup Flag Criteria ID Clause ID Crit Text Type L4 ID V 10 1 Verify by inspecting the AIM database that the collection was correctly installed and that the 
database attribute is set to a SMAP ISO-19115 Metadata Model setting. V 10 2 Verify that the ESDT descriptor file, the two xpath files, and the ISO series XML 
file have been copied to the target directory configured in the ESDT maintenance GUI for ESDT descriptor files. V 10 3 Verify by inspection that the XPATH 
files and the series level metadata file were correctly associated with the collection. V 10 4 Verify by inspection that the MCF file was not generated. S-AIM-
00170 
 

1186 ISO INGEST ATTRIBUTE TYPE CONVERSION (ECS-ECSTC-3596) 

DESCRIPTION: 
Setup Flag Criteria ID Clause ID Criteria Text Type L4 ID S 145 1 ISO Ingest Attribute Type Conversion Prepare a SMAP granule for ingest, including the 
associated granule level metadata file. In the metadata file, note the values for all of the attributes that will undergo attribute type conversion during Ingest of the 
granule. [Note that the full list of attributes that will undergo attribute type conversion will be produced by DDR.] FC S-DPL-00130 S 145 2 Ingest the SMAP 
granule FC S-DPL-00130 
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PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 #Pre-Conditions   
2 Ensure an ingest provider is configured to ingest SMAP granules:Provider 

Type: Polling with DRPreprocessing Type: SIPSMax Active Data Volume: 
1000.00Max Active Granules: 100Transfer Type: LocalNotification Method: 
Email OnlyE-Mail address: labuser@f4eil01.edn.ecs.nasa.gov 

  

3 Ensure the test collection's data type has been installed. (The xpath files could 
be out-of-date, always update to the latest available.) 

  

4 Ensure the test collection's data type is configured in the DPL Ingest GUI 
&gt; Configuration &gt; Data Types to be public on ingest. 

  

5 Ensure a PostgreSQL client is available:From a command prompt, connect to 
the database:$ /tools/postgres/current32/bin/psql -U &lt;user&gt; -d ecs -h 
f4dbl03At the Postgres client prompt, set the search path to access the 
appropriate mode database:&gt; select public.set_search_path('aim', 
'&lt;MODE&gt;'); 

  

6 #Setup (The test data could be out-of-date, always use the latest test data 
available.) 

  

7 #S-1 Prepare a SMAP granule for ingest, including the associated granule 
level metadata file.In the metadata file, note the values for all of the attributes 
that will undergo attribute type conversion during Ingest of the granule.[Note 
that the full list of attributes that will undergo attribute type conversion will 
be produced by DDR.] 

  

8 Use the provided test data 
under/sotestdata/DROP_802/SD_82_01/Criteria/145 

  

9 Using the dataset-level XPath file as a guide, note all the granule metadata 
values that will be converted on ingest (as of 2013-04-11; see the dataset-
level XPath for the current list):1) gmd:edition =&gt; VersionID2) 
gml:beginPosition =&gt; RangeBeginningDate3) gml:beginPosition =&gt; 
RangeBeginningTime4) gml:endPosition =&gt; RangeEndingDate5) 
gml:endPosition =&gt; RangeEndingTime 

  

10 #S-2 Ingest the SMAP granule.   
11 Copy the granule's PDR file into the test provider's polling location.   
12 Wait for the DPL Ingest GUI to show the granule has completed successfully.   
13 Get the granule's granuleid (adjust interval as needed):select granuleidfrom 

amgranulewhere shortname = &lt;SHORTNAME&gt;and versionid = 
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# Action Expected Result Notes 
&lt;VERSIONID&gt;and archivetime &gt; now() - interval '5 minutes'; 

14 #Verification   
15 #V-1 For each of the attributes identified in setup step 1, verify by inspecting 

the AIM database that the properly converted metadata values from the 
granule level metadata file were inserted. 

  

16 Retrieve the converted granule metadata values from the  AIM 
database:select VersionID,  RangeBeginningDate,  RangeBeginningTime,  
RangeEndingDate,  RangeEndingTimefrom amgranulewhere granuleid = 
&lt;GRANULEID&gt;; 

  

17 #To use the &quot;/tools/common/test/BE_82_01/bin/xpath&quot; utility to 
extract metadata from granule XML files, start a bash shell as cmshared. 

  

18 1) Verify VersionID is obtained by extracting the digit from the 3rd character 
of the gmd:edition field value.xpath 
'//gmi:MI_Metadata/gmd:identificationInfo/gmd:MD_DataIdentification/gmd
:citation/gmd:CI_Citation[gmd:identifier/gmd:MD_Identifier/gmd:descriptio
n/gco:CharacterString=&quot;The ECS Short 
Name&quot;]/gmd:edition/gco:CharacterString/text()' 
&lt;SMAP_GRANULE_METADATA_XML&gt; | sed 's/^..\(.\).*/\1/' 

  

19 2) Verify RangeBeginningDate is obtained by extracting the portion of the 
gml:beginPosition value that precedes the &quot;T&quot;.xpath 
'//gmi:MI_Metadata/gmd:identificationInfo/gmd:MD_DataIdentification/gmd
:extent/gmd:EX_Extent/gmd:temporalElement/gmd:EX_TemporalExtent/gm
d:extent/gml:TimePeriod/gml:beginPosition/text()' 
&lt;SMAP_GRANULE_METADATA_XML&gt; | sed 's/\([^T]*\)T.*/\1/' 

  

20 3) Verify RangeBeginningTime is obtained by extracting the portion of the 
gml:beginPosition value that follows the &quot;T&quot;.xpath 
'//gmi:MI_Metadata/gmd:identificationInfo/gmd:MD_DataIdentification/gmd
:extent/gmd:EX_Extent/gmd:temporalElement/gmd:EX_TemporalExtent/gm
d:extent/gml:TimePeriod/gml:beginPosition/text()' 
&lt;SMAP_GRANULE_METADATA_XML&gt; | sed 's/^[^T]*T\(.*\)/\1/' 

  

21 4) Verify RangeEndingDate is obtained by extracting the portion of the 
gml:endPosition value that precedes the &quot;T&quot;.xpath 
'//gmi:MI_Metadata/gmd:identificationInfo/gmd:MD_DataIdentification/gmd
:extent/gmd:EX_Extent/gmd:temporalElement/gmd:EX_TemporalExtent/gm
d:extent/gml:TimePeriod/gml:endPosition/text()' 
SMAP_L1C_S0_HIRES_00016_A_20150530T160100_D03999_001.h5.iso.
xml | sed 's/\([^T]*\)T.*/\1/' 

  

22 5) Verify RangeEndingTime is obtained by extracting the portion of the   
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# Action Expected Result Notes 
gml:endPosition value that follows the &quot;T&quot;.xpath 
'//gmi:MI_Metadata/gmd:identificationInfo/gmd:MD_DataIdentification/gmd
:extent/gmd:EX_Extent/gmd:temporalElement/gmd:EX_TemporalExtent/gm
d:extent/gml:TimePeriod/gml:endPosition/text()' 
SMAP_L1C_S0_HIRES_00016_A_20150530T160100_D03999_001.h5.iso.
xml | sed 's/^[^T]*T\(.*\)/\1/' 

 
 
TEST DATA: 
Crit id Crit ccr no Test Data Description Data Type Requirements Metadata Requirements Volume Requirements Size Requirements Data Location Readiness 
Status 145 SPL1CS0.030 A SMAP granule, including the associated granule level metadata file, with values representing all the types that require conversion 
during ingest. /sotestdata/DROP_802/SD_82_01/Criteria/145 ISO series and dataset level XPath files /sotestdata/DROP_802/SD_82_01/Criteria/010 
 
EXPECTED RESULTS: 
Setup Flag Criteria ID Clause ID Criteria Text Type L4 ID V 145 1 For each of the attributes identified in setup step 1, verify by inspecting the AIM database 
that the properly converted metadata values from the granule level metadata file were inserted. 
 

1187 ODL METADATA FILES FOR ECS DISTRIBUTION (ECS-ECSTC-3597) 

DESCRIPTION: 
Setup Flag Criteria ID Clause ID Criteria Text Type L4 ID S 150 1 ODL metadata files for ECS Distribution Order a granule for a collection whose metadata 
model type is ECS, specifying a PULL distribution. Ensure that the user’s email address is configured to be a .met-file recipient. FC S-OMS-00100 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 #Pre-Conditions   
2 Ensure an ingest provider is configured to ingest ECS granules:Provider 

Type: Polling with DRPreprocessing Type: SIPSMax Active Data Volume: 
1000.00Max Active Granules: 100Transfer Type: LocalNotification Method: 
Email OnlyE-Mail address: labuser@f5eil01v.edn.ecs.nasa.gov 

  

3 Ensure the test collection's data type has been installed.   
4 Ensure the test collection's data type is configured in the DPL Ingest GUI 

&gt; Configuration &gt; Data Types to be public on ingest. 
  

5 Ensure a PostgreSQL client is available:From a command prompt, connect to   
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# Action Expected Result Notes 
the database:$ /tools/postgres/current32/bin/psql -U &lt;user&gt; -d ecs -h 
f4dbl03At the Postgres client prompt, set the search path to access the 
appropriate mode database:&gt; select public.set_search_path('aim', 
'&lt;MODE&gt;'); 

6 #Ensure an ECS granule is available to order.   
7 Copy the test granule's PDR file into the test provider's polling location.   
8 Wait for the DPL Ingest GUI to show the granule has completed successfully.   
9 Get the granule's granuleid (adjust interval as needed):select granuleidfrom 

amgranulewhere shortname = &lt;SHORTNAME&gt;and versionid = 
&lt;VERSIONID&gt;and archivetime &gt; now() - interval '5 minutes'; 

  

10 Determine the following parameters:&lt;OM Host&gt; - the host on which 
the Order Manager is executing&lt;acquire Host&gt; - the host on which the 
acquire script is executed 

  

11 #Setup   
12 #S-1 Order a granule for a collection whose metadata model type is ECS, 

specifying a PULL distribution.Ensure that the user’s email address is 
configured to be a .met-file recipient. 

  

13 Configure the OMS to offer packaging options for HTTP Pull.Using a 
cmshared command prompt on &lt;OM Host&gt;, move the OrderManager 
configuration file to a new name, then make a copy:&gt; cd 
/usr/ecs/&lt;MODE&gt;/CUSTOM/cfg&gt; mv EcOmOrderManager.cfg 
EcOmOrderManager.cfg.SD8201C150&gt; cp 
EcOmOrderManager.cfg.SD8201C150 EcOmOrderManager.cfg&gt; vi 
EcOmOrderManager.cfgSet the following configuration 
values:DownloadType = HTTPFTP_PULL_OPTIONS = GZIP UNIX TAR 
ZIP 

  

14 On the OM GUI main page, expand the 'OM Configuration' menu option list 
and select 'Media'. 

  

15 If the 'Pull Gran Dpl Time (days) is not set to 1, make a note of its 
currentvalue, then set it to 1 and click the 'Apply' button at the bottom of the 
page 

  

16 On the OM GUI, expand the 'OM Configuration' menu option list and select 
Odl Metadata Users 

  

17 If labuser@f4eil01.edn.ecs.nasa.gov is not present in list, enter 
labuser@f4eil01.edn.ecs.nasa.gov in the text box and click the 'Add New 
User' button at the bottom of the page 

  

18 Configure an OMSCLI acquire script parameter file:ECSUSERPROFILE =   
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# Action Expected Result Notes 
ECSGuestPRIORITY = NORMALDDISTMEDIATYPE = 
FtpPullDDISTMEDIAFMT = FILEFORMATUSERSTRING  = 
smap_testDDISTNOTIFYTYPE = MAILNOTIFY = 
labuser@f5eil01v.edn.ecs.nasa.gov 

19 Configure an OMSCLI acquire script geoid 
file:SC:&lt;SHORTNAME&gt;.&lt;VERSIONID&gt;:&lt;GRANULEID&gt
; 

  

20 <i>The &amp;lt;random tag&amp;gt; argument is not optional and must be 
unique for each run of the acquire script.  It can be any string of 
characters.</i> 

 #comment 

21 Using a cmshared command prompt on &lt;acquire Host&gt;, run the acquire 
script&gt; cd /usr/ecs/&lt;MODE&gt;/CUSTOM/utilities&gt; ./acquire 
&lt;MODE&gt; -p &lt;path to parameter file&gt; -f &lt;path to geoidfile&gt; 
-t &lt;random tag&gt; 

  

22 #Verification   
23 #V-1 When the DN is received, ensure that the metadata file for the granule is 

in ODL format. 
  

24 Determine the FTPDIR from the DN.&gt; ssh f4eil01&gt; vi 
/var/spool/mail/labuser 

  

25 Navigate to the FTPDIR and verify metadata file is in ODL format&gt; cd 
/datapool/&lt;MODE&gt;/user/&lt;FTPDIR&gt;&gt; vi &lt;metadata file&gt; 

  

26 #Cleanup   
27 Using a cmshared command prompt on &lt;OM Host&gt;, replace the altered 

OrderManager configuration file with the original:&gt; cd 
/usr/ecs/&lt;MODE&gt;/CUSTOM/cfg&gt; mv 
EcOmOrderManager.cfg.SD8201C150 EcOmOrderManager.cfg 

  

28    

 
 
TEST DATA: 
Crit id Crit ccr no Test Data Description Data Type Requirements Metadata Requirements Volume Requirements Size Requirements Data Location Readiness 
Status 150 An ECS granule. /sotestdata/DROP_802/SD_82_01/Criteria/150 
 
EXPECTED RESULTS: 
Setup Flag Criteria ID Clause ID Criteria Text Type L4 ID V 150 1 When the DN is received, ensure that the metadata file for the granule is in ODL format. 
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1188 XML METADATA FILES FOR ISO DISTRIBUTION (ECS-ECSTC-3598) 

DESCRIPTION: 
Setup Flag Criteria ID Clause ID Criteria Text Type L4 ID S 160 1 XML metadata files for ISO Distribution Order a granule for a collection whose metadata 
model type is ISO, specifying a PULL distribution. Ensure that the user’s email address is configured to be a .met-file recipient. FC S-OMS-00100 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 #Pre-Conditions   
2 <i>The granule must be available before it can be ordered.</i>  #comment 
3 Determine the following parameters:&lt;OM Host&gt; - the host on which 

the Order Manager is executing 
  

4 #Setup   
5 #S-1 Order a granule for a collection whose metadata model type is ISO, 

specifying a PULL distribution.Ensure that the user’s email address is 
configured to be a .met-file recipient. 

  

6 <i>I usually move the config file to a new name, then copy it back to its 
original name. That preserves the permissions on the original and makes 
cmshared the owner of the originally-named copy.&lt;br /&gt;&lt;br 
/&gt;Remember to include a restore step at the end.</i> 

 #comment 

7 Configure the OMS to offer packaging options for HTTP Pull.Using a 
cmshared command prompt on &lt;OM Host&gt;, edit the OrderManager 
configuration file after first making a copy:&gt; cd 
/usr/ecs/&lt;MODE&gt;/CUSTOM/cfg&gt; cp EcOmOrderManager.cfg 
EcOmOrderManager.cfg.&lt;ddmmYYYY&gt;&gt; vi 
EcOmOrderManager.cfgSet the following configuration 
values:DownloadType = HTTPFTP_PULL_OPTIONS = GZIP UNIX TAR 
ZIP 

  

8 On the OM GUI main page, expand the 'OM Configuration' menu option list 
and select 'Media'. 

This should display a list of media 
configuration options. 

 

9 If the 'Pull Gran Dpl Time (days) is not set to 1, make a note of its 
currentvalue, then set it to 1 and click the 'Apply' button at the bottom of the 
page 

  

10 On the OM GUI, expand the 'OM Configuration' menu option list and select 
Odl Metadata Users 

  

11 If labuser@f4eil01.edn.ecs.nasa.gov is not present in list, enter   
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# Action Expected Result Notes 
labuser@f4eil01.edn.ecs.nasa.gov in the text box and click the 'Add New 
User' button at the bottom of the page 

12 Configure an OMSCLI acquire script parameter file:ECSUSERPROFILE = 
ECSGuestPRIORITY = NORMALDDISTMEDIATYPE = 
FtpPullDDISTMEDIAFMT = FILEFORMATUSERSTRING  = 
smap_testDDISTNOTIFYTYPE = MAILNOTIFY = 
labuser@f5eil01v.edn.ecs.nasa.gov 

  

13 Configure an OMSCLI acquire script geoid 
file:SC:&lt;SHORTNAME&gt;.&lt;VERSIONID&gt;:&lt;GRANULEID&gt
; 

  

14 <i>The &amp;lt;random tag&amp;gt; argument is not optional and must be 
unique for each run of the acquire script. It can be any string of 
characters.</i> 

 #comment 

15 Using a cmshared command prompt on &lt;acquire Host&gt;, run the acquire 
script&gt; cd /usr/ecs/&lt;MODE&gt;/CUSTOM/utilities&gt; ./acquire 
&lt;MODE&gt; -p &lt;path to parameter file&gt; -f &lt;path to geoidfile&gt; 
-t &lt;random tag&gt; 

  

16 #Verification   
17 #V-1 When the DN is received, ensure that the metadata file for the granule is 

in XML format. 
  

18 Determine the FTPDIR from the DN.&gt; ssh f5eil01v&gt; vi 
/var/spool/mail/labuser 

  

19 Navigate to the FTPDIR and verify metadata file is in XML format&gt; cd 
/datapool/&lt;MODE&gt;/user/&lt;FTPDIR&gt;&gt; vi &lt;metadata file&gt; 

  

 
 
TEST DATA: 
Crit id Crit ccr no Test Data Description Data Type Requirements Metadata Requirements Volume Requirements Size Requirements Data Location Readiness 
Status 160 An ISO granule. /sotestdata/DROP_802/SD_82_01/Criteria/160 
 
EXPECTED RESULTS: 
Setup Flag Criteria ID Clause ID Criteria Text Type L4 ID V 160 1 When the DN is received, ensure that the metadata file for the granule is in XML format. 
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1189 QA UPDATE FAILURE VERIFICATION (ECS-ECSTC-3599) 

DESCRIPTION: 
Setup Flag Criteria ID Clause ID Criteria Text Type L4 ID S 170 1 QA Update Failure Verification Using the QA Update Utility, perform a QA Update 
operation on a granule for a collection whose metadata model type is ISO. EC S-AIM-00190 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 #Pre-Conditions   
2 #Ensure the test SMAP granule has been ingested into the public data pool. 

(Always use the latest ESDT and test data) 
  

3 Ensure an ingest provider is configured to ingest SMAP granules:Provider 
Type: Polling with DRPreprocessing Type: SIPSMax Active Data Volume: 
1000.00Max Active Granules: 100Transfer Type: LocalNotification Method: 
Email OnlyE-Mail address: labuser@f4eil01.edn.ecs.nasa.gov 

  

4 Ensure the test collection's data type has been installed.   
5 Ensure the test collection's data type is configured in the DPL Ingest GUI 

&gt; Configuration &gt; Data Types to be public on ingest. 
  

6 Copy the test granule's PDR file 
from/sotestdata/DROP_802/SD_82_01/Criteria/170to the test provider's 
polling directory. 

  

7 Wait for the DPL Ingest GUI to show the granule has completed successfully.   
8 Get the granule's granuleid (adjust interval as needed):select granuleidfrom 

amgranulewhere shortname = &lt;SHORTNAME&gt;and versionid = 
&lt;VERSIONID&gt;and archivetime &gt; now() - interval '5 minutes'; 

  

9 Ensure a PostgreSQL client is available:From a command prompt, connect to 
the database:$ /tools/postgres/current32/bin/psql -U &lt;user&gt; -d ecs -h 
f4dbl03At the Postgres client prompt, set the search path to access the 
appropriate mode database:&gt; select public.set_search_path('aim', 
'&lt;MODE&gt;'); 

  

10 Find the granule's metadata XML file in the small file archive 
(&lt;METADATA_ARCHIVE_PATHNAME&gt;):select x.path || '/' || 
m.archivemetfilenamefrom amgranule gjoin ammetadatafile mon g.granuleid 
= m.granuleidjoin dsmdxmlpath xon m.archivepathid = x.archivepathidwhere 
g.granuleid = &lt;GRANULEID&gt; 

  

11 Make a local copy of the granule's metadata file to compare against   



 

3220 
 

# Action Expected Result Notes 
later:mkdir -p /tools/common/test/SD_82_01/criteria/170cd !$cp -p 
&lt;METADATA_ARCHIVE_PATHNAME&gt; . 

12 #Setup   
13 #S-1 Using the QA Update Utility, perform a QA Update operation on a 

granule for a collection whose metadata model type is ISO. 
  

14 Move the QAUU properties file to a new name, and make a working copy:cd 
/usr/ecs/&lt;MODE&gt;/CUSTOM/cfgmv 
EcDsAmQaUpdateUtility.properties 
EcDsAmQaUpdateUtility.properties.SD_82_01_C170cp 
EcDsAmQaUpdateUtility.properties.SD_82_01_C170 
EcDsAmQaUpdateUtility.properties 

  

15 Append lines to the QAUU properties file to allow a new site to run 
QAUU:SD8201C170_EMAIL_FROM_ADDRESSES=labuser@edn.ecs.nasa
.govSD8201C170_EMAIL_REPLY_ADDRESS=labuser@edn.ecs.nasa.gov
SD8201C170_NOTIFICATION_ON_SUCCESS=N 

  

16 Add a row to the dsqamutesdtsite table:insert into dsqamutesdtsite 
values(&lt;SHORTNAME&gt;, 'SD8201C170'); 

  

17 #Create a QAUU request file to update the test granule.   
18 Name the file according to following 

pattern:&lt;MODE&gt;_&lt;Site&gt;_QAUPDATE&lt;description&gt;.&lt;
YY&gt;&lt;MM&gt;&lt;DD&gt;&lt;hh&gt;&lt;mm&gt;&lt;ss&gt;E.g., 
DEV08_SD8201C170_QAUPDATE_SD_82_01_C170.130411144600 

  

19 Ensure the file contents are as follows, with &lt;TAB&gt; replaced by an 
actual TAB character:From SITEbegin QAMetadataUpdate Science 
GranuleURSHORTNAME&lt;TAB&gt;VERSIONID&lt;TAB&gt;GRANU
LEUR&lt;TAB&gt;PARAMETER_NAME&lt;TAB&gt;SCENCE_FLAG&l
t;TAB&gt;COMMENTend QAMetadataUpdateFor example, using granule 
SC:SPL1CS0.003:123456,From SD8201C170begin QAMetadataUpdate 
Science 
GranuleURSPL1CS0&lt;TAB&gt;3&lt;TAB&gt;SC:SPL1CS0.003:123456&
lt;TAB&gt;Surface Soil Moisture&lt;TAB&gt;Passed&lt;TAB&gt;Updated 
for SD_82_01 C170end QAMetadataUpdate 

  

20 Copy the request file into the QAUU request file directory (the value of 
QA_REQUEST_DIR in 
EcDsAmQaUpdateUtility.properties):/usr/ecs/&lt;MODE&gt;/CUSTOM/dat
a/DSS/QAUU/QAUURequest 

  

21 Run QAUU (if the request file is the only one in the request directory, the 
filename may be omitted):cd 
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# Action Expected Result Notes 
/usr/ecs/&lt;MODE&gt;/CUSTOM/utilities./EcDsAmQAUUStart 
&lt;MODE&gt; -file &lt;REQUEST_FILENAME&gt; -noprompt 

22 #Verification   
23 #V-1 Verify that the QA update utility displays an appropriate message 

indicating failure. 
  

24 <i>The QAUU 609 implies that the message will only appear in the 
log:&lt;br /&gt;&lt;br /&gt;609-EED-001, Rev 01&lt;br /&gt;4.8.9.3.4 
Outputs&lt;br /&gt;Output of update events and errors will be always 
appended to a single log file. If specified as an option, a confirmation prompt 
will be displayed to the screen.</i> 

 #comment 

25 Verify EcDsAmQauu.ops0.log reports that the update request failed.   
26 #V-2 Verify that the XML metadata file for the granule was not modified by 

the operation. 
  

27 Verify the timestamp on the granule's metadata file in the small file archive 
has not changed:ls -l 
/tools/common/test/SD_82_01/criteria/170/&lt;METADATA_FILE&gt;ls -l 
&lt;METADATA_ARCHIVE_PATHNAME&gt; 

  

28 Verify the granule's metadata contents have not changed:cd 
/tools/common/test/SD_82_01/criteria/170diff &lt;METADATA_FILE&gt; 
&lt;METADATA_ARCHIVE_PATHNAME&gt; 

  

29 #Cleanup   
30 Replace the altered properties file with the original:mv 

EcDsAmQaUpdateUtility.properties.SD_82_01_C170 
EcDsAmQaUpdateUtility.properties 

  

31 Remove the row added to the ESDT site table:delete from 
dsqamutesdtsitewhere site = 'SD8201C170'; 

  

 
 
TEST DATA: 
Crit id Crit ccr no Test Data Description Data Type Requirements Metadata Requirements Volume Requirements Size Requirements Data Location Readiness 
Status 170 An ISO granule. /sotestdata/DROP_802/SD_82_01/Criteria/170 
 
EXPECTED RESULTS: 
Setup Flag Criteria ID Clause ID Criteria Text Type L4 ID V 170 1 Verify that the QA update utility displays an appropriate message indicating failure. V 170 2 
Verify that the XML metadata file for the granule was not modified by the operation. 
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1190 UNQUALIFIED SUBSCRIPTION WITH EMAIL (ECS-ECSTC-3600) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Unqualified Subscription with Email]</i>  #comment 
2 <i>Jon Pals said the &amp;quot;ECS systems no longer archive MOD03 

data.  So, the SSS regression test needs to be modified to use data that ECS 
systems do have.  Why don't you substitute a MOD10A1.005 granule for the 
MOD03 granule?&amp;quot;</i> 

 #comment 

3 Ingest a MOD03 granule.   
4 Verify that the subscription notification email is sent to the correct address 

for MOD03. 
  

 
 
TEST DATA: 
current version of MOD03 
 
EXPECTED RESULTS: 
 

1191 UNQUALIFIED SUBSCRIPTION WITH EMAIL/FTPPULL (ECS-ECSTC-3601) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>[Unqualified Subscription with Email/FtpPull]</i>  #comment 
2 <i>Jon Pals said &amp;quot;  we don't have any AST08 granules.  They are 

created upon demand now. &amp;quot; That TAST08 ESDT is an old test 
ESDT.  We don't use it any more as far as I know.  (11:40:19 AM) Mr. Jon: 
Yes, you could use an AST_L1B granule instead.  Yes, the regression test 
needs to be updated.</i> 

 #comment 
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# Action Expected Result Notes 
3 Ingest a MIL2ASAE granule and a AST08 granule.   
4 Verify that the subscription notification was sent to the correct address for 

each granule. 
  

5 Using the Order Manager GUI and the Pulldir listing, verify that the granules 
were correctly distributed using FtpPull. 

  

 
 
TEST DATA: 
current versions of MIL2ASAE and AST08 
 
EXPECTED RESULTS: 
 

1192 VALIDATE SSS GUI (ECS-ECSTC-3602) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Enter upto 50 characters in the userid text box when creating a new 

subscription 
  

2 Verify that the GUI allows entry of 50 characters and a new subscription can 
be created successfully 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1193 DELETING A FAILED SUBSCRIPTION IN SSS GUI (ECS-ECSTC-3603) 

DESCRIPTION: 
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PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Create a regular SSS insert subscription   
2 Shutdown the Spatial Drivers: EcNbActionDriver , 

EcNbDeleteRequestDriver , EcNbRecoverDriver , 
EcNbSubscribedEventDriver 

  

3 Ingest a granule to trigger the subscription event   
4 Cause the subscription to fail : update EcNbActionQueue set deleterequest = 

'Y'; 
  

5 Check the GUI to make sure the failed subscription is displayed on the List 
Failed Actions tab 

  

6 Use the SSS gui to remove the failed subscription   
7 Verify that there are no errors displayed on the GUI and verify there are no 

errors in the GUI log file 
  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1194 PGCOPY (ECS-ECSTC-3604) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Create a wrapper script using your favorite shell which will call pgcopy.   
2 Configure the wrapper script to invoke an error by selecting data from a non-

existent database table. 
  

3 Run wrapper script.   
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TEST DATA: 
 
EXPECTED RESULTS: 
 

1195 DATA POOL MAINTENANCE GUI - CHECK BATCH INSERT STATUS (ECS-ECSTC-3605) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>comment</i>  #comment 
2 [Data Pool Maintenance GUI – Check Batch Insert Status]   
3 Use the Data Pool Maintenance GUI to check the status of the batch insert 

(by Publish Utility) using the Batch Summary tab and also using the List 
Insert Queue tab (filter by batch label). 

  

4 Verify that the GUI correctly reports the status in the DlInsertActionQueue.   

 
 
TEST DATA: 
Any current data type 
 
EXPECTED RESULTS: 
 

1196 PUBLISH UTILITY, DP_7F_01, CRITERION 500 (ECS-ECSTC-3606) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>comment</i>  #comment 
2 [Publish Utility, DP_7F_01, Criterion 500]   
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# Action Expected Result Notes 
3 Use Publish Utility to insert at least two granules for each of the following 

conditions; all granules shall be on tapes that are currently resident in the tape 
silo unless explicitly noted otherwise:    a. granule is not in the AIM 
inventory.    b. granule is flagged deleted from archive in the AIM inventory 
(DeleteFromArchive set to ‘Y’).    c. granule is hidden in the AIM inventory 
(DeleteFromArchive set to ‘H’)    d. granule is flagged as logically deleted in 
the AIM inventory (deleteEffectiveDate is not NULL).    e. granule is not 
flagged as logically deleted, deleted from archive, or hidden in the AIM 
inventory and belongs to a collection configured for publishing during ingest.   
f. granule is not flagged as logically deleted, deleted from archive, or hidden 
in the AIM inventory and does not belong to a collection configured for 
publishing during ingest.    g. granule is not flagged as logically deleted, 
deleted from archive, or hidden in the AIM inventory, belongs to a collection 
configured for granule replacement and publishing during ingest, and will 
trigger the granule replacement logic but is not eligible to replace the existing 
public granule.    h. granule is not flagged as logically deleted, deleted from 
archive, or hidden in the AIM inventory, belongs to a collection configured 
for granule replacement and publishing during ingest, and will trigger the 
granule replacement logic and is eligible to replace the existing public 
granule.    j. granule belongs to a collection that resides on a file system that 
is currently flagged as unavailable.(This is obsolete because all the ECS 
granules are in hidden DPL since 8.1)    l. granule is flagged as golden in the 
AIM inventory (DeleteFromArchive set to ‘G’) and belongs to a collection 
configured for granule publication during ingest.    n. hidden browse granule 
is flagged as logically deleted in the AIM inventory (deleteEffectiveDate is 
not NULL)    o. hidden browse granule is not flagged as logically deleted 

  

4 Verify that the Data Pool Publish Utility rejects the granules referenced in a, 
b,c,d, f 

  

5 Verify that the Data Pool Publish Utility logs the rejected granules with the 
reason for the rejection. 

  

6 Verify that the Data Pool Publish Utility queued insert actions with the Data 
Pool Insert Service for the granules referenced in e, g, h, l, n,o 

  

7 Verify that the granules referenced in e, h, l, o were inserted into the public 
Data Pool. 

  

8 Verify that the granules referenced in g, n remain in the hidden Data Pool.   
9 Verify that the Data Pool database contains the correct status detail for each 

of the insert actions. 
  

10 Make the Data Pool file system available into which the granule referenced in   
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# Action Expected Result Notes 
j needs to be inserted, and verify that the insert of the granule into the Data 
Pool completes successfully. 

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

1197 DATAPOOL MAINTENANCE GUI -  QUALITYSUMMARY URL SHOULD ALLOW SECURE 
URL (ECS-ECSTC-3607) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 DataPool Maintenance GUI - update the QualitySummary URL field using 

secure URL 
  

2 Using the DPL Maintenance GUI to update a collection's QualitySummary 
URL field 

  

3 Verify that a secure URL starting with https:// is allowed.   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1198 INVENTORY VALIDATION(ORPHAN, PHANTOM AND LINK CHECKING) 
(CLEANUPFILESONDISK(2)) (NCR 8051022, 8052031, 8052056) (ECS-ECSTC-3608) 

DESCRIPTION: 
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PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 NCR8051022:                                                                                                        

Identify the following granules:<br />    a. public SC g1(isorderonly is null), 
with a file missing on disk (remove the file)<br />    b. hidden SC 
g2(isorderonly = 'H'), with a file missing on disk.<br />    c. public on order 
SC g3(isorderonly = 'B'), with a public file missing on disk<br />    d. public 
browse b1(isorderonly is null), with a file missing on disk<br />    e. hidden 
browse b2(isorderonly = 'H'), with a file missing on disk<br />    f. public SC 
g4(isorderonly is null), with a hidden browse b3(unpublish the browse if 
necessary).<br /><br />    g. public on order SC g5(isorderonly = 'B'), with a 
hidden orderlink missing on disk 

  

2 Run the cleanupFilesOnDisk with a new -rmTran option.<br />    a. This will 
sleep 30 seconds after all the collections are processed and query the database 
one last time to see if the phantom granules identified have changed the 
state.<br />        if so, don't report. If not, continue to step b.<br />    b. get all 
the associated public browse links from db one more time, if the new files 
returned are in the identified phantom browselinks at the end of step a, or the 
new<br />        files don't exit on disk, then they will be the phantom browse 
links that will be reported.<br />    c. Any transient phantoms not reported 
will be logged with the keyward &quot;Transient phantom removed&quot;. 

  

3 When you see &quot;Sleeping 30 seconds to eliminate transient phantoms 
before querying database one last time prior to reporting&quot; on the screen 
at step 2<br />    a. Finish running the following within the 30 second 
window:<br />        update AmGranule set isorderonly = 'H' where granuleid 
= ;<br />        update AmGranule set isorderonly = null where granuleid = 
;<br />        update AmGranule set isorderonly = null where granuleid = ;<br 
/>        update AmBrowse set isorderonly = 'H' where browseid = ;<br />        
update AmBrowse set isorderonly = null where browseid = ;<br />        
update AmBrowse set isorderonly = null where browseid = ;<br /><br />        
This will change all the granule's states in step 1, except for step g,  to 
simulate the transient situation. 

  

4 Verify that the g1,g2, g3,g4, b1,b2 are all logged as transient phantoms and 
not reported in the output files. 

  

5 Verify that the g1,g2, g3,g4, b1,b2 are all logged as transient phantoms and 
not reported in the output files. 

  

6 NCR8052031:                                                                                                          
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# Action Expected Result Notes 
run Mkcfg for ESIR and RQS and make sure the STITCH_DIRECTORY and 
DEFAULT_OUTPUT_DIR paths are equal to //stitch and //glas respectively. 
They should not include the &quot;temp&quot; dir in the path. 

7 NCR8052056:                                                                                                        
Run the EcDlCleanupFilesOnDisk.pl utility with the -fix option. 

  

8 Verify in the EcDlCleanupFilesOnDisk.log that there exists a line: Executing 
: find /datapool//user/pub/ -maxdepth 1 -name 
&quot;DPRecentInserts_*&quot; -type f -ctime +7 -delete -printf &quot;%p 
%s\n&quot;<br />   If the line is missing, verify that the directory 
/datapoo//user/pub/ directory doesn't exist in the box. 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1199 INSTALL ESDTS WITH A VARIETY OF SPATIAL SEARCH TYPES (ECS-ECSTC-3609) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1   comment 
2 [Install ESDTs with a variety of spatial search types]   
3 Verify that the descriptor ODL files for the ESDT being installed are moved 

from the installation source directory into the configured descriptor directory. 
  

4 Prepare descriptor files for several (at least 5) ESDTs covering a variety of 
ESDT types described below, such that the descriptors conform to the ECS 
data model and the XML schema validation rules, guaranteeing successful 
ESDT installation.  Examples of such can be found in 
/sotestdata/DROP_721/DS_7E_01/Criteria/2030, and are listed as follows:    
1. ESDT descriptor with a spatial search attribute of Rectangle        
MOD09CMG.005        MYD09CMG.005    2. ESDT descriptor with a spatial 
search attribute of GPolygon        MOD14.005        MYD14.005    3. ESDT 
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# Action Expected Result Notes 
descriptor with a spatial search attribute of NotSupported        
AEPOE7W.001        PM1GBAD1.001    4. ESDT descriptor with a spatial 
search attribute of Orbit        AE_Land.002        AE_Rain.002    5. ESDT 
descriptor with a spatial search attribute of Point        g3bssp.007        
g3bt.007 

5 Ensure collections are not already installed.   
6 Copy the descriptor files to the source directory (specified in the GUI).   
7 Verify that the descriptors are listed in the GUI.   
8 From the ESDT Maintenance GUI, select the ESDTs in the source directory 

and initiate installation. 
  

9 Upon completion of the ESDT installation, verify that the GUI displays a 
message indicating number of ESDTs successfully installed. 

  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

1200 UPDATE MULTIPLE ESDTS, SUCCESS CASE (ECS-ECSTC-3610) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1   comment 
2 Preconditions  comment 
3 Modify the ESDT descriptor ODL files for several (at least 6) previously 

installed ESDTs, such that the modifications include the following variety of 
ESDT updates:    1. removing one or more existing collection level attributes 
that are not restricted    2. removing DLLName parameter from the Collection 
metadata group    3. changing the ShortName in the CollectionAssociation 
group    4. changing a mandatory inventory attribute to optional    5 adding 
one or more optional inventory metadata attributes    6. adding one or more 

 comment 
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# Action Expected Result Notes 
new qualifiers on existing events 

4 Use descriptors in 
/sotestdata/DROP_721/DS_7E_01/Criteria/2060/Replacement as the initial 
descriptors.Use only GLA01.013 ... GLA06.013; do not use GLA07.013. 

 comment 

5 Use descriptors in /sotestdata/DROP_721/DS_7E_01/Criteria/2120 as the 
replacement descriptors. 

  

6 Compare each replacement descriptor with its initial counterpart, and note the 
differences. 

  

7 Ensure none of the test collections are installed, according to the ESDT 
Maintenance GUI. 

  

8 Note the values associated with the following names in 
EcDsAmESDTMaint.properties:descriptor.target.dirdescriptor.source.dirmcf.
target.dirE.g.,descriptor.target.dir=/stornext/smallfiles/OPS/descriptordescript
or.source.dir=/usr/ecs/OPS/CUSTOM/data/ESSmcf.target.dir=/stornext/small
files/OPS/mcf 

  

9 Install the initial test collections:Copy the descriptor files to the the ESDT 
Maintenance GUI host in ${descriptor.source.dir}.Log in to the ESDT 
Maintenance GUI.Click the &quot;Install New ESDTs/Update Existing 
ESDTs&quot; button.Select all the test descriptors.Click the &quot;Proceed 
with installation/update&quot; button.Ensure that all descriptors install 
successfully.Ensure the descriptor files are removed from the source 
directory. 

 comment 

10 Setup: Testing ESDT Updates   
11 Copy the descriptor files to the the ESDT Maintenance GUI host in 

${descriptor.source.dir}. 
  

12 Log in to the ESDT Maintenance GUI.   
13 Click the &quot;Install New ESDTs/Update Existing ESDTs&quot; button.   
14 Select all the test descriptors.   
15 Click the &quot;Proceed with installation/update&quot; button.   
16 Upon completion of the ESDT update, verify that the GUI displays a message 

indicating the number of ESDTs successfully updated. 
  

17 Verify that, upon completion of updates, the ESDT Maintenance GUI 
displays a message saying that the ESDT changes will take effect only after 
the Ingest service is re-started. 
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TEST DATA: 
Any current data types. Initial ESDTS: /sotestdata/DROP_721/DS_7E_01/Criteria/2060/Replacement Updated ESDTS: 
/sotestdata/DROP_721/DS_7E_01/Criteria/2120 The 'update' ESDT descriptor files have been modified as follows: 1. removing one or more existing collection 
level attributes that are not restricted DsESDTGlGLA01.013.desc 2. removing DLLName parameter from the Collection metadata group 
DsESDTGlGLA02.013.desc 3. changing the ShortName in the CollectionAssociation group DsESDTGlGLA03.013.desc 4. changing a mandatory inventory 
attribute to optional DsESDTGlGLA04.013.desc 5 adding one or more optional inventory metadata attributes DsESDTGlGLA05.013.desc 6. adding one or more 
new qualifiers on existing events DsESDTGlGLA06.013.desc QAPercentInterpolatedData 
 
EXPECTED RESULTS: 
 

1201 DELETE MULTIPLE ESDTS, SUCCESS CASE (ECS-ECSTC-3611) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1   comment 
2 DS_7E_01 ESDT Maintenance GUI 

ITP:http://dmserver.gsfc.nasa.gov/release721/ESDT_Maint_GUI/ITP_DS_7E
_01_ESDTGUI.doc. 

 comment 

3 Preconditions   
4 Ensure a database client is connected to the ecs database.   
5 Identify 3 ESDTs for deletion (C1, C2, C3).   
6 On the ESDT Maintenance GUI &quot;ESDT List&quot; page, select C1, 

C2, and C3. 
  

7 Click the “Delete Selected ESDTs” button at the bottom of the page to begin 
the ESDT deletion. 

  

8 Select OK at the confirmation prompt.   
9 Verify the ESDT Maintenance GUI displays a message indicating 3 ESDTs 

were deleted. 
  

 
 
TEST DATA: 
Any current data types 
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EXPECTED RESULTS: 
 

1202 START AND NAVIGATE THROUGH THE BMGT GUI (ECS-ECSTC-3612) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Start the BMGT GUI.   
2 Go through each tab and verify it displays correctly.   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1203 ORDER STATUS GUI: DISPLAY ORDER STATUS, OD_S6_05. CRITERION 130 (ECS-ECSTC-
3613) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Request the status of a single, completed order that was handled by the OMS 

and by specifying a valid Order Id and user contact email address. 
 comment 

2 Verify the following:   
3 a. Order Id is correctly displayed.   
4 b. Submission date/time is correctly displayed.   
5 c. Order state is correctly displayed.   
6 d. Order completion date/time is correctly displayed.   
7 e. Request information (Request Id, request state, media type, number of   
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# Action Expected Result Notes 
granules, request completion date/time) is correctly displayed 

8 f. Order state and request states are presented in terms that an end user can 
understand. 

  

9 g. Order and request information are properly segmented across html pages in 
accordance with the user-configurable number of items per page. 

  

10 h. There is an indication that additional request details are available.   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1204 ORDER STATUS GUI: DISPLAY ORDER STATUS BASED ON HISTORY RANGE, 0D_S6_05, 
CRITERION 180 (ECS-ECSTC-3614) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Request order history by specifying a starting and ending date, user contact 

email address, and one valid Order Id for the user.Ensure that at least 100 
orders are displayed that represent a mix of orders for which request details 
are available for some orders and  not available for others.Ensure that the date 
range requires the Order Status Interface to retrieve information from both the 
Order Manager operational tables and archive tables.Ensure that at least one 
of the orders contains granules that were processed by the external subsetter 
and one of the orders contains granules that were processed by HEG. 

  

2 Verify that the correct orders are returned and sorted by submission 
date/time. 

 comment 

3 For each order verify the following:   
4 a. Order Id is correctly displayed.   
5 b. Submission date/time is correctly displayed.   
6 c. Order state is correctly displayed.   
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# Action Expected Result Notes 
7 d. Order completion date/time is correctly displayed.   
8 e. Request information (Request Id, request state, media type, number of 

granules, request completion date/time) is correctly displayed, including the 
processing description for the granule to be processed by the external 
subsetter, in a manner which should be generally understandable by the user. 

  

9 f. Order state and request states are presented in terms that an end user can 
understand. 

  

10 g. Order and request information are properly segmented across html pages in 
accordance with the user-configurable number of items per page. 

  

11 h. An indication is provided when request details are not available for an 
order. 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1205 ORDER STATUS GUI: DISPLAY ORDER STATUS, OD_S6_05. CRITERION 130 (ECS-ECSTC-
3615) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Request the status of a single, completed order that was handled by the OMS 

and that contains at least two requests by specifying a valid Order Id and user 
contact email address.Each request in the order should contain at least 100 
granules that have NOT been processed by HEG or the external subsetter. 

 comment 

2 Verify the following:   
3 a. Order Id is correctly displayed.   
4 b. Submission date/time is correctly displayed.   
5 c. Order state is correctly displayed.   
6 d. Order completion date/time is correctly displayed.   
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# Action Expected Result Notes 
7 e. Request information (Request Id, request state, media type, number of 

granules, request completion date/time) is correctly displayed 
  

8 f. Order state and request states are presented in terms that an end user can 
understand. 

  

9 g. Order and request information are properly segmented across html pages in 
accordance with the user-configurable number of items per page. 

  

10 h. There is an indication that additional request details are available.   
11 Request the status of a single, completed order that was handled by the OMS 

and that contains at least two requests by specifying a valid Order Id and user 
contact email address.Each request in the order should contain at least 100 
granules that have NOT been processed by HEG or the external subsetter. 

 comment 

12 Verify the following:   
13 a. Order Id is correctly displayed.   
14 b. Submission date/time is correctly displayed.   
15 c. Order state is correctly displayed.   
16 d. Order completion date/time is correctly displayed.   
17 e. Request information (Request Id, request state, media type, number of 

granules, request completion date/time) is correctly displayed 
  

18 f. Order state and request states are presented in terms that an end user can 
understand. 

  

19 g. Order and request information are properly segmented across html pages in 
accordance with the user-configurable number of items per page. 

  

20 h. There is an indication that additional request details are available.   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1206 DATA POOL MAINTENANCE GUI - CHECK BATCH INSERT STATUS (ECS-ECSTC-3616) 

DESCRIPTION: 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1   comment 
2 [Data Pool Maintenance GUI – Check Batch Insert Status]   
3 Use the Data Pool Maintenance GUI to check the status of the batch insert 

(by Publish Utility) using the Batch Summary tab and also using the List 
Insert Queue tab (filter by batch label). 

  

4 Verify that the GUI correctly reports the status in the DlInsertActionQueue.   

 
 
TEST DATA: 
Any current data type 
 
EXPECTED RESULTS: 
 

1207 GUI SECURITY (ECS-ECSTC-3617) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1   comment 
2 [GUI Security]   
3 For the DPM GUI, verify that on startup the operator is asked to login and is 

allowed the use of “full access” features only after successful login. 
  

 
 
TEST DATA: 
n/a 
 
EXPECTED RESULTS: 
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1208 DPL MAINTENANCE GUI (ECS-ECSTC-3618) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1   comment 
2 [DPL Maintenance GUI]   
3 Open the DPL Maintenance GUI in a web browser.   
4 Verify that    g. A collection can be added    h. A collection can be deleted    i. 

A collection can be updated    j. A collection group can be added    k. A 
collection group can be updated    l. A theme can be added    m. A theme can 
be deleted    n. A theme can be updated 

  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

1209 USE THE DPL INGEST GUI TO CONFIGURE DATA PROVIDERS (ECS-ECSTC-3619) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1   comment 
2 Description and Objectives: Verifies Data Providers can be configured using 

the DPL Ingest GUI 
 comment 

3 [View Data Providers]   
4 As the ‘ingest admin’ operator, navigate to the Data Provider page on the 

Data Pool Ingest GUI. 
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# Action Expected Result Notes 
5 Verify that all provider information in the INGST CI database appears 

correctly on the Data Provider page. 
 comment 

6 [Configure Data Providers]   
7 Edit existing provider information (if any) and define new providers to fulfill 

the following requirements:    At least one data provider should have an FTP 
notification method,    at least one data provider should have an scp 
notification method,    at least one data provider should have an email 
notification method,    at least one data provider should have a combination 
FTP/email notification method,    and at least one data provider should have a 
combination scp/email notification method.Scp type/cipher combinations to 
include in the test are:    F-secure/None;    OpenSSH/aes128;    
OpenSSH/3des.At least one provider must use active mode.At least one 
should use passive mode. 

  

8 Verify that the Data Pool Ingest GUI allows the ‘ingest admin’ operator to 
edit data provider information. 

  

9 Verify that the Data Pool Ingest GUI prompts the operator to confirm 
changes to existing data providers before saving this information. 

  

10 Verify that the ingest admin operator has the authorization to define new data 
providers (i.e., has access to the data provider pages on the Data Pool Ingest 
GUI, and that information entered by this operator is stored in the database.) 

  

11 Verify that the Data Pool Ingest GUI allows all information in S-DPL-16110 
to be entered. 

  

12 Verify that all of the notification methods in S-DPL-16150 can be entered or 
selected on the Data Pool Ingest GUI, as appropriate for the selected transfer 
method as per S-DPL-16110. 

  

13 For one provider with an FTP Notification method, verify that the Data Pool 
Ingest GUI allows the related FTP information to be entered (FTP host, 
destination directory, login id, password) 

  

14 Verify that the FTP password entered is not shown or stored in the clear.   
15 Verify that the FTP password entered is not shown in the Data Pool Ingest 

GUI log. 
  

16 For one provider with an email notification method, verify that the Data Pool 
Ingest GUI allows the related email address to be entered. 

  

17 Verify that the Data Pool Ingest GUI prompts the operator to confirm 
definitions of new data providers before saving this information. 

  

18 For one provider with an scp notification method, verify that the Data Pool 
Ingest GUI allows the related scp information to be entered (scp host, 
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# Action Expected Result Notes 
destination directory, login id, password, scp type, and cipher). 

19 Verify that the scp password entered is not shown or stored in the clear.   
20 Verify that the scp password entered is not shown in the Data Pool Ingest 

GUI log. 
  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

1210 USE THE DPL INGEST GUI TO CONFIGURE POLLING LOCATIONS (ECS-ECSTC-3620) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1   comment 
2 Description and Objectives: Verifies Polling Locations can be configured 

using the DPL Ingest GUI 
 comment 

3 [Configure Polling Locations]   
4 As the Ingest Admin operator use the Data Pool Ingest GUI to define all 

polling locations that will be used for testing this ticket.(Table of data 
provider to polling location mappings, and related S-DPL-16230 information 
for each polling location TBS as part of ITP).    At least one polling location 
should have an FTP polling method,    at least one polling location should 
have a local polling method,    and at least one polling location should have 
an scp polling method.At least one polling location using FTP shall be for a 
provider using local transfers. 

  

5 Verify that the ingest admin operator has the authorization to define the 
polling locations (i.e., has access to the polling location pages on the Data 
Pool Ingest GUI, and that information entered by this operator is stored in the 
database.) 

  

6 Verify that the Data Pool Ingest GUI allows all information in S-DPL-16230   
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# Action Expected Result Notes 
to be entered. 

7 Verify that all of the polling methods in S-DPL-16250 can be entered or 
selected on the Data Pool Ingest GUI. 

  

8 Verify that the Data Pool Ingest GUI prompts the operator to confirm 
definitions of new polling locations before saving this information. 

 comment 

9 [Edit Polling Locations]   
10 For one polling location, as the ‘ingest admin’ operator, edit all of its existing 

configuration parameters.(NOTE: After this criterion is complete, values of 
these configuration parameters should be reset to appropriate values for 
processing all PDRs in criterion 300). 

  

11 Verify that the Data Pool Ingest GUI allows the ‘ingest admin’ operator to 
edit polling location information. 

  

12 Verify that the Data Pool Ingest GUI prompts the operator to confirm 
changes to existing polling locations before saving this information. 

  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

1211 USE THE DPL INGEST GUI TO CONFIGURE FTP HOSTS (ECS-ECSTC-3621) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1   comment 
2 Description and Objectives: Verifies FTP Hosts can be configured using the 

DPL Ingest GUI 
 comment 

3 [Configure FTP hosts]   
4 As the ‘ingest admin’ operator, navigate to the FTP Host page on the Data 

Pool Ingest GUI. 
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# Action Expected Result Notes 
5 Edit existing ftp host information (if any, from the INGST CI), per S-DPL-

16260, and define new ftp hosts such that all ftp hosts which will be used for 
testing this ticket are defined.(Table of ftp hosts and related S-DPL-16260 
information TBS as part of ITP).At least two ftp hosts should be defined that 
are not configured for the INGST subsystem. 

  

6 Verify that the Data Pool Ingest GUI allows the ‘ingest admin’ operator to 
edit ftp host information. 

  

7 Verify that the Data Pool Ingest GUI prompts the operator to confirm 
changes to existing ftp hosts and definitions of new ftp hosts before saving 
this information. 

  

8 Verify that the ingest admin operator has the authorization to define the ftp 
hosts (i.e., has access to the ftp host pages on the Data Pool Ingest GUI, and 
that information entered by this operator is stored in the database.) 

  

9 Verify that the Data Pool Ingest GUI allows all information in S-DPL-16260 
to be entered. 

  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

1212 USE THE DPL INGEST GUI TO CONFIGURE SCP HOSTS  (ECS-ECSTC-3622) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1   comment 
2 Description and Objectives: Verifies SCP Hosts can be configured using the 

DPL Ingest GUI 
 comment 

3 [Configure hosts for scp access]   
4 As the ‘ingest admin’ operator, navigate to the host page on the Data Pool 

Ingest GUI. 
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# Action Expected Result Notes 
5 Edit existing information for hosts accessed via scp (if any, from the INGST 

CI), per S-DPL-16290, and define new scp hosts such that all scp hosts which 
will be used for testing this ticket are defined.(Table of hosts accessed via 
scp, and related S-DPL-16290 information TBS as part of ITP.)Scp 
type/cipher combinations to include in the test are:    F-secure/None;    
OpenSSH/aes128;    OpenSSH/3des,i.e., the test needs to involve several 
different providers. 

  

6 Verify that the Data Pool Ingest GUI allows the ‘ingest admin’ operator to 
enter and edit the scp host information in S-DPL-16290. 

  

7 Verify that the Data Pool Ingest GUI prompts the operator to confirm 
changes to existing scp host parameters and definitions of new scp host 
parameters before saving this information. 

  

8 Verify that the ingest admin operator has the authorization to define the scp 
host parameters in S-DPL-16290 (i.e., has access to the host pages on the 
Data Pool Ingest GUI, and that information entered by this operator is stored 
in the database.) 

  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

1213 VIEW AND MODIFY THE DPL INGEST GUI CONFIGURATION (ECS-ECSTC-3623) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1   comment 
2 Description and Objectives: Verifies DPL Ingest GUI configuration can be 

viewed and modified correctly. 
 comment 

3 [View collection configuration]   
4 As an ‘ingest admin’ operator, use the Data Pool Ingest GUI to list all data   
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# Action Expected Result Notes 
types for which configuration parameters were entered in criterion 120. 

5 Verify that ”Ignore Validation Warnings” and “Public in Data Pool” are 
displayed for each ESDT. 

  

6 Verify that the Data Pool Ingest GUI provides the operator a method to 
quickly select or scan for a subset of existing Data Pool collections without 
having to enter the full ESDT name and version. 

 comment 

7 [Edit collection configuration]   
8 As an ‘ingest admin’ operator, use the Data Pool Ingest GUI to edit 

publication policy configuration parameters for a Data Pool collection. 
  

9 Verify that the edited configuration parameters are correctly updated in the 
database. 

 comment 

10 [Reconfigure data type parameters.]   
11 Log into the DPL Ingest GUI as an ‘ingest admin’ operator, and configure a 

data type (ESDT and Version) to be published in the public Data Pool upon 
insert. 

  

12 Submit several PDRs for the data type configured above.There needs to be a 
sufficient number of PDRs and granules such that some granules will 
complete ingest before the configuration change made during the test (see 
next step), and some granules will not start ingest until after the configuration 
change has been applied. 

  

13 After the first few granules completed ingest, re-configure the data type via 
the DPL Ingest GUI such that the data type no longer will be published in the 
Data Pool.Also change the minimum retention period sufficiently long so that 
the ingested granules are not cleaned up immediately after archiving, to allow 
time for the verification steps below. 

  

14 Verify that the first few granules that were ingested before the re-
configuration are queued with the Data Pool Insert Service for insertion into 
the public Data Pool area. 

  

15 Verify that all granules that started ingest one minute or more after the re-
configuration are inserted into the non-public Data Pool area, and are NOT 
queued with the Data Pool Insert Service for insertion into the public Data 
Pool area.  NOTE: if the Science granule has an associated Browse the 
Browse will be published even if the Science granule is &quot;hidden.&quot; 

  

16 Verify that ALL browse granules ingested as part of the test are recorded as 
public in the AIM schema and that the required browse JPEG files are created 
in the correct location in the public data pool (as recorded in the aim schema). 
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TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

1214 ADD & MODIFYING VOLUME GROUPS (ECS-ECSTC-3624) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1   comment 
2 Description and Objectives: Verifies it is possible to add and modify volume 

groups using the DPL Ingest GUI and that the server correctly uses the new 
volume groups. 

 comment 

3 [Add &amp;amp; Modifying Volume Groups]   
4 Using the DPL Ingest GUI add a primary and backup Volume Group for a 

collection. 
  

5 Ingest a granule and verify that it goes to the primary and backup volume 
groups. 

  

6 Modify Volume group and give it a new path   
7 Ingest a granule and verify that it goes to the new path.   
8 Click on reports and verified that the addition and modification from above 

are displayed in the report. 
  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
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1215 USE DATAACCESS GUI TO CONFIGURE SERVICE FOR DATATYPES (ECS-ECSTC-3625) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Go to the DataAccess Configuration Interface GUI   
2 Under the Collection Configuration tab, right click on an ESDT. Select 

&quot;Configure New Service for Collection&quot; Add the GDAL, HEG, 
or GLAS service. 

  

3 Verify the service is added successfully.   
4 Under the Service Configuration tab, right click on the same ESDT. Select 

&quot;Remove Collection from Service&quot; to remove the collection from 
the service. 

  

5 Go to the Collection Configuration tab to verify that the collection is no 
longer configured for the service. 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1216 START AND NAVIGATE THROUGH THE DATA ACCESS CONFIGURATION INTERFACE 
(ECS-ECSTC-3626) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Start the Data Access Configuration Interface GUI.   
2 Go through each tab and verify that it displays correctly.   
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TEST DATA: 
 
EXPECTED RESULTS: 
 

1217 OMS GUI: NON PRIVILEGED USER TEST (ECS-ECSTC-3627) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1   comment 
2 OMS GUI: Non Privileged User Test   
3 Verify that the OM GUI on startup asks for a login from the operator.   
4 Verify the OM GUI sets appropriate access privileges.I.e. It won’t allow “full 

access” features to be used until a valid password is used. 
  

 
 
TEST DATA: 
Any current data type 
 
EXPECTED RESULTS: 
 

1218 OMS GUI CONFIG PARAMETERS (ECS-ECSTC-3628) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Change a configuration parameter in the OMS GUI   



 

3248 
 

# Action Expected Result Notes 
2 Verify that the order of the configuration parameters don't change.   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1219 ENTER SUBSCRIPTIONS VIA SSS GUI (ECS-ECSTC-3629) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1   comment 
2 [Enter Subscriptions via SSS GUI]   
3 Use the Spatial Subscription Server GUI to enter unqualified subscriptions 

for the following data types:Email Only: MOD03 (latest public 
version)Email/FtpPush: MI1B2E, MOD02HKM (latest public 
version)Email/FtpPull: MIL2ASAE, AST08 (latest public version) 

  

4 Enter qualified subscriptions for Data Pool Insert:Email/Data Pool Insert: 
NISE, AST_L1B (latest public version) 

  

5 For at least one of the above subscriptions, specify that the email notification 
text should include only the qualifying metadata. 

  

6 For at least one other of the above subscriptions, specify that the email 
notification text should include all metadata. 

  

 
 
TEST DATA: 
see above 
 
EXPECTED RESULTS: 
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1220 UNQUALIFIED SUBSCRIPTION WITH EMAIL (ECS-ECSTC-3630) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1   comment 
2 [Unqualified Subscription with Email]   
3 Ingest a MOD03 granule.   
4 Verify that the subscription notification email is sent to the correct address 

for MOD03. 
  

 
 
TEST DATA: 
current version of MOD03 
 
EXPECTED RESULTS: 
 

1221 PLACING BUNDLING ORDER SUBSCRIPTION : OD_S3_03, CRITERION 10 (ECS-ECSTC-3631) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1   comment 
2 [Placing Bundling Order Subscription : OD_S3_03, criterion 10]   
3 Use the NSBRV GUI to create a bundling order for each type of media.   
4 Verify all optional information can be entered or omitted.   
5 Verify if optional information is omitted, the correct defaults are provided 

where requirements specify such defaults. 
  

6 Verify all required information must be entered.   
7 Verify the bundling orders are stored in the database.   
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# Action Expected Result Notes 
8 Verify each bundling order receives a unique identification that is displayed 

to the operator 
  

9 Verify MSS order tracking information is created for the bundling order and 
the order source and status are set correctly 

  

10 Verify it is possible to enter subscriptions and pick a bundling order as their 
distribution action. 

  

 
 
TEST DATA: 
Any current data type 
 
EXPECTED RESULTS: 
 

1222 NOMINAL COLLECTION EXPORT[S-1]: MANUAL EXPORT  (ECS-ECSTC-3632) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Login as cmshared on f5oml01v and set view to AUTOTEST   
2 setenv MODE DEV06   
3 cd /ecs/formal/COMMON/automation/autotest directory   
4 Run the following cucumber feature file: cucumber 

features/bmgt/nominal_collection_export.feature 
  

 
 
TEST DATA: 
Crit id Crit ccr no Test Data Description Data Type Requirements Metadata Requirements Volume Requirements Size Requirements Data Location Readiness 
Status 10-S1 2 Collections with same shortname, different versionids (C1, C2) MOD44W.005 MOD44W.006 2 collections 
/sotestdata/DROP_802/BE_82_01/Criteria/010/010_1 
 
EXPECTED RESULTS: 
You should get one scenario passed. 
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1223 NOMINAL GRANULE EXPORT[S-2A]: AUTOMATIC EXPORT: INGEST GRANULE (ECS-
ECSTC-3633) 

DESCRIPTION: 
S 40 1 [Nominal Granule Export] Find two collections with ECS metadata and which share the same short name, but have different version IDs. Ensure that both 
collections are enabled for collection and granule export. Request the manual export of granule metadata for all granules in one of these collections. S 40 2 For 
one of the collections in S-1 (or another collection which has ECS metadata, and is enabled for collection and granule export): a) Ingest a new granule into the 
ECS inventory. b) Logically delete a granule from the ECS inventory. c) Physically delete a granule from the ECS inventory. d) DFA a granule. e) Hide a 
granule. f) Restrict a granule. g) Unrestrict a granule. h) Perform a QAUpdate on a granule. i) Publish a granule in the datapool. j) Unpublish a granule in the 
datapool. k) Link a granule to a browse granule. l) Unlink a granule from a browse granule. m) Change the collection to which a granule belongs. n) Move a 
collection. o) Perform XML replacement on a granule. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1   comment 
2 Pre-Conditions   
3 Ensure granule g1's collection is installed. E.g., the DPL Ingest GUI shows 

the collection as a configured datatype. 
  

4 Ensure the DPL Ingest GUI shows granule g1's collection is configured to be 
public on ingest. 

  

5 Ensure granule g1's collection is enabled for collection and granule 
export:update bg_collection_configurationset granuleexportflag = 'Y', 
collectionexportflag = 'Y'where shortname = &lt;SHORTNAME&gt;and 
versionid = &lt;VERSIONID&gt;; 

  

6 Ensure ECHO has granule g1's collection metadata:curl -k -H Echo-
Token:${TOKEN} https://testbed.echo.nasa.gov/catalog-
rest/providers/${PROVIDERID}/${URL_ENCODED_DATASETID}If 
ECHO is missing the collection, export it:EcBmBMGTManualStart 
${MODE} --metc --collections ${SHORTNAME}.${VERSIONID} 

  

7 Ensure a local copy of the ECHO 10 schema files is available for schema 
validation (e.g., under /tools/common/test/BE_82_01/echo10/schema).If 
needed, download *.xsd files from https://api.echo.nasa.gov/ingest/schema/. 

  

8 Ensure a mock ECHO or TCP proxy is capturing BMGT traffic.   
9 Ensure the BMGT Dispatcher is running. On the BMGT host:ps auxww |   
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# Action Expected Result Notes 
grep $MODE | grep EcBmDispatcherIf needed, start the 
dispatcher:./EcBmBMGTDispatcherStart $MODE 

10 Ensure the BMGT Auto driver is running. On the BMGT host:ps auxww | 
grep $MODE | grep EcBmAutoIf needed, start the Auto 
driver:./EcBmBMGTAutoStart $MODE 

 comment 

11 Setup  comment 
12 S-2 For one of the collections in S-1 (or another collection which has ECS 

metadata, and is enabled for collection and granule export):a)     Ingest a new 
granule into the ECS inventory. 

  

13 Ingest a new granule g1 into the ECS inventory.  comment 
14 Verification  comment 
15 V-2 Verify that the operations in S-2, except subclauses b – d, each result in 

the export of one or more HTTP PUTs containing the full granule metadata. 
 comment 

16 NOTE: Each action may result in multiple distinct events being triggered.  
The BMGT Auto driver will consolidate these events if they are picked up 
within the same polling interval.  If they span multiple intervals, then 
multiple, redundant exports could result. 

  

17 Verify the TCP proxy log one or more PUTs for granule g1.There could be 1 
PUT after the granule is archived and another when the granule is published. 

  

18 Verify the TCP proxy log shows that each of granule g1's PUT requests 
contains the full granule metadata. 

 comment 

19 V-4 Verify that the metadata exported in S-1 and S-2, except S-2 subclauses 
b – d, validates against the ECHO granule metadata schema 
(https://api.echo.nasa.gov/ingest/schema/Granule.xsd). 

  

20 Verify granule g1's exported metadata validates against the ECHO granule 
metadata schema:xmllint --noout --schema /path/to/Granule.xsd 
g1.xmlor/tools/common/test/BE_82_01/bin/echo10_validate_metadata g 
g1.xml 

 comment 

21 V-5 Verify that the metadata exported in S-1 and S-2, except S-2 subclauses 
b – d has the following elements:    a) Visible = true    b) Orderable = true    
c) InsertTime = The insert time of the granule recorded in the AIM database.    
d) LastUpdate = The last update time of the granule recorded in the AIM 
database 

 comment 

22 Verify that the exported metadata has the following elements, using the Ruby 
script /tools/common/test/BE_82_01/bin/xpath: 

  

23 a) Visible = truexpath /Granule/Visible g1.xml &amp;lt;Visible&amp;gt;true&amp;lt;
/Visible&amp;gt; 
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# Action Expected Result Notes 
24 b) Orderable = truexpath /Granule/Orderable g1.xml &amp;lt;Orderable&amp;gt;true&amp

;lt;/Orderable&amp;gt; 
 

25 c) InsertTime = The insert time of the granule recorded in the AIM 
databasexpath /Granule/InsertTime g1.xml 

&amp;lt;InsertTime&amp;gt;YYYY-
MM-
DDTHH:mm:SSZ&amp;lt;/InsertTime
&amp;gt;&lt;br /&gt;&lt;br 
/&gt;where the date time string return 
is equal to what is returned from the 
query to the database&lt;br 
/&gt;&lt;br /&gt;select 
archivetime&lt;br /&gt;from 
amgranule&lt;br /&gt;where granuleid 
= &amp;lt;GRANULEID&amp;gt;; 

 

26 d) LastUpdate = The last update time of the granule recorded in the AIM 
database.xpath /Granule/LastUpdate g1.xml 

&amp;lt;LastUpdate&amp;gt;YYYY-
MM-
DDTHH:mm:SSZ&amp;lt;/LastUpdat
e&amp;gt;&lt;br /&gt;&lt;br 
/&gt;where the date time string 
returned is equal to what is returned 
from the query&lt;br /&gt;&lt;br 
/&gt;select lastupdate&lt;br /&gt;from 
amgranule&lt;br /&gt;where granuleid 
= &amp;lt;GRANULEID&amp;gt;; 

 

 
 
TEST DATA: 
See Test Case 603. 
 
EXPECTED RESULTS: 
V 40 1 Verify that the manual export in S-1 results in multiple HTTP PUT requests containing the full granule metadata for each granule in the requested 
collection (but no granules belonging to other collections sharing a short name but with a different version ID). V 40 2 Verify that the operations in S-2, except 
subclauses b – d each result in the export of a single HTTP PUT containing the full granule metadata. V 40 3 Verify that the operations in S-2 subclauses b – d 
each result in the export of a single HTTP DELETE, with the ID of the granule in the URL, but containing no granule metadata in the request body. V 40 4 
Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b – d, validates against the ECHO granule metadata schema ( 
https://api.echo.nasa.gov/ingest/schema/Granule.xsd ). V 40 5 Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b – d has the following 
elements: a) Visible = true b) Orderable = false c) InsertTime = The insert time of the granule recorded in the AIM database. d) LastUpdate = The last update 
time of the granule recorded in the AIM database V 40 6 Verify that the metadata generated by the action in S-2 subclause e contains a Restriction Flag value of 
255. V 40 7 Verify that the metadata generated by the action in S-2 subclause f contains the restriction flag value that was set in the database for that granule. V 
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40 8 Verify that the metadata generated by the action in S-2 subclause g (and any other subclauses for which the affected granule did not have a restriction flag 
set) the restriction flag element is absent. V 40 9 Verify that the metadata generated by the action in S-2 subclause h contains the QA values reflecting the update 
which was performed. V 40 10 Verify that the metadata generated by the action in S-2 subclause i contains URLs for the science and metadata files, as well as 
any other ancillary files (e.g. browse) associated with the affected granule. V 40 11 Verify that the metadata generated by the action in S-2 subclause j contains 
no datapool URLs. V 40 12 Verify that the metadata generated by the action in S-2 subclause k contains a browse linkage URL, in addition to any datapool 
URLs. V 40 13 Verify that the metadata generated by the action in S-2 subclause l contains no browse linkage URLs. V 40 14 Verify that the metadata generated 
by the action in S-2 subclause m contains a reference to the newly assigned collection. V 40 15 Verify that the action performed in S-2 subclause n results in the 
export of full granule metadata for every granule in the collection affected. V 40 16 Verify that the metadata generated by the action in S-2 subclause o contains 
XML reflecting the replacement which was performed. 
 

1224 NOMINAL COLLECTION EXPORT[S-2A]: AUTOMATIC EXPORT: INSERT COLLECTION 
(ECS-ECSTC-3634) 

DESCRIPTION: 
S 10 1 [Nominal Collection Export] Find two collections with ECS metadata and which share the same short name, but have different version IDs. Request the 
manual export of collection metadata for one of these collections. S 10 2 Find collections which have ECS Metadata: a) Insert a new collection into the ECS 
inventory (and enable for collection export). b) Delete a collection from the ECS inventory. c) Update an existing collection. d) For a collection which is 
currently disabled for collection export, enable it for collection (but not granule) export. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1   comment 
2 Pre-Conditions   
3 Ensure BMGT configuration is current and correct (config files, properties 

files, database settings, etc.). 
  

4 Ensure a PostgreSQL prompt is available and connected to the ecs 
database./tools/postgres/current32/bin/psql -U $USERNAME -h f4dbl03 -d 
ecsselect public.set_search_path('AIM', MODE);show search_path; 

Should list the schemas installed in the 
mode.&lt;br /&gt;Should include 
'aim_&amp;lt;MODE&amp;gt;' 

 

5 Ensure the test collection descriptor file is under 
/sotestdata/DROP_802/BE_82_01/Criteria/010/010_2_A. 

  

6 Ensure the ESDT Maintenance GUI shows collection C2 is not installed.   
7 Ensure the BMGT dispatcher and auto driver are up and 

running:./EcBmBMGTAppStart &lt;MODE&gt;select propertyvaluefrom 
bg_configuration_propertywhere propertyname = 
'BMGT.Dispatcher.Running';propertyvalue should be true;On the BMGT 
hostps -ef | grep &lt;MODE&gt; | grep EcBmDispatchershould show a single 
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# Action Expected Result Notes 
dispatcher process running.On the BMGT hostps -ef | grep &lt;MODE&gt; | 
grep EcBmAutoshould show a single auto driver process running 

8 Ensure a local copy of the ECHO 10 schema files is available for validation 
(from https://api.echo.nasa.gov/ingest/schema). 

  

9 Ensure a mock ECHO or TCP proxy is capturing BMGT traffic.  comment 
10 Setup  comment 
11 S-2 Find collections which have ECS Metadata:a)     Insert a new collection 

into the ECS inventory (and enable for collection export). 
  

12 Install collection C2 into ECS.(Use the ESDT Maintenance GUI, the DPL 
Maintenance GUI, a DB patch from the command line, and the DPL Ingest 
GUI.) 

  

13 Use populate script EcBgPopulateCollections.ksh or a modifed populate 
script to check if the collection does not exist and insert a row in the 
bg_collection_configuration table.IF NOT EXISTS (    SELECT collectionid    
from bg_collection_configuration    where shortname = 
&lt;C2_ShortName&gt;    and versionid = &lt;C2_VersionId&gt;) THEN    
insert into bg_collection_configuration (collectionid, shortname, versionid, 
longname, granuleexportflag, collectionexportflag)    select collectionid, 
shortname, versionid, longname, 'Y' as granuleexportflag, 'Y' as 
collectionexportflag    from amcollection    where shortname = 
&lt;C2_ShortName&gt;    and VersionId = &lt;C2_VersionId&gt;-- update 
the other fields based on esdt typeELSE-- Enable Collection C2 for 
Collection and Granule Export .    update bg_collection_configuration    set 
granuleexportflag = 'Y' , collectionexportflag = 'Y'    where shortname = 
&lt;C2_ShortName&gt;    and versionid = &lt;C2_VersionId&gt;;END IF; 

 comment 

14 V-2 Verify that the operations in S-2 subclauses a, c, and d each result in the 
export of a single HTTP PUT containing the full collection metadata. 

  

15 Verify that the TCP proxy log shows a single HTTP PUT request for 
collection C2. 

  

16 Verify that the HTTP PUT request contains collection C2's full metadata.  comment 
17 V-4 Verify that the metadata exported in S-1 and S-2, except S-2 subclause b, 

validates against the ECHO collection metadata schema 
(https://api.echo.nasa.gov/ingest/schema/Collection.xsd). 

  

18 Verify that collection C2's exported metadata validates agatinst the ECHO 10 
collection schema:xmllint --noout --schema Collection.xsd C2.xml 

 comment 

19 V-5 Verify that the metadata exported in S-1 and S-2, except S-2 subclause b 
has the following elements:a)     Visible = trueb)     Orderable = falsec)     

 comment 
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# Action Expected Result Notes 
InsertTime = The insert time of the collection recorded in the AIM 
database.d)     LastUpdate = The last update time of the collection recorded in 
the AIM database. 

20 Use an xpath utility to verify the exported metadata has the following 
elements. 

  

21 a) Visible = truexpath /Collection/Visible C2.xml &amp;lt;Visible&amp;gt;true&amp;lt;
/Visible&amp;gt; 

 

22 b) Orderable = falsexpath /Collection/Orderable C2.xml &amp;lt;Orderable&amp;gt;false&am
p;lt;/Orderable&amp;gt; 

 

23 c) InsertTime = The insert time of the collection recorded in the AIM 
database.xpath /Collection/InsertTime C2.xml 

&amp;lt;InsertTime&amp;gt;&amp;lt;
YYYY-MM-
DDTHH:mm:SSZ&amp;lt;/InsertTime
&amp;gt;&lt;br /&gt;&lt;br 
/&gt;where the date time string 
returned is equal to what is returned 
from the query to the 
aim_&amp;lt;MODE&amp;gt; 
schema in the ecs database:&lt;br 
/&gt;&lt;br /&gt;select 
inserttime&lt;br /&gt;from 
amcollection&lt;br /&gt;where 
shortname = 
&amp;lt;C2_ShortName&amp;gt;&lt;
br /&gt;and versionid = 
&amp;lt;C2_VersionId&amp;gt;; 

 

24 d) LastUpdate = The last update time of the collection recorded in the AIM 
database.xpath /Collection/LastUpdate C2.xml 

&amp;lt;LastUpdate&amp;gt;&amp;lt
;YYYY-MM-
DDTHH:mm:SSZ&amp;lt;/LastUpdat
e&amp;gt;&lt;br /&gt;&lt;br 
/&gt;where the date time string 
returned is equal to what is returned 
from the query:&lt;br /&gt;&lt;br 
/&gt;select lastupdate&lt;br /&gt;from 
amcollection&lt;br /&gt;where 
shortname = 
&amp;lt;C2_ShortName&amp;gt;&lt;
br /&gt;and versionid = 
&amp;lt;C2_VersionId&amp;gt;; 

comment 
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# Action Expected Result Notes 
25 V-6 Verify that the metadata exported in S-1 and S-2 contains version 

numbers with no leading zeroes. 
  

26 Verify that collection C2's exported metadata contains version numbers with 
no leading zeroes:xpath /Collection/VersionId C2.xml 

&amp;lt;VersionId&amp;gt;${VERSI
ONID}&amp;lt;/VersionId&amp;gt; 

 

 
 
TEST DATA: 
Crit id Crit ccr no Test Data Description Data Type Requirements Metadata Requirements Volume Requirements Size Requirements Data Location Readiness 
Status 10 S-2 Install and enable new collection for automatic export 1 Collection to be installed (C2) /sotestdata/DROP_802/BE_82_01/Criteria/010/010_2_A 
 
EXPECTED RESULTS: 
V 10 1 Verify that the manual export in S-1 results in a single HTTP PUT request containing the full collection metadata for the requested collection (but no 
other collections sharing a short name but with different version IDs). V 10 2 Verify that the operations in S-2 subclauses a, c, and d each result in the export of a 
single HTTP PUT containing the full collection metadata. V 10 3 Verify that the operation in S-2 subclause b results in the export of a single HTTP DELETE, 
with the ID of the collection in the URL, but containing no collection metadata in the request body. V 10 4 Verify that the metadata exported in S-1 and S-2, 
except S-2 subclause b, validates against the ECHO collection metadata schema ( https://api.echo.nasa.gov/ingest/schema/Collection.xsd ). V 10 5 Verify that the 
metadata exported in S-1 and S-2, except S-2 subclause b has the following elements: a) Visible = true b) Orderable = false c) InsertTime = The insert time of the 
collection recorded in the AIM database. d) LastUpdate = The last update time of the collection recorded in the AIM database. V 10 6 Verify that the metadata 
exported in S-1 and S-2 contains version numbers with no leading zeroes. 
 

1225 CONFIGURING COLLECTIONS FOR EXPORT (ECS-ECSTC-3635) 

DESCRIPTION: 
S 280 1 [Configuring Collections For Export] Add a new ESDT to the ECS system and ingest some granules in that collection. S 280 2 Go to the GUI collection 
configuration page. S 280 3 Enable the collection for collection export. S 280 4 Allow the export of the collection metadata to complete. S 280 5 Enable the 
collection for granule export. S 280 6 Find a collection which is not enabled for collection or granule export. Request the manual export of collection and granule 
metadata for this collection. S 280 7 Find a collection which is enabled for collection, but not granule export. Request the manual export of collection and granule 
metadata for this collection. S 280 8 Find a collection which is enabled for collection and granule export. Request the manual export of collection and granule 
metadata for this collection. S 280 9 Find a collection which is not enabled for collection or granule export, but for which there is another ESDT with the same 
short name, but different version, which is. Request the manual export of collection and granule metadata for this collection. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1   comment 
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# Action Expected Result Notes 
2 Pre-Conditions   
3 Ensure collection C1 is not installed.   
4 Ensure bg_collection_configuration has no row for collection C1.   
5 Ensure granules g1, g2, g3 are not in AIM.   
6 Ensure collections C2, C3, C4, C5, C6 are installed.   
7 Ensure granules g4 ... g18 are in AIM   
8 Ensure collection C2 is disabled for both collection and granule export.   
9 Ensure collection C3 is enabled for collection but not for granule export.   
10 Ensure collection C4 is enabled for both collection and granule export.   
11 Ensure collection C5 is disabled for collection or and granule export.   
12 Ensure collection C6 is enabled for both collection and granule export.   
13 Ensure a TCP proxy or mock ECHO is capturing BMGT HTTP traffic.  comment 
14 Setup and Verification  comment 
15 S-1 Add a new ESDT to the ECS system and ingest some granules in that 

collection. 
  

16 Install collection C1.   
17 Add a row for collection C1 to the bg_collection_configuration table, setting 

both export flags to 'N'.See EcBgPopulateCollections.ksh for examples. 
  

18 Ingest granules g1, g2, g3.  comment 
19 S-2 Go to the GUI collection configuration page.   
20 Visit the BMGT GUI Collection Configuration page.  comment 
21 V-1 On the collection configuration page in S-2, verify that all currently 

installed collections are listed with their current enabled/disabled status. 
  

22 Verify the BMGT GUI's collection configuration page lists collections C1 ... 
C6. 

  

23 Verify the BMGT GUI indicates C1 is disabled for both collection and 
granule export. 

  

24 Verify the BMGT GUI indicates C2 is disabled for both collection and 
granule export. 

  

25 Verify the BMGT GUI indicates C3 is enabled collection export but disabled 
for granule export. 

  

26 Verify the BMGT GUI indicates C4 is enabled for both collection and 
granule export. 

  

27 Verify the BMGT GUI indicates C5 is disabled for both collection and 
granule export. 
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# Action Expected Result Notes 
28 Verify the BMGT GUI indicates C6 is enabled for both collection and 

granule export. 
 comment 

29 V-2 On the collection configuration page in S-2, verify that the new 
collection is listed but not enabled for collection or granule export. 

  

30 Verify collection C1 appears on the BMGT GUI's collection configuration 
page. 

  

31 Verify the BMGT GUI indicates C1 disabled for both collection and granule 
export. 

 comment 

32 S-3 Enable the collection for collection export.   
33 Enable C1 for collection export by clicking the collection export check box 

next to the collection. 
 comment 

34 V-3 After enabling the collection for collection export in S-3, verify that the 
collection metadata for the collection is automatically exported. 

  

35 Verify that after C1 is enabled for collection export, the BMGT GUI indicates 
C1's metadata is successfully exported. 

  

36 Verify that after C1 is enabled for collection export, a BMGT log records the 
export of C1's metadata. 

  

37 Verify that after C1 is enabled for collection export, the TCP proxy logs an 
HTTP PUT whose body contains C1's metadata. 

The request should begin with a line 
such as&lt;br /&gt;&lt;br /&gt;PUT 
/catalog-
rest/providers/${PROVIDERID}/datas
ets/${DATASETID} HTTP/1.1&lt;br 
/&gt;&lt;br /&gt;where 
${DATASETID} is the URL-encoded 
longname + ' V' + versionid, 
e.g.,&lt;br /&gt;&lt;br 
/&gt;MODIS%2FAqua%20Gross%20
Primary%20Productivity%208-
Day%20L4%20Global%201km%20SI
N%20Grid%20V005 

comment 

38 S-4 Allow the export of the collection metadata to complete.   
39 Wait for collection C1's export request to be marked complete:select 

r.completiontime, r.statusfrom bg_export_request rjoin amcollection c on 
c.colelctionid = r.collectionidwhere c.ShortName = 
'&lt;SHORT_NAME&gt;'and c.VersionId = &lt;VERSION_ID&gt;and 
itemtype = 'CL;Or, wait for the TCP proxy to log C1's HTTP PUT request. 

 comment 

40 S-5 Enable the collection for granule export.   
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# Action Expected Result Notes 
41 In the BMGT GUI, enable C1 for granule export by checking the granule 

export check box next to the collection in the collection configuration tab. 
 comment 

42 V-4 After enabling the collection for granule export in S-5, verify that the 
granule metadata for every granule in the collection is automatically 
exported. 

  

43 Verify that after C1 is enabled for granule export, the BMGT GUI indicates 
all metadata for all granules belonging to C1 is successfully exported (except 
logically deleted granules). 

  

44 Verify that after C1 is enabled for granule export, a BMGT log records the 
export of C1 granules' metadata (except logically deleted granules). 

  

45 Verify that after C1 is enabled for granule export, the TCP proxy logs an 
HTTP PUT for each of C1's granules, containing granule metadata (except 
logically deleted granules). 

Each granule request should begin 
with a line such as&lt;br /&gt;&lt;br 
/&gt;PUT /catalog-
rest/providers/${PROVIDERID}/gran
ules/${GRANULEUR} 
HTTP/1.1&lt;br /&gt;&lt;br 
/&gt;where ${GRANULEUR} is a 
URL-encoded geoid, such as&lt;br 
/&gt;&lt;br 
/&gt;SC%3AMYD17A2.005%3A200
62 

comment 

46 S-6 Find a collection which is not enabled for collection or granule 
export.Request the manual export of collection and granule metadata for this 
collection. 

  

47 Request manual export of C2:EcBmBMGTManualStart --mode 
&lt;MODE&gt; --metg --metc --collections 
&lt;C2_SHORT_NAME&gt;.&lt;C2_VERSION_ID&gt; 

 comment 

48 V-5 For the export attempt in S-6, verify that nothing is exported.   
49 Verify the TCP proxy logs no request for C2's collection or granule metadata.   
50 Verify a BMGT log indicates no request is attempted for C2's collection or 

granule metadata. 
 comment 

51 S-7 Find a collection which is enabled for collection, but not granule 
export.Request the manual export of collection and granule metadata for this 
collection. 

  

52 Request manual export of C3:EcBmBMGTManualStart --mode 
&lt;MODE&gt; --metg --metc --collections 
&lt;C3_SHORT_NAME&gt;.&lt;C3_VERSION_ID&gt; 

 comment 
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# Action Expected Result Notes 
53 V-6 For the export attempt in S-7, verify that only collection metadata is 

exported. 
  

54 Verify the TCP proxy logs a single HTTP PUT request, containing C3's 
collection metadata.Get the request ID for the collection export from the 
GUI.Look in the BMGT manual log for pattern 
like&quot;requestId&quot;:18629,&quot;batchId&quot;:76 

  

55 Verify the TCP proxy logs no HTTP PUT requests for C3's granules.   
56 Verify a BMGT log records a single export request for C3's collection 

metadata. 
  

57 Verify a BMGT log records no export attempts for any C3 granule metadata.  comment 
58 S-8 Find a collection which is enabled for collection and granule 

export.Request the manual export of collection and granule metadata for this 
collection. 

  

59 Request manual export of C4:EcBmBMGTManualStart --mode 
&lt;MODE&gt; --metg --metc --collections 
&lt;C4_SHORT_NAME&gt;.&lt;C4_VERSION_ID&gt; 

 comment 

60 V-7 For the export attempt in S-8, verify that both collection and granule 
metadata is exported. 

  

61 Verify the TCP proxy logs a single HTTP PUT request, containing C4's 
collection metadata. 

  

62 Verify the TCP proxy logs a single HTTP PUT request for each of C4's 
granules, containing granule metadata (excepting any granules which are 
logically deleted). 

  

63 Verify a BMGT log records a single export request for C4's collection 
metadata. 

  

64 Verify a BMGT log records a single export request for each of C4's granules 
(excepting those which are logically deleted). 

 comment 

65 S-9 Find a collection which is not enabled for collection or granule export, 
but for which there is another ESDT with the same short name, but different 
version, which is.Request the manual export of collection and granule 
metadata for this collection. 

  

66 Request manual export of C5:EcBmBMGTManualStart --mode 
&lt;MODE&gt; --metg --metc --collections 
&lt;C5_SHORT_NAME&gt;.&lt;C5_VERSION_ID&gt; 

 comment 

67 V-8 For the export attempt in S-9, verify that nothing is exported.   
68 Verify the TCP proxy logs no request for C5's collection or granule metadata.   
69 Verify a BMGT log indicates no request is attempted for C5's collection or   



 

3262 
 

# Action Expected Result Notes 
granule metadata. 

 
 
TEST DATA: 
Crit id Crit ccr no Test Data Description Data Type Requirements Metadata Requirements Volume Requirements Size Requirements Data Location Readiness 
Status 280 6 collections (C1 ... C6) /sotestdata/DROP_802/BE_82_01/Criteria/280 280 3 granules for each collection (g1 ... g18) 
/sotestdata/DROP_802/BE_82_01/Criteria/280 
 
EXPECTED RESULTS: 
V 280 1 On the collection configuration page in S-2, verify that all currently installed collections are listed with their current enabled/disabled status. V 280 2 On 
the collection configuration page in S-2, verify that the new collection is listed but not enabled for collection or granule export. V 280 3 After enabling the 
collection for collection export in S-3, verify that the collection metadata for the collection is automatically exported. V 280 4 After enabling the collection for 
granule export in S-5, verify that the granule metadata for every granule in the collection is automatically exported. V 280 5 For the export attempt in S-6, verify 
that nothing is exported. V 280 6 For the export attempt in S-7, verify that only collection metadata is exported. V 280 7 For the export attempt in S-8, verify that 
both collection and granule metadata is exported. V 280 8 For the export attempt in S-9, verify that nothing is exported. 
 

1226 ORDER STATUS GUI: DISPLAY ORDER STATUS, OD_S6_05. CRITERION 130 (ECS-ECSTC-
3636) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Request the status of a single, completed order that was handled by the OMS 

and that contains at least two requests by specifying a valid Order Id and user 
contact email address.Each request in the order should contain at least 100 
granules that have NOT been processed by HEG or the external subsetter. 

 comment<br />Can also 
Request the status of 2 
completed orders handled by 
OMS that contains a request 
each by specifying valid 
order ids and user contact 
email addresses. 

2 Verify the following:   
3 a. Order Id is correctly displayed.   
4 b. Submission date/time is correctly displayed.   
5 c. Order state is correctly displayed.   
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# Action Expected Result Notes 
6 d. Order completion date/time is correctly displayed.   
7 e. Request information (Request Id, request state, media type, number of 

granules, request completion date/time) is correctly displayed 
  

8 f. Order state and request states are presented in terms that an end user can 
understand. 

  

9 g. Order and request information are properly segmented across html pages in 
accordance with the user-configurable number of items per page. 

  

10 h. There is an indication that additional request details are available.   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1227 ORDER STATUS GUI: DISPLAY ORDER STATUS BASED ON HISTORY RANGE, 0D_S6_05, 
CRITERION 180 (ECS-ECSTC-3637) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Request order history by specifying a starting and ending date, user contact 

email address, and one valid Order Id for the user.Ensure that at least 100 
orders are displayed that represent a mix of orders for which request details 
are available for some orders and  not available for others.Ensure that the date 
range requires the Order Status Interface to retrieve information from both the 
Order Manager operational tables and archive tables.Ensure that at least one 
of the orders contains granules that were processed by the external subsetter 
and one of the orders contains granules that were processed by HEG. 

  

2 Verify that the correct orders are returned and sorted by submission 
date/time. 

 comment 

3 For each order verify the following:   
4 a. Order Id is correctly displayed.   
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# Action Expected Result Notes 
5 b. Submission date/time is correctly displayed.   
6 c. Order state is correctly displayed.   
7 d. Order completion date/time is correctly displayed.   
8 e. Request information (Request Id, request state, media type, number of 

granules, request completion date/time) is correctly displayed, including the 
processing description for the granule to be processed by the external 
subsetter, in a manner which should be generally understandable by the user. 

  

9 f. Order state and request states are presented in terms that an end user can 
understand. 

  

10 g. Order and request information are properly segmented across html pages in 
accordance with the user-configurable number of items per page. 

  

11 h. An indication is provided when request details are not available for an 
order. 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1228 PUBLISH WITH THEME (ECS-ECSTC-3638) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1   comment 
2 [Publish with Theme]   
3 Insert nonECS granules into the Data Pool using the publish utility.   
4 Use the –theme option to associate these granules with an existing 

theme.(Use the Data Pool Maintenance GUI Manage Themes tab to see the 
list of existing themes.) 

  

5 Verify that the granules were successfully inserted into the Data Pool by 
checking the status of the insert actions in the Data Pool database 
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# Action Expected Result Notes 
(DlInsertActionQueue). 

6 Verify that the granules were inserted into the AmGranule table.   
7 Verify, using Unix cd and ls commands, that the files for the granules were 

inserted into the appropriate Data Pool directories.select 
fs.absoluteFileSystemPath + c.GroupId + df.DirectoryPath +  
df.OnlineFileNamefrom DlFileSystems fsjoin AmCollection con 
fs.fileSystemLabel = c.FileSystemLabeljoin AmGranule gon c.CollectionId = 
g.CollectionIdjoin AmDataFile dfon g.GranuleId = df.GranuleIdwhere 
g.GranuleId in (&lt;GranuleIds&gt;) 

  

8 Verify that the granules are associated with the specified theme, i.e., that 
appropriate rows for the granules have been inserted in the 
DlGranuleThemeXref table. 

  

 
 
TEST DATA: 
Any nonECS data type 
 
EXPECTED RESULTS: 
 

1229 RUN DPCV AGAINST DPL, PROVIDE A LIST OF GRANULE IDS : CK_7F_01, CRITERION 540 
(ECS-ECSTC-3639) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1   comment 
2 [Run DPCV against DPL, Provide a List of Granule IDs : CK_7F_01, 

Criterion 540] 
  

3 Select several granules (at least 10) from Data Pool that belong to at least two 
ESDTs. 

  

4 Manually alter the checksum values in the Data Pool database for at least 2 
granule files. 
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# Action Expected Result Notes 
5 Set the Last Verification time to null for 2 other granules.   
6 Set the Checksum Verification Status to “failed” for 2 granules.   
7 Run DPCV against Data Pool providing the list of granule IDs as input.   
8 Verify that the DPCV run completed successfully.   
9 Verify that DPCV performed checksum verification for all data files that 

belong to the list of granules in S-540-1. 
  

10 <i>The &amp;quot;Checksum origin was updated as “DPCV” for each 
affected file that had a null least checksum verification time.&amp;quot; 
should be removed</i> 

 #comment 

11 Verify that DPCV checksum verification was successful for those files whose 
checksum values were not altered in S-540-1. Verify the following in DPL 
database:    Checksum time was updated correctly for each affected file    
Checksum origin was updated as “DPCV” for each affected file that had a 
null last checksum verification time.    Checksum verification status was set 
to a success status. 

  

12 Verify that DPCV failed checksum verification for those files whose 
checksums have been altered as described in S-540-2. Verify the following in 
DPL database:    Checksum verification status was set to a failure status. 

  

13 Verify that DPCV logs an error message for each file that failed checksum 
verification, and that the error message includes information specified in the 
L4 requirement S-DPL-49180. 

  

14 Verify that the Last Verification time and status for the granules modified in 
S-540-3 was populated. 

  

15 Verify that the verification status was set to “success” for the granules 
modified in S-540-4. 

  

16 Verify that DPCV logs an error message for each file that failed checksum 
verification, and that the error message includes information specified in the 
L4 requirement S-DPL-49180 and S-DPL-49190. 

  

 
 
TEST DATA: 
any current collection group 
 
EXPECTED RESULTS: 
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1230 USE DATAACCESS DRILL DOWN TO SUBMIT HEG REQUEST (ECS-ECSTC-3640) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Go to the Data Access Testbed GUI   
2 Drill down on a collection that is enabled for ESI processing.   
3 Select a granule for HEG processing by clicking on the Order Form link.   
4 On the processing page, build a HEG request for the granule. Select the 

asynchronous request type. Fill in an email address. Submit the HEG request. 
  

5 Verify the requests completes successfully. Click on the &quot;Submit POST 
to EGI&quot; button 

Verify that a summary page of the 
order and the status is displayed. 

 

6 Verify an email with order status &quot;pending&quot; and another email 
with order status &quot;complete&quot; is sent to the email address entered 
on the processing tool page. 

  

7 Repeat steps 1 - 3.   
8 On the processing page, build a HEG request for the granule. Select the 

synchronous request type. Submit the HEG request. 
  

9 Verify the requests completes successfully. Click on the link for the External 
EGI Request URL. 

Verify that the order complete page is 
displayed. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1231 USE DATAACCESS DRILL DOWN TO SUBMIT GDAL REQUEST (ECS-ECSTC-3641) 

DESCRIPTION: 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 Go to the Data Access Testbed GUI   
2 Drill down on a collection that is enabled for ESI processing.   
3 Select a granule for GDAL processing by clicking on the Order Form link.   
4 On the processing page, build a GDAL request for the granule. Select the 

asynchronous request type. Fill in an email address. Submit the GDAL 
request. 

  

5 Verify the requests completes successfully. Click on the &quot;Submit POST 
to EGI&quot; button 

Verify that a summary page of the 
order and the status is displayed. 

 

6 Verify an email with order status &quot;pending&quot; and another email 
with order status &quot;complete&quot; is sent to the email address entered 
on the processing tool page. 

  

7 Repeat steps 1 - 3.   
8 On the processing page, build a GDAL request for the granule. Select the 

synchronous request type. Submit the GDAL request. 
  

9 Verify the requests completes successfully. Click on the link for the External 
EGI Request URL. 

Verify that the order complete page is 
displayed. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1232 USE DATAACCESS GUI TO CONFIGURE SERVICE FOR DATATYPES (ECS-ECSTC-3642) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Go to the DataAccess Configuration Interface GUI   
2 Under the Collection Configuration tab, right click on an ESDT. Select 

&quot;Configure New Service for Collection&quot; Add the GDAL, HEG, 
or GLAS service. 
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# Action Expected Result Notes 
3 Verify the service is added successfully.   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1233 DATAACCESS GDAL END TO END TESTING (ECS-ECSTC-3643) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Find a collection which is enabled for both HEG and GDAL processing in 

Data Access. Ensure that the service options forms have been uploaded to 
ECHO. 

  

2 Go to ECHO and add 3 granules from this collection to the cart.   
3 <i>NOTE: If it is grayed out, you will need to go back to the Collection 

Configuration tab of the DataAcces Configuration GUI and upload the echo 
form for the collection. Then, log into to the PUMP to update the virtual tags. 
This is done on the &quot;Service Entries&quot; page under &quot;Service 
Management&quot; in the &quot;Provider Context&quot; tab. To complete 
the process of updating the virtual tags, under the &quot;Virtual&quot; tab in 
the &quot;Tags&quot; section, select a DATASET (e.g. PVC_TS2). From 
the list of datatypes, verify that the datatype used for the test is checked, then 
upload the tag.</i> 

 #comment 

4 In the cart select &quot;perform service&quot;.   
5 Set different order options for each of the three granules:   
6 4a.  select HEG processing with GeoTiff as the output format   
7 4b. select GDAL processing with NetCDF as the output format   
8 4c. select GDAL processing with png as the output format   
9 Submit the requests and verify that they succeed.   
10 <i>NOTE: To view the netCDF output, go to  #comment 
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# Action Expected Result Notes 
http://www.giss.nasa.gov/tools/panoply/download_gen.html  to download 
and install the netCDF viewer called Panoply.</i> 

11 Verify that the output files were processed correctly by opening and viewing 
them. 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1234 INSTALL ESDTS WITH A VARIETY OF SPATIAL SEARCH TYPES (ECS-ECSTC-3644) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1   comment 
2 [Install ESDTs with a variety of spatial search types]   
3 Verify that the descriptor ODL files for the ESDT being installed are moved 

from the installation source directory into the configured descriptor directory. 
  

4 Prepare descriptor files for several (at least 5) ESDTs covering a variety of 
ESDT types described below, such that the descriptors conform to the ECS 
data model and the XML schema validation rules, guaranteeing successful 
ESDT installation.  Examples of such can be found in 
/sotestdata/DROP_721/DS_7E_01/Criteria/2030, and are listed as follows:    
1. ESDT descriptor with a spatial search attribute of Rectangle        
MOD09CMG.005        MYD09CMG.005    2. ESDT descriptor with a spatial 
search attribute of GPolygon        MOD14.005        MYD14.005    3. ESDT 
descriptor with a spatial search attribute of NotSupported        
AEPOE7W.001        PM1GBAD1.001    4. ESDT descriptor with a spatial 
search attribute of Orbit        AE_Land.002        AE_Rain.002    5. ESDT 
descriptor with a spatial search attribute of Point        g3bssp.007        
g3bt.007 

  

5 Ensure collections are not already installed.   
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# Action Expected Result Notes 
6 Ensure EcDsAmESDTMaint.properties has log.debug.level=XVERBOSE 

(for verification). 
  

7 Copy the descriptor files to the source directory (specified in the GUI).   
8 Verify that the descriptors are listed in the GUI.   
9 Get the current time to help search the logs.   
10 From the ESDT Maintenance GUI, select the ESDTs in the source directory 

and initiate installation. 
  

11 Upon completion of the ESDT installation, verify that the GUI displays a 
message indicating number of ESDTs successfully installed. 

  

12 Verify that the metadata elements provided in the descriptor files were 
validated by the XML Services library against the ESDR common schema, 
which conforms to the ECS data model.  If you have the ESDT Maintenance 
GUI debug level set to XVERBOSE, you should get a message something 
like the following in the ESDT Maintenance GUI 
log:EcsFileProcessor.validateXmlFile DsESDTMoMOD09A1.005.xmlOther 
than that, it might require looking at the actual code. 

  

13 <i>Are the descriptors supposed to be compared to XML schema?&lt;br 
/&gt;Should verify that the descriptors in the configured descriptors directory 
diff with the originals.&lt;br /&gt;Jon Pals:&lt;br /&gt;&lt;br 
/&gt;&amp;quot;     For Step 5, Yes, it is asking that you compare what is in 
the ODL ESDT&lt;br /&gt;descriptor file against the XML schema files.  For 
this, I suggest doing some&lt;br /&gt;random sampling.  Just take a few 
attributes from the ESDT descriptor file and&lt;br /&gt;find how those 
attributes are defined in the XML schema files.&amp;quot;&lt;br /&gt;Need 
an automated way to compare ODL descriptor files to XML schemas.&lt;br 
/&gt;</i> 

 #comment 

14 Verify by inspection that the element types and lengths in the descriptors 
match those stated in the ESDT common schema which in turn matches the 
ECS data model. The ESDT common schema is under: 
/usr/ecs/MODE/CUSTOM/WWW/DSS/ESDTMaint/WEB-
INF/lib/EcDsAmEsdtCommonSchemas.jar. 

  

15 <i>20130731t124819::f5dpl01v::cmshared::/stornext/smallfiles/TS3/mcf&lt;
br /&gt;$ find . -type f -mtime -1 | sed 's/..\([^#]*\)#\([^.]*\).*/\1.\2/'&lt;br 
/&gt;MOD09CMG.005&lt;br /&gt;MOD14.005&lt;br 
/&gt;MYD14.005&lt;br /&gt;MYD09CMG.005&lt;br 
/&gt;AE_Land.002&lt;br /&gt;AE_Rain.002&lt;br /&gt;g3bssp.007&lt;br 
/&gt;PM1GBAD1.001&lt;br /&gt;g3bt.007&lt;br /&gt;AEPOE7W.001&lt;br 
/&gt;</i> 

 #comment 
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# Action Expected Result Notes 
16 Verify that an MCF file is generated for each ESDT being installed, and 

stored into the configured MCF directory location( locations pulled from 
/custom/ecs/TS3/CUSTOM/cfg/EcDsAmESDTMaint.properties 
)descriptor.target.dir   = 
/stornext/smallfiles/TS3/descriptordescriptor.source.dir = 
/usr/ecs/TS3/CUSTOM/data/ESSmcf.target.dir             = 
/stornext/smallfiles/TS3/mcfarchive.metadata.dir  = 
/stornext/smallfiles/TS3/metadata 

  

17 <i>( Define &amp;quot;correct&amp;quot;: The MCFs should be a pretty 
close match with the&lt;br /&gt;INVENTORYMETADATA section and the 
ARCHIVEDMETADATA section in the ESDT&lt;br /&gt;descriptor file.  
The place where there should be a difference in in the&lt;br 
/&gt;AdditionalAttributes group.  The ProductSpecificMetadata group in the 
ESDT&lt;br /&gt;descriptor file is replaced with a generic 
AdditionalAttributes group in the&lt;br /&gt;MCF. )&lt;br /&gt;&lt;br 
/&gt;Within the INVENTORYMETADATA group, the 
ProductSpecificMetadata group from the descriptor file should be replaced 
with this AdditionalAttributes block in the MCF file:&lt;br /&gt;&lt;br /&gt;   
GROUP = AdditionalAttributes&lt;br /&gt;      OBJECT = 
AdditionalAttributesContainer&lt;br /&gt;         Data_Location = 
&amp;quot;NONE&amp;quot;&lt;br /&gt;         Mandatory = 
&amp;quot;FALSE&amp;quot;&lt;br /&gt;         CLASS = 
&amp;quot;M&amp;quot;&lt;br /&gt;         OBJECT = 
AdditionalAttributeName&lt;br /&gt;            Mandatory = 
&amp;quot;FALSE&amp;quot;&lt;br /&gt;            CLASS = 
&amp;quot;M&amp;quot;&lt;br /&gt;            Data_Location = 
&amp;quot;PGE&amp;quot;&lt;br /&gt;            NUM_VAL = 1&lt;br /&gt;     
TYPE = &amp;quot;STRING&amp;quot;&lt;br /&gt;         END_OBJECT = 
AdditionalAttributeName&lt;br /&gt;         GROUP = 
InformationContent&lt;br /&gt;            CLASS = 
&amp;quot;M&amp;quot;&lt;br /&gt;            OBJECT = 
ParameterValue&lt;br /&gt;               Mandatory = 
&amp;quot;FALSE&amp;quot;&lt;br /&gt;               Data_Location = 
&amp;quot;PGE&amp;quot;&lt;br /&gt;               NUM_VAL = 1&lt;br 
/&gt;               TYPE = &amp;quot;STRING&amp;quot;&lt;br /&gt;            
END_OBJECT = ParameterValue&lt;br /&gt;         END_GROUP = 
InformationContent&lt;br /&gt;      END_OBJECT = 
AdditionalAttributesContainer&lt;br /&gt;   END_GROUP = 
AdditionalAttributes&lt;br /&gt;MODIS MCF files should include the 

 #comment 
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# Action Expected Result Notes 
descriptor file's ARCHIVEDMETADATA group.&lt;br 
/&gt;AE_Land#002.MCF, AE_Rain#002.MCF, and  PM1GBAD1#001.MCF 
do not have this group&lt;br /&gt;</i> 

18 Verify that the generated MCF files are correct.   
19 Verify that an XML schema file (*.xsd) is generated for each ESDT being 

installed, and stored into the descriptors directory. 
  

20 <i>The &amp;quot;Inventory section&amp;quot; probably starts here:&lt;br 
/&gt;GROUP = INVENTORYMETADATA&lt;br /&gt;Jon Pals:&lt;br 
/&gt;&lt;br /&gt;     For Step 9, take a look at the 'Mandatory =' lines in the 
INVENTORYMETADATA section of the ESDT descriptor file and compare 
that with the ESDT's .xsd file in the 
/stornext/smallfiles/&amp;lt;MODE&amp;gt;/descriptor directory.  The 
INVENTORYMETADATA attributes with 'Mandatory = 
&amp;quot;FALSE&amp;quot;' lines should be listed in the .xsd file as 
having 'minOccurs=&amp;quot;0&amp;quot;'.  The 
INVENTORYMETADATA attributes with 'Mandatory = 
&amp;quot;TRUE&amp;quot;' lines should be listed in the .xsd file as having 
no 'minOccurs' or having a 'minOccurs=&amp;quot;1&amp;quot;'.&lt;br 
/&gt;</i> 

 #comment 

21 Verify that the generated XML schema files contain validation rules based 
upon the contents of the Inventory section of the Descriptor file and the 
default element rules. 

  

22 Verify that basic collection identification information and proper spatial 
search type have been added into the AIM Inventory database. 

  

23 <i>select aa.additionalattributename&lt;br /&gt;from amcollection c&lt;br 
/&gt;join dsmdcollectionaddnlattribsxref ax&lt;br /&gt;on c.collectionid = 
ax.collectionid&lt;br /&gt;join dsmdadditionalattributes aa&lt;br /&gt;on 
ax.attributeid = aa.attributeid&lt;br /&gt;where c.shortname = 
'${SHORTNAME}'&lt;br /&gt;and c.versionid = ${VERSIONID};&lt;br 
/&gt;</i> 

 #comment 

24 Verify that the PSA associations, if any, have been added into the AIM 
Inventory database. 

  

25 <i>Event qualifiers appear restricted to those defined in 
ecnbeventmetadataattrdef.attributename.&lt;br /&gt;EVENTPARMS: 
Extracted from descriptor file&lt;br /&gt;&lt;br /&gt;Online EVENTPARMS 
known by SSS will be added.&lt;br /&gt;&lt;br /&gt;-- What qualifiers does 
SSS know about?&lt;br /&gt;select *&lt;br /&gt;from 
ecnbeventmetadataattrdef&lt;br /&gt;where attributename in 

 #comment 
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# Action Expected Result Notes 
(${EVENTPARMS});&lt;br /&gt;&lt;br /&gt;-- What qualifiers were 
added?&lt;br /&gt;select attributename&lt;br /&gt;from 
ecnbeventattrxref&lt;br /&gt;where esdt_id = '${SHORTNAME}'&lt;br 
/&gt;and versionid = $VERSIONID;&lt;br /&gt;'RangeBeginningTime' and 
'RangeEndingTime' appear to get combined into 'GranuleTimeRange'.&lt;br 
/&gt;&lt;br /&gt;'RangeBeginningDate' and 'RangeEndingDate' appear to get 
combined into 'GranuleDateRange'.&lt;br /&gt;g3bssp.007 and g3bt.007 both 
lack date and time ranges, but both have GranuleTimeRange and 
GranuleDateRange in ecnbeventattrxref.&lt;br /&gt;example:&lt;br 
/&gt;select *&lt;br /&gt;from ecnbeventdefinition&lt;br /&gt;where (esdt_id 
= 'MOD14' and versionid = 5)&lt;br /&gt;or (esdt_id = 'MYD14' and 
versionid = 5)&lt;br /&gt;or (esdt_id = 'AEPOE7W' and versionid = 1)&lt;br 
/&gt;or (esdt_id = 'PM1GBAD1' and versionid = 1)&lt;br /&gt;or (esdt_id = 
'AE_Land' and versionid = 2)&lt;br /&gt;or (esdt_id = 'AE_Rain' and 
versionid = 2)&lt;br /&gt;or (esdt_id = 'MOD09CMG' and versionid = 
5)&lt;br /&gt;or (esdt_id = 'MYD09CMG' and versionid = 5)&lt;br /&gt;or 
(esdt_id = 'g3bssp' and versionid = 7)&lt;br /&gt;or (esdt_id = 'g3bt' and 
versionid = 7);&lt;br /&gt;&lt;br /&gt; eventtype |    esdt_id     | versionid | 
eventid&lt;br /&gt;-------------+---------------+------------+---------&lt;br /&gt; 
INSERT      | AE_Land      |         2     |&lt;br /&gt; INSERT      | AE_Rain       
|         2     |&lt;br /&gt; INSERT      | AEPOE7W    |         1     |&lt;br /&gt; 
INSERT      | MOD09CMG|         5     |&lt;br /&gt; INSERT      | MOD14       
|         5     |&lt;br /&gt; INSERT      | MYD09CMG |         5     |&lt;br /&gt; 
INSERT      | MYD14        |         5     |&lt;br /&gt; INSERT      | PM1GBAD1  
|         1     |&lt;br /&gt; INSERT      | g3bssp       |         7    |&lt;br /&gt; 
INSERT      | g3bt           |         7     |&lt;br /&gt;(10 rows)&lt;br /&gt;</i> 

26 Verify that an insert event, and event qualifiers are inserted into the Spatial 
Subscription Server database for each ESDT being installed. 

  

27 <i>The ESDTMaintenanceGUI.* logs include a timestamp in each log entry, 
but it's not clear when a request actually began.&lt;br /&gt;&lt;br /&gt;These 
lines from the debug log may be the beginning of a request:&lt;br /&gt;&lt;br 
/&gt;07.31.2013 12:02:09.563 : Thread ID [41] : VERBOSE : 
/usr/ecs/TS3/CUSTOM/data/ESS/DsESDTAmAE_Land.002.desc 
dataModelType is: ECS&lt;br /&gt;07.31.2013 12:02:09.563 : Thread ID 
[41] : VERBOSE : installing 
ESDT:/usr/ecs/TS3/CUSTOM/data/ESS/DsESDTAmAE_Land.002.desc&lt;
br /&gt;The action is not stated explicitly. In the debug log, one entry 
includes the word &amp;quot;installing&amp;quot;:&lt;br /&gt;&lt;br 
/&gt;07.31.2013 12:02:11.821 : Thread ID [41] : VERBOSE : installing 

 #comment 
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# Action Expected Result Notes 
ESDT:/usr/ecs/TS3/CUSTOM/data/ESS/DsESDTMoMOD09CMG.005.desc
&lt;br /&gt;The ShortName and Version ID are part of the descriptor 
filename. They appear in several other log entries, but it's not clear 
why:&lt;br /&gt;&lt;br /&gt;07.31.2013 12:02:09.651 : Thread ID [41] : 
VERBOSE : AbstractServiceImpl.setObject4CallableStmt() Param Index:10 
String Value:AE_Land.002 Type:12&lt;br /&gt;&lt;br /&gt;07.31.2013 
12:02:09.702 : Thread ID [41] : VERBOSE : 
AbstractServiceImpl.setObject4CallableStmt() Param Index:1 String 
Value:AE_Land Type:1&lt;br /&gt;07.31.2013 12:02:09.702 : Thread ID 
[41] : VERBOSE : AbstractServiceImpl.setObject4CallableStmt() Param 
Index:2 String Value:2 Type:4&lt;br /&gt;The debug log reports the 
successful installation like this:&lt;br /&gt;&lt;br /&gt;07.31.2013 
12:02:10.358 : Thread ID [41] : INFORMATION : 
InstallESDTPage:Successfully installed ESDT 
DsESDTAmAE_Land.002.desc&lt;br /&gt;The 
ESDTMaintenanceGUI.ops0.log contains very little information.&lt;br 
/&gt;Example:&lt;br /&gt;From 
/usr/ecs/TS3/CUSTOM/logs/ESDTMaintenanceGUI.debug0.log:&lt;br 
/&gt;&lt;br /&gt;time of the installation request:&lt;br /&gt;07.31.2013 
12:02:11.821 : Thread ID [41] : VERBOSE : installing 
ESDT:/usr/ecs/TS3/CUSTOM/data/ESS/DsESDTMoMOD09CMG.005.desc
&lt;br /&gt;&lt;br /&gt;action requested: (this shows the action taken)&lt;br 
/&gt;07.31.2013 12:02:11.821 : Thread ID [41] : VERBOSE : installing 
ESDT:/usr/ecs/TS3/CUSTOM/data/ESS/DsESDTMoMOD09CMG.005.desc
&lt;br /&gt;&lt;br /&gt;ShortName:&lt;br /&gt;07.31.2013 12:02:11.862 : 
Thread ID [41] : VERBOSE : AbstractServiceImpl.setObject4CallableStmt() 
Param Index:1 String Value:MOD09CMG Type:1&lt;br /&gt;&lt;br 
/&gt;Version ID:&lt;br /&gt;07.31.2013 12:02:11.862 : Thread ID [41] : 
VERBOSE : AbstractServiceImpl.setObject4CallableStmt() Param Index:4 
String Value:5 Type:4&lt;br /&gt;&lt;br /&gt;descriptor file name:&lt;br 
/&gt;07.31.2013 12:02:11.821 : Thread ID [41] : VERBOSE : installing 
ESDT:/usr/ecs/TS3/CUSTOM/data/ESS/DsESDTMoMOD09CMG.005.desc
&lt;br /&gt;&lt;br /&gt;result of the operation (successful):&lt;br 
/&gt;07.31.2013 12:02:12.215 : Thread ID [41] : INFORMATION : 
InstallESDTPage:Successfully installed ESDT 
DsESDTMoMOD09CMG.005.desc</i> 

28 Verify that the ESDT Maintenance GUI logs the processing activities 
including time of request, action requested, ESDT ShortName, Version ID, 
descriptor file name, and the result of the operation, in a configured log file. 

 comment 
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# Action Expected Result Notes 
29 Verification Instructions   
30 Verify that there are at least 5 descriptors that match the setup requirements 

in directory /sotestdata/DROP_721/DS_7E_01/Criteria/2030/.Verify that the 
value of the OBJECT = SpatialSearchType group is “rectangle”, “GPolygon”, 
“not supported”, “point”, or “orbit” accordingly:| ESDT                  | 
SpatialSearchType | Archiving DAAC || ACR3L2SC.001    | NotSupported        
| ASDC               || AEPOE7W.001     | NotSupported        | NSIDC              || 
AE_Land.002       | Orbit                     | NSIDC               || AE_Rain.002        | 
Orbit                     | NSIDC               || MB2LME.198       | Orbit                     | 
ASDC                || MIANRCCH.198    | NotSupported        | ASDC               || 
MIL2ASOS.198    | Orbit                     | ASDC                || MIL3DAE.198      | 
Rectangle               | ASDC               || MOD09CMG.005 | Rectangle              | 
LP DAAC            || MOD14.005        | GPolygon               | LP DAAC            
|| MOP02.003        | Rectangle               | ASDC               || MYD09CMG.005  
| Rectangle              | LP_DAAC           || MYD14.005         | GPolygon               
| LP DAAC           || PM1GBAD1.001   | NotSupported        | NSIDC               
|| TL3ATD.002        | Rectangle              | ASDC                || g3assp.004        | 
Point                     | ASDC                || g3atb.004          | Point                      | 
ASDC                | 

  

31 <i>Login to the ESDT Maintenance GUI.&lt;br /&gt;Ensure no test ESDT is 
currently installed.  If it is, delete its granules, clean up orphans, remove from 
the data pool (DPL GUI), and delete it (ESDT GUI).&lt;br /&gt;Click the 
&amp;quot;Install new ESDTs/Update existing ESDTs&amp;quot; 
button.&lt;br /&gt;Note the ESDT source directory.&lt;br /&gt;Copy the test 
ESDTs to the ESDT source directory.&lt;br /&gt;&lt;br /&gt;Login to the 
ESDT Maintenance GUI.&lt;br /&gt;Click the &amp;quot;Install new 
ESDTs/Update existing ESDTs&amp;quot; button.&lt;br /&gt;Select the test 
ESDTs.&lt;br /&gt;Click the &amp;quot;Proceed with 
installation/update&amp;quot; button.&lt;br /&gt;Wait for the screen to 
refresh.</i> 

 #comment 

32 Return to the ESDT List Page.Select the check box next to the descriptor 
names set up in setup step 1.Select the “Install new ESDTs/Update existing 
ESDTs” button.Note the wall clock time of the start of the installation for 
later verification in the logs.Note the number of descriptors selected. 

  

33 Verify that the GUI displays the number of descriptors installed is equal to 
the number of descriptors selected. 

  

34 Verify that the metadata elements provided in the descriptor files were 
validated by the XML validation utility by viewing its application log in the 
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# Action Expected Result Notes 
mode. Verify for each descriptor that no failures occurred. 

35 Select one descriptor from each part of setup step 1.   
36 Go to the directory where the generic descriptor schema is installed and view 

it. 
  

37 <i>What is the XML validation utility used, and where is its log?&lt;br 
/&gt;Where is &amp;quot;the directory where the generic descriptor schema 
is installed&amp;quot;?&lt;br /&gt;</i> 

 #comment 

38 Verify by inspection that rules for elements in the generic schema are 
executed correctly for corresponding elements in the descriptor.A similar 
comparison should be performed between the elements of the generic 
descriptor schema and the ECS data model. 

  

39 Verify by inspection that rules for elements in the generic schema are 
executed correctly for corresponding elements in the descriptor. 

  

40 <i>&amp;quot;A similar comparison should be performed between the 
elements of the generic descriptor schema and the ECS data 
model.&amp;quot;&lt;br /&gt;&lt;br /&gt;What does this mean?&lt;br 
/&gt;/usr/ecs/TS3/CUSTOM/logs/ESDTMaintenanceGUI.debug0.log shows 
the descriptor .xml and .xsd files are generated but not whether they are 
validated:&lt;br /&gt;&lt;br /&gt;07.31.2013 12:02:12.021 : Thread ID [41] : 
xmlsvcs.schemagen.EcAmDescSchemaGenImpl : VERBOSE : START 
generateDescriptorSchemaFromOdlDescriptor odlDescriptor: 
/usr/ecs/TS3/CUSTOM/data/ESS/DsESDTMoMOD09CMG.005.desc 
outputSchema: 
/stornext/smallfiles/TS3/descriptor/DsESDTMoMOD09CMG.005.xsd&lt;br 
/&gt;07.31.2013 12:02:12.021 : Thread ID [41] : 
xmlsvcs.schemagen.EcAmDescSchemaGenImpl : VERBOSE : START 
generateDescriptorXmlFile inputODLFile: 
/usr/ecs/TS3/CUSTOM/data/ESS/DsESDTMoMOD09CMG.005.desc 
outputXMLFile: 
/usr/ecs/TS3/CUSTOM/data/ESS/DsESDTMoMOD09CMG.005.desc.xml&lt
;br /&gt;07.31.2013 12:02:12.050 : Thread ID [41] : 
xmlsvcs.schemagen.EcAmDescSchemaGenImpl : VERBOSE : END 
generateDescriptorXmlFile inputODLFile: 
/usr/ecs/TS3/CUSTOM/data/ESS/DsESDTMoMOD09CMG.005.desc 
outputXMLFile: 
/usr/ecs/TS3/CUSTOM/data/ESS/DsESDTMoMOD09CMG.005.desc.xml&lt
;br /&gt;07.31.2013 12:02:12.051 : Thread ID [41] : 
xmlsvcs.schemagen.EcAmDescSchemaGenImpl : VERBOSE : START 

 #comment 
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generateDescriptorSchemaFromXmlDescriptor xmlDescriptor: 
/usr/ecs/TS3/CUSTOM/data/ESS/DsESDTMoMOD09CMG.005.desc.xml 
outputSchema: 
/stornext/smallfiles/TS3/descriptor/DsESDTMoMOD09CMG.005.xsd&lt;br 
/&gt;07.31.2013 12:02:12.051 : Thread ID [41] : 
xmlsvcs.schemagen.EcAmSchemaGenerator : INFORMATION : 
createESDTSchema START: XML descriptor - 
/usr/ecs/TS3/CUSTOM/data/ESS/DsESDTMoMOD09CMG.005.desc.xml, 
Schema - 
/stornext/smallfiles/TS3/descriptor/DsESDTMoMOD09CMG.005.xsd&lt;br 
/&gt;07.31.2013 12:02:12.154 : Thread ID [41] : 
xmlsvcs.schemagen.EcAmSchemaGenerator : INFORMATION : 
createESDTSchema DONE: XML descriptor - 
/usr/ecs/TS3/CUSTOM/data/ESS/DsESDTMoMOD09CMG.005.desc.xml, 
Schema - 
/stornext/smallfiles/TS3/descriptor/DsESDTMoMOD09CMG.005.xsd&lt;br 
/&gt;07.31.2013 12:02:12.155 : Thread ID [41] : 
xmlsvcs.schemagen.EcAmDescSchemaGenImpl : VERBOSE : END 
generateDescriptorSchemaFromXmlDescriptor xmlDescriptor: 
/usr/ecs/TS3/CUSTOM/data/ESS/DsESDTMoMOD09CMG.005.desc.xml 
outputSchema: 
/stornext/smallfiles/TS3/descriptor/DsESDTMoMOD09CMG.005.xsd&lt;br 
/&gt;07.31.2013 12:02:12.155 : Thread ID [41] : 
xmlsvcs.schemagen.EcAmDescSchemaGenImpl : VERBOSE : END 
generateDescriptorSchemaFromOdlDescriptor odlDescriptor: 
/usr/ecs/TS3/CUSTOM/data/ESS/DsESDTMoMOD09CMG.005.desc 
outputSchema: 
/stornext/smallfiles/TS3/descriptor/DsESDTMoMOD09CMG.005.xsd</i> 

41 Verify each element in the descriptor file that has a matching element in the 
generic schema gets added to the descriptor's .xsd file. 

  

42 <i>/custom/ecs/${MODE}/CUSTOM/cfg/EcDsAmESDTMaint.properties&lt
;br /&gt;mcf.target.dir=/stornext/smallfiles/${MODE}/mcf</i> 

 #comment 

43 Find the mcf target directory (parameter mcf.target.dir) in the 
EcAmMaintenanceGui.properties file.Change the directory to the ESDT 
specific subdirectory (probably 
/stornext/smallfiles/&lt;mode&gt;/mcf/).Perform an ls to verify that the mcf 
file is found.Repeat for each MCF file generated from the ESDT installation. 

  

44 Compare the descriptor file to the mcf file to verify that the MCF is correct.   
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# Action Expected Result Notes 
45 Change the directory to this directory (probably 

/stornext/smallfiles/&lt;mode&gt;/descriptor/). 
  

46 <i>/custom/ecs/${MODE}/CUSTOM/cfg/EcDsAmESDTMaint.properties&lt
;br /&gt;descriptor.target.dir=/stornext/smallfiles/${MODE}/descriptor</i> 

 #comment 

47 Perform an ls to verify that the schema file is found.   
48 Make a one to one comparison of the groups in the Inventory Section of the 

Descriptor file with the corresponding groups in the schema. 
  

49 Verify that the values of the descriptor are valid according to the rules in the 
schema. 

  

50 Find the descriptor source and target directory (parameters 
descriptor.source.dir and descriptor.target.dir) in the 
EcAmMaintenanceGui.properties file. 

  

51 Change to target directory (probably 
/stornext/smallfiles/&lt;mode&gt;/descriptor/). 

  

52 Perform an ls to verify that the descriptor file 
DsESDT&lt;ShortName&gt;.&lt;VersionId&gt;.desc is found.Repeat for 
each part descriptor installed in the setup step 1. 

  

53 Verify that the descriptor file was deleted in the source directory in the mode.   
54 Change to directory descriptor.source.dir.   
55 <i>/custom/ecs/${MODE}/CUSTOM/cfg/EcDsAmESDTMaint.properties&lt

;br /&gt;descriptor.source.dir=/usr/ecs/${MODE}/CUSTOM/data/ESS&lt;br 
/&gt;descriptor.target.dir=/stornext/smallfiles/${MODE}/descriptor&lt;br 
/&gt;This should be at least 2 steps.</i> 

 #comment 

56 Verify that the descriptor was deleted by using the ls command and finding 
no files matching the descriptor’s name.Also, repeat for each descriptor 
installed. 

  

57 In the AIM Inventory database, verify that the ShortName, VersionID, and 
insertTime are populated in the DsMdCollections table for each ESDT 
installed.    select ShortName, VersionID, insertTime    from 
DsMdCollections    where ShortName = “&lt;ShortName&gt;”    and 
VersionID= “&lt;VersionID&gt;” 

  

58 Verify that the spatial searchSearchType matches the one specified in the 
descriptor.    select configuredName, VersionID, spatialSearchType    from 
DsMdESDTConfiguredType    where configuredName = 
“&lt;shortName&gt;”    and VersionID = “VersionID” 

  

59 <i>select c.inserttime, esdt(c.shortname,c.versionid), c.collectionid,&lt;br 
/&gt;  c.spatialsearchtype, e.spatialsearchtype&lt;br /&gt;from amcollection 

 #comment 
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# Action Expected Result Notes 
c&lt;br /&gt;join dsgeesdtconfiguredtype e&lt;br /&gt;on c.shortname = 
e.configuredname and c.versionid = e.versionid&lt;br /&gt;where 
(c.shortname = '${SHORTNAME}' and c.versionid = 
${VERSIONID})&lt;br /&gt;or (c.shortname = '${SHORTNAME}' and 
c.versionid = ${VERSIONID})&lt;br /&gt;...&lt;br /&gt;order by 
c.spatialsearchtype, c.shortname, c.versionid;&lt;br 
/&gt;dsgeesdtconfiguredtype replaces DsMdESDTConfiguredType.&lt;br 
/&gt;select c.inserttime, esdt(c.shortname,c.versionid), c.collectionid,&lt;br 
/&gt;  c.spatialsearchtype, e.spatialsearchtype&lt;br /&gt;from amcollection 
c&lt;br /&gt;join dsgeesdtconfiguredtype e&lt;br /&gt;on c.shortname = 
e.configuredname and c.versionid = e.versionid&lt;br /&gt;where 
(c.shortname = 'MOD14' and c.versionid = 5)&lt;br /&gt;or (c.shortname = 
'MYD14' and c.versionid = 5)&lt;br /&gt;or (c.shortname = 'AEPOE7W' and 
c.versionid = 1)&lt;br /&gt;or (c.shortname = 'PM1GBAD1' and c.versionid 
= 1)&lt;br /&gt;or (c.shortname = 'AE_Land' and c.versionid = 2)&lt;br 
/&gt;or (c.shortname = 'AE_Rain' and c.versionid = 2)&lt;br /&gt;or 
(c.shortname = 'MOD09CMG' and c.versionid = 5)&lt;br /&gt;or 
(c.shortname = 'MYD09CMG' and c.versionid = 5)&lt;br /&gt;or 
(c.shortname = 'g3bssp' and c.versionid = 7)&lt;br /&gt;or (c.shortname = 
'g3bt' and c.versionid = 7)&lt;br /&gt;order by c.spatialsearchtype, 
c.shortname, c.versionid;&lt;br /&gt;&lt;br /&gt;                inserttime                
|         esdt          | collectionid | spatialsearchtype | spatialsearchtype&lt;br 
/&gt;-------------------------------------+--------------------+--------------+-----------
-----------+-------------------&lt;br /&gt; 2013-07-31 12:02:12.560421 | 
MOD14.005        |       198330 | GPolygon             | GPolygon&lt;br /&gt; 
2013-07-31 12:02:13.716981 | MYD14.005         |       198332 | GPolygon          
| GPolygon&lt;br /&gt; 2013-07-31 12:02:11.403874 | AEPOE7W.001    |       
198328 | NotSupported       | NotSupported&lt;br /&gt; 2013-07-31 
12:02:14.194661 | PM1GBAD1.001   |       198333 | NotSupported      | 
NotSupported&lt;br /&gt; 2013-07-31 12:02:09.656776 | AE_Land.002      |      
198326 | Orbit                    | Orbit&lt;br /&gt; 2013-07-31 12:02:10.765544 | 
AE_Rain.002       |       198327 | Orbit                    | Orbit&lt;br /&gt; 2013-
07-31 12:02:14.865666 | g3bssp.007       |       198334 | Point                    | 
Point&lt;br /&gt; 2013-07-31 12:02:15.367958 | g3bt.007            |       198335 
| Point                    | Point&lt;br /&gt; 2013-07-31 12:02:11.866531 | 
MOD09CMG.005 |       198329 | Rectangle             | Rectangle&lt;br /&gt; 
2013-07-31 12:02:13.12891   | MYD09CMG.005  |       198331 | Rectangle        
| Rectangle&lt;br /&gt;(10 rows)</i> 

60 Repeat for each installed ESDT.   
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# Action Expected Result Notes 
61 In another terminal log into the Spatial Subscription Server (SSS) 

database.View the &lt;ShortName&gt;.&lt;VersionId&gt; descriptor in the 
mode and find the INSERT object under the EVENT group in the 
descriptor.Under the EVENTPARMS object are a list of parameters which 
should be populated in the SSS database. 

  

62 Verify that the event was inserted into the EcNbEventDefinition table.    
select * from EcNbEventDefinition    where ESDT_Id in ( &lt;a quoted list of 
ShortNames of installed ESDTs&gt;) 

  

63 Verify that each parameter EVENTPARM parameter is populated in the SSS 
database .    select * from EcNbEventAttrXref    where ESDT_Id = 
“ShortName” 

  

64 Repeat this step for each descriptor installed   
65 Change directory to the log.dir directory of the mode.   
66 View the ESDT_Maint.log and search for the first ESDT installed.   
67 Verify the time of the installation request, the ShortName, Version ID, 

descriptor file name and the result of the operation (successful) is listed in the 
log file. 

  

68 <i>time of the installation request:&lt;br /&gt;07.31.2013 12:02:11.821 : 
Thread ID [41] : VERBOSE : installing 
ESDT:/usr/ecs/TS3/CUSTOM/data/ESS/DsESDTMoMOD09CMG.005.desc
&lt;br /&gt;&lt;br /&gt;ShortName:&lt;br /&gt;07.31.2013 12:02:11.862 : 
Thread ID [41] : VERBOSE : AbstractServiceImpl.setObject4CallableStmt() 
Param Index:1 String Value:MOD09CMG Type:1&lt;br /&gt;&lt;br 
/&gt;Version ID:&lt;br /&gt;07.31.2013 12:02:11.862 : Thread ID [41] : 
VERBOSE : AbstractServiceImpl.setObject4CallableStmt() Param Index:4 
String Value:5 Type:4&lt;br /&gt;&lt;br /&gt;descriptor file name:&lt;br 
/&gt;07.31.2013 12:02:11.821 : Thread ID [41] : VERBOSE : installing 
ESDT:/usr/ecs/TS3/CUSTOM/data/ESS/DsESDTMoMOD09CMG.005.desc
&lt;br /&gt;&lt;br /&gt;result of the operation (successful):&lt;br 
/&gt;07.31.2013 12:02:12.215 : Thread ID [41] : INFORMATION : 
InstallESDTPage:Successfully installed ESDT 
DsESDTMoMOD09CMG.005.desc</i> 

 #comment 

69 Repeat for each ESDT installed.   

 
 
TEST DATA: 
Any current data types 
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EXPECTED RESULTS: 
 

1235 QAUU: UPDATE BY ESDT AND TEMPORAL RANGE FOR SPECIFIC MEASURED 
PARAMETERS (ECS-ECSTC-3645) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1   comment 
2 [QAUU: Update by ESDT and temporal range for specific measured 

parameters] (See Criterion 3000 in DS_7E_01) 
  

3 Select an ESDT that has at least two measured parameters per granule. The 
ESDT has granules in AIM inventory, as well as in Data Pool, some of which 
are located in public Data Pool area, and others are in hidden Data Pool area. 
The ESDT MOD10A1 is a good choice. 

  

4 Set up an input file for the QA Update Utility to update the science quality 
flags of the ESDT for a temporal range, such that there are at least 10 
granules within the time range. Set the temporal range so that it matches the 
boundary of at least one of the granules acquisition times. Specify a valid 
email address for the originating SCF site as “Requester ID” in the input 
request file. Specify science QA flag values and explanation for at least 2 
measurement parameters. 

  

5 Name the input file such that it contains, as part of its file name, the 
following:(a) the correct ECS mode(b) a valid site name that is allowed to 
perform the QA update for the ESDT(c) the request time tag in the form 
YYYYMMDDHHMMSS(Note: Current QAMUT uses the following file 
naming 
convention:&lt;Mode&gt;_&lt;SiteName&gt;_QAUPDATE.&lt;YYYYMM
DDHHMMSS&gt;) 

 comment 

6 VERIFICATION   
7 Verify that the QA Update Utility displays the total number of granules that 

will be affected by this update and prompts for operator confirmation before 
performing the update. 

  



 

3283 
 

# Action Expected Result Notes 
8 Verify that upon completion of the QA update run, the operator can view the 

following information:    a. A list of affected granules identified by ESDT 
Short Name, Version ID, LGID, dbID, along with the measured parameters 
and the updated QA flag values    b. Total number of granules updated 

  

9 Verify that the granules listed are in the correct acquisition time range 
(inclusive of the boundary points) and the granule count is correct. 

  

10 Verify that the XML metadata files for each of the granules are updated 
correctly in the small file archive system. 

  

11 Specifically, verify that the QA flags and the corresponding explanation 
fields are updated correctly for the affected measured parameters. 

  

12 Verify the XML metadata files in the public Data Pool file systems are 
replaced by the corresponding updated XML metadata files in the small file 
archive system. 

  

13 Verify the XML metadata files in the hidden Data Pool area are NOT 
updated. 

  

14 Verify that the QA Update Utility appended the date and time of update 
accurate to the minute, to the explanation fields, and stored them in the 
corresponding metadata files in the small file archive system, as well as in the 
Data Pool database. 

  

15 Verify that the updated QA attributes for the affected granules are correctly 
updated in the Data Pool database. 

  

16 Verify that lastUpdatetime for each of the granules affected is updated 
correctly in the AIM Inventory database as well as in the Data Pool database 
using the system time. 

  

17 Verify that the QA update utility recorded the list of granules updated along 
with the updated QA values for the affected measured parameters in the AIM 
Inventory database (for use by BMGT) 

  

18 Verify that the QA update request file is moved into the configured 
completed request directory location. 

  

19 Verify that a history file is generated and stored in the QA_HISTORY_DIR 
directory, which contains the granule IDs (db IDs) along with the measured 
parameters, the QA values, and the corresponding explanation fields before 
and after the update for each granule updated. 

  

20 Verify that the QA update utility logged the processing activities including 
the following:    a. time stamp and PID are included in each log entry    b. the 
name of the request file is logged at the start of processing the update request    
c. Total number of granules requested.    d. Total number of granules updated.   
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# Action Expected Result Notes 
e. Run completion status 

21 Verify that the total number of granules requested is the same as the total 
number of granules updated. 

  

22 Verify that an email notification is sent to the configured “Reply-to” e-mail 
address for the originating site, as well as to the configured internal DAAC 
email address, and that it contains the following information:    a. The name 
of the request file processed.    b. Total number of granules specified in the 
request    c. Total number of granules updated. 

  

23 Verify that the total number of granules requested is the same as the total 
number of granules updated. 

  

24 Verify that a log file is created with a standard log file name in a configured 
log directory. 

 comment 

25 Verification Instructions  comment 
26 Note: Scripts to assist with this verification were created as part of the 

Integration Testing for QAUU. They should be stored in a safe location in the 
PVC for future use. 

  

27 Use DPL Ingest GUI to control whether the granules for an ESDT go to the 
data pool and whether they go to the public or hidden Data Pool area. 

  

28 From DPL Ingest GUI, Configuration, Data Types, configure this ESDT to be 
inserted into Data Pool and whether it’s public or not. 

  

29 Configure the ESDT as specified in the Test Data Requirement to be inserted 
into Data Pool public area, and ingest 5 granules. 

  

30 Configure the ESDT to be inserted into Data Pool but not public area, and 
ingest another 5 granules. 

  

31 Prepare a QA update request which updates the science quality flags of the 
specific measured parameters of the ESDT for a temporal range.See the 
QAUU 609 section &quot;4.8.9.3 Input File Format&quot; for the format of 
Request with Temporal 
Range:http://edhs1.gsfc.nasa.gov/waisdata/eed/pdf/609eed001_File_6.pdfThe 
measured parameters should be specified in the request file for this test. 

  

32 Specify some granules to have acquisition times at the exact boundary points 
of the temporal range. 

  

33 Specify the email address in the input request file.   
34 Put “From hliu@raytheon.com” as the first line of the request file for the 

request from LDOPE. 
  

35 Ensure that LDOPE_EMAIL_REPLY_ADDRESSES=hliu@eos.hitc.com is 
in the config file 
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# Action Expected Result Notes 
36 Specify science QA flag and explanations for at least 2 measured parameters.   
37 Name the QA Update Request file name with the following 

format:&lt;MODE&gt;_&lt;SITE&gt;_QAUPDATE.&lt;timestamp&gt; 
(example OPS_LDOPE_QAUPDATE.20010228122030) 

  

38 Copy the request file to QA_REQUEST_DIR directory.   
39 Run query SearchWithTemporalRange.ksh for each entry in the request 

file.Save the query results. 
  

40 Locate the granule XML files for the affected granules in the small file 
archive under 
/stornext/smallfiles/&lt;mode&gt;/metadata/&lt;ShortName.VersionID&gt;, 
and copy the XML files to a temporary location for later comparison. 

  

41 Check if there is a pre-created QAUU log file under 
/usr/ecs/&lt;mode&gt;/CUSTOM/logs, and remove it if any. 

  

42 Run EcAmQAUUStart &lt;MODE&gt; -file &lt;QAUpdate Request File&gt;   
43 Verify the total number of affected granules is displayed and correct by 

comparing with the number from the query in step 3, and confirm the 
updating after the prompt. 

  

44 Verify that the QAUU history file under 
/usr/ecs/&lt;mode&gt;/CUSTOM/data/DSS/AIM/QAUU/history contains the 
information about the affected granules and the log file contains total number 
of granules updated. 

  

45 Verify that the granules listed in QAUU history file are consistent with the 
granules returned from the query in step 3, and the granule count is correct 

  

46 Locate the XML files for the affected granules in 
/stornext/smallfiles/&lt;mode&gt;/metadata/&lt;ShortName.VersionID&gt;, 
compare with the original XML files using diff, and verify that the QA flags 
and explanations are updated correctly for the affected measured parameters. 

  

47 Locate the XML files for the affected granules in public data pool 
/datapool/&lt;MODE&gt;/user/&lt;FILE_SYSTEM&gt;/, and verify they are 
the same as the ones in the small file archive using diff. 

  

48 Locate the XML files for the affected granules in hidden data pool area 
/datapool/&lt;MODE&gt;/user/&lt;FILE_SYSTEM&gt;/.orderdata, and 
verify they are NOT updated by comparing with original XML files using 
diff and time stamps. 

  

49 View the updated XML files, and verify the ScienceFlagExplanation field has 
time tag accurate to the minute appended for the updated QAFlags. 

  

50 Query the Data Pool database GetDplMeasuredParameter.ksh &lt;dbID&gt;   
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# Action Expected Result Notes 
to verify the ScienceFlagExplanation field has time tag appended for the 
updated QAFlags 

51 Query the Data Pool database GetDplMeasuredParameter.ksh &lt;dbID&gt; 
to verify the QA flags and Explanations are correctly updated. 

  

52 Query the Inventory Database GetInDbLastUpdate.ksh &lt;dbID&gt; and the 
Data Pool database GetDplLastUpdate.ksh &lt;dbID&gt;, and verify that the 
lastUpdate is updated using the system time. 

  

53 Query the Inventory DatabaseGetInDbParamUpdHistory.ksh 
&lt;dbID&gt;and verify that the table recorded the information about the QA 
updates of the granules. 

  

54 Verify the QA Update Request file is moved from directory 
QA_REQUEST_DIR to QA_COMPLETED_REQUEST_DIR. 

  

55 Verity the history file is created under QA_HISTORY_DIR, and it contains 
the dbID, ParameterName, FlagName, OldQualityFlag, 
OldQualityFlagExplan, NewQualityFlag and NewQualityFlagExplan 

  

56 Verify the QA update utility log recorded the processing activities.   
57 Verify the email notification is sent to email addresses specified in 

DAAC_EMAIL_ ADDRESSES and LDOPE_ReplyAddress. 
  

58 Verify the email contains the correct information.   
59 Verify the QA Update Utility log file is created under 

/usr/ecs/&lt;MODE&gt;/CUSTOM/logs. 
  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1236 XML REPLACEMENT UTILITY:SUCCESSFULLY REPLACE A GRANULE METADATA FILE 
(ECS-ECSTC-3646) 

DESCRIPTION: 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1   comment 
2 [XML Replacement Utility:Successfully replace a granule metadata file]   
3 Identify a granule metadata file to replace.Query DsMdXMLFile and 

DsMdXMLPath in the inventory database for a metadata file.This should 
ensure us that the ESDT is installed and the xml schema is in the correct 
location. 

  

4 Go to the destination location and verify that the queried file exists and the 
permission allows cmshared to read and write. Also, open up the file to 
ensure the file is good. 

  

5 Copy the metadata file out and put it in a temporary place.IMPORTANT: Do 
not rename the copied out file, it must have the same name as the one in the 
destination directory 

  

6 Modify the copied out metadata file. Use the xml schema as a guide to help 
you select the attribute to modify. 

  

7 Go to the mode's utilities directory and executeEcDsAmXruStart -xmlfile 
&lt;absolute path of the modified metadata file&gt; 

 comment 

8 Verification:   
9 Verify that the modified file is removed from the source location   
10 Verify that the destination location contains the modified metadata file.   
11 Verify that the lastUpdate attribute is updated to a time close to when the 

replacement was executed. 
  

12 Verify that the granule's lastUpdate time in DsMdGranules is updated.   
13 Verify that a GRUPDATE event is inserted for the granule into the 

DsMdGrEventHistory table. 
  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
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1237 ON-LINE ARCHIVE REPAIR FROM NON-RESIDENT TAPE: DP_7F_01 CRITERION 320 (ECS-
ECSTC-3647) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1   comment 
2 [On-line Archive Repair from non-resident tape: DP_7F_01 Criterion 320] 

Create phantoms in the public and hidden Data Pool that satisfy the following 
conditions:    a. Turn at least ten (10) public science granules into phantoms 
including MISR, MODIS and ASTER granules by removing their science and 
XML files. At least one of these granules shall be in use for order purposes; 
remove its hidden links, as well.    b. At least one but not all of the science 
granules shall have a browse that is present in the public Data Pool.    c. At 
least two of the phantom science granules with browse shall also be missing 
their browse links from the Data Pool directories, including a MISR and a 
non-MISR granule.    d. One of the science granules shall have experienced a 
file name collision in the hidden Data Pool, that is, its file names shall have 
been suffixed during Data Pool insert. 

  

3 Also turn at least five (5) public Browse granules, including MISR, MODIS 
and ASTER browse into phantoms by removing their browse files from the 
public Data Pool. 

  

4 Save the removed XML and browse files for comparison during the test.   
5 Submit an on-line archive repair for these granules via the command line 

using the RestoreOlaFromTape utility, specifying the granules to be repaired 
in an input file; and request restoration of browse links that may be missing 
for granules whose files were restored (using the –restorelinks command line 
parameter). 

  

6 Ensure that the test requires access to granules on a tape that is resident in the 
silo as well as a tape that is not resident in the silo. 

  

7 Verify that all science granules that resided on tapes resident in the silo were 
repaired, i.e., their files are now in the correct public Data Pool locations and 
have the original file names 

  

8 Verify that the science granules that resided on tapes that were not resident in 
the silo were not repaired. 
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# Action Expected Result Notes 
9 Verify that the utility logs each of the granules that were not repaired, the 

reason for not repairing it, and the tape label. 
  

10 Verify that the utility exits with an exit code indicating the occurrence of 
errors. 

  

11 Verify that the utility sends a notice to the specified e-mail address indicating 
that a repair failed due to error, the nature of the repair, and the name and 
location of the log file. 

  

12 Make the missing tape resident in the silo and re-run the repair for the 
skipped granules. Verify that the remaining granules are now repaired 

  

13 Verify that the contents of all the restored XML files (including those 
referenced in V-6) match the contents of the original XML files. 

  

14 Verify that all browse granules were repaired and are present as jpeg files in 
their original disk location and with their original file names. 

  

15 Verify that the repaired jpeg files are identical to the original jpeg files.   
16 Verify that the missing browse links are restored.   
17 Verify that the hidden links required by the public granules in condition (a) 

that are also referenced by orders were restored. 
  

18 Verify that any files that were copied from the ECS tape archive into the Data 
Pool during the repair were checksummed and that the checksum is recorded 
in the Data Pool inventory. 

  

19 Verify that any files that were copied from the ECS browse archive into the 
Data Pool during the repair had their checksum verified. 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1238 USE THE DPL INGEST GUI TO CONFIGURE DATA PROVIDERS (ECS-ECSTC-3648) 

DESCRIPTION: 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 Description and Objectives: Verifies Data Providers can be configured using 

the DPL Ingest GUI 
  

2 [View Data Providers]   
3 As the ‘ingest admin’ operator, navigate to the Data Provider page on the 

Data Pool Ingest GUI. 
  

4 Verify that all provider information in the INGST CI database appears 
correctly on the Data Provider page. 

  

5 [Configure Data Providers]   
6 Edit existing provider information (if any) and define new providers to fulfill 

the following requirements:    At least one data provider should have an FTP 
notification method,    at least one data provider should have an scp 
notification method,    at least one data provider should have an email 
notification method,    at least one data provider should have a combination 
FTP/email notification method,    and at least one data provider should have a 
combination scp/email notification method.Scp type/cipher combinations to 
include in the test are:    F-secure/None;    OpenSSH/aes128;    
OpenSSH/3des.At least one provider must use active mode.At least one 
should use passive mode. 

  

7 Verify that the Data Pool Ingest GUI allows the ‘ingest admin’ operator to 
edit data provider information. 

  

8 Verify that the Data Pool Ingest GUI prompts the operator to confirm 
changes to existing data providers before saving this information. 

  

9 Verify that the ingest admin operator has the authorization to define new data 
providers (i.e., has access to the data provider pages on the Data Pool Ingest 
GUI, and that information entered by this operator is stored in the database.) 

  

10 Verify that the Data Pool Ingest GUI allows all information in S-DPL-16110 
to be entered. 

  

11 Verify that all of the notification methods in S-DPL-16150 can be entered or 
selected on the Data Pool Ingest GUI, as appropriate for the selected transfer 
method as per S-DPL-16110. 

  

12 For one provider with an FTP Notification method, verify that the Data Pool 
Ingest GUI allows the related FTP information to be entered (FTP host, 
destination directory, login id, password) 

  

13 Verify that the FTP password entered is not shown or stored in the clear.   
14 Verify that the FTP password entered is not shown in the Data Pool Ingest 

GUI log. 
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# Action Expected Result Notes 
15 For one provider with an email notification method, verify that the Data Pool 

Ingest GUI allows the related email address to be entered. 
  

16 Verify that the Data Pool Ingest GUI prompts the operator to confirm 
definitions of new data providers before saving this information. 

  

17 For one provider with an scp notification method, verify that the Data Pool 
Ingest GUI allows the related scp information to be entered (scp host, 
destination directory, login id, password, scp type, and cipher). 

  

18 Verify that the scp password entered is not shown or stored in the clear.   
19 Verify that the scp password entered is not shown in the Data Pool Ingest 

GUI log. 
  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

1239 INGEST SIPS GRANULES WITHOUT PUBLISHING TO THE DATA POOL (ECS-ECSTC-3649) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Description and Objectives: Verifies SIPS ingest without publishing to the 

Data Pool. This is the main regression test of DPL Ingest where all logging 
and ECS Service Host functionality should be tested. 

  

2 [SIPS Ingest, but not to public Data Pool]   
3 Filter the list of insert requests by request status SUCCESSFUL.   
4 Select one successful request from the filtered list where the collection in the 

request is configured not to be inserted into the public Data Pool. 
  

5 Verify that the request details are displayed on the Data Pool Ingest GUI, and 
include all information in S-DPL-16670. 

  

6 Verify that the request details include a list of all granules associated with the   
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# Action Expected Result Notes 
request, in the default order described in S-DPL-16690, and including all 
granule information listed in S-DPL-16690. 

7 Verify that all granules in the request are in a SUCCESSFUL state.   
8 Verify that the start and completion of PDR Validation, and the PDR 

Validation information in S-DPL-18345, are included in the application log 
for this request. 

  

9 Verify that the files for each granule in the request are transferred to a 
temporary directory on the file system configured for the collection. 

  

10 Verify that the files for each granule in the request are transferred using the 
configured transfer method. 

  

11 Verify that file transfers for all granules in the request were performed on one 
of the ECS platforms configured for that purpose. 

  

12 Verify that the start and completion of all file transfers, and the file transfer 
information in S-DPL-18350, are included in the application log for this 
request. 

  

13 Verify that the start and completion of ingest operations for the request, and 
all request information in S-DPL-18385, are included in the application log 
for this request. 

  

14 Verify that the start and completion of ingest operations for each granule in 
the request, and all granule information in S-DPL-18380, are included in the 
application log for this request. 

  

15 Verify that the Science granules in the request were inserted into a non-public 
directory on the Data Pool, and that all Data Pool inventory database 
information for non-public granules has been populated.  Also verify all 
Browse granules ingested in this test are PUBLIC (AmGranule(IsOrderOnly) 
is NULL and the AmBrowseOnlineFile contains at least one entry for each 
Browse.   Also verify the Browse JPEG files are stored in the appropriate 
public DataPool directory (as recorded in AmBrowseOnlineFile). 

  

16 Verify that queuing the Data Pool insert and all information in S-DPL-18375 
are included in the application log for this request. 

  

17 Verify that all granules in the request are copied to the ECS archive, to the 
archive locations and volume groups that are configured for the collection in 
the AIM database. This includes all primary, backup, forward processing and 
reprocessing volume groups. 

  

18 Verify that the start and completion of archiving operations for all granules in 
the request, and all granule archiving information in S-DPL-18366, appears 
in the Data Pool Ingest Service application log. 
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# Action Expected Result Notes 
19 Verify that the start and completion of archiving operations for all files in the 

request, and all file archiving information in S-DPL-18367, appears in the 
Data Pool Ingest Service application log. 

  

20 Verify that the ECS archive file names of all granules in the request are 
consistent with the internal file naming convention. (Verify that the file 
names contain the ECS granule id which is the same as the ECS granule id in 
the inventory database and identify the physical file format correctly. 

  

21 Verify that the archive write operations for the granule were executed on one 
of ECS service hosts configured for that purpose. 

  

22 Verify that the XML metadata file is copied into the appropriate directory in 
the small file archive. 

  

23 <i>Verify the AmGranule.ArchiveTime for this granule is after the 
timestamp of the granule data file in the stornext archive. We check the 
timestamp of the data file instead of xml metadata file here, because &lt;br 
/&gt;1). the xml file could be updated after archive, e.g. archive time update, 
browse linkage update. &lt;br /&gt;2). the xml file is copied to the archive 
from data pool at the same time when the data files are copied to archive.</i> 

 #comment 

24 Verify that the metadata for the granule is correctly inserted into the AIM 
database, and that the metadata was inserted in the AIM database AFTER the 
granule(s) in the request were copied to the ECS archive. 

  

25 Verify that the internal file(s) for the granule(s) are in the AIM metadata for 
the granule(s), and that this information is correct. 

  

26 Verify that the start and completion of metadata insert, and all metadata insert 
information in S-DPL-18370, appears in the Data Pool Ingest Service 
application log. 

  

27 Verify that an xml metadata file is stored in the non-public directory on the 
Data Pool for each granule in the request. 

  

28 Verify that the xml metadata file contents are correct for at least one granule 
of each ESDT used by the test. 

  

29 Verify that the ECSid of the granules in the request are stored in the 
&quot;aim&quot; schema, and in the Data Pool and AIM XML files. 

  

30 Verify that ALL browse granules ingested as part of the test are recorded as 
public in the AIM schema and that the required browse JPEG files are created 
in the correct location in the public data pool (as recorded in the aim schema). 
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TEST DATA: 
Any SIPS data type 
 
EXPECTED RESULTS: 
 

1240 INSTALL ESDTS WITH A VARIETY OF SPATIAL SEARCH TYPES (ECS-ECSTC-3650) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>comment</i>  #comment 
2 [Install ESDTs with a variety of spatial search types]   
3 Verify that the descriptor ODL files for the ESDT being installed are moved 

from the installation source directory into the configured descriptor directory. 
  

4 Prepare descriptor files for several (at least 5) ESDTs covering a variety of 
ESDT types described below, such that the descriptors conform to the ECS 
data model and the XML schema validation rules, guaranteeing successful 
ESDT installation.  Examples of such can be found in 
/sotestdata/DROP_721/DS_7E_01/Criteria/2030, and are listed as follows:    
1. ESDT descriptor with a spatial search attribute of Rectangle        
MOD09CMG.005        MYD09CMG.005    2. ESDT descriptor with a spatial 
search attribute of GPolygon        MOD14.005        MYD14.005    3. ESDT 
descriptor with a spatial search attribute of NotSupported        
AEPOE7W.001        PM1GBAD1.001    4. ESDT descriptor with a spatial 
search attribute of Orbit        AE_Land.002        AE_Rain.002    5. ESDT 
descriptor with a spatial search attribute of Point        g3bssp.007        
g3bt.007 

  

5 Ensure collections are not already installed.   
6 Ensure EcDsAmESDTMaint.properties has log.debug.level=XVERBOSE 

(for verification). 
  

7 Copy the descriptor files to the source directory (specified in the GUI).   
8 Verify that the descriptors are listed in the GUI.   
9 Get the current time to help search the logs.   
10 From the ESDT Maintenance GUI, select the ESDTs in the source directory   
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# Action Expected Result Notes 
and initiate installation. 

11 Upon completion of the ESDT installation, verify that the GUI displays a 
message indicating number of ESDTs successfully installed. 

  

12 Verify that the metadata elements provided in the descriptor files were 
validated by the XML Services library against the ESDR common schema, 
which conforms to the ECS data model.  If you have the ESDT Maintenance 
GUI debug level set to XVERBOSE, you should get a message something 
like the following in the ESDT Maintenance GUI 
log:EcsFileProcessor.validateXmlFile DsESDTMoMOD09A1.005.xmlOther 
than that, it might require looking at the actual code. 

  

13 <i>Are the descriptors supposed to be compared to XML schema?&lt;br 
/&gt;Should verify that the descriptors in the configured descriptors directory 
diff with the originals.&lt;br /&gt;Jon Pals:&lt;br /&gt;&lt;br 
/&gt;&amp;quot;     For Step 5, Yes, it is asking that you compare what is in 
the ODL ESDT&lt;br /&gt;descriptor file against the XML schema files.  For 
this, I suggest doing some&lt;br /&gt;random sampling.  Just take a few 
attributes from the ESDT descriptor file and&lt;br /&gt;find how those 
attributes are defined in the XML schema files.&amp;quot;&lt;br /&gt;Need 
an automated way to compare ODL descriptor files to XML schemas.&lt;br 
/&gt;</i> 

 #comment 

14 Verify by inspection that the element types and lengths in the descriptors 
match those stated in the ESDT common schema which in turn matches the 
ECS data model. The ESDT common schema is under: 
/usr/ecs/MODE/CUSTOM/WWW/DSS/ESDTMaint/WEB-
INF/lib/EcDsAmEsdtCommonSchemas.jar. 

  

15 <i>20130731t124819::f5dpl01v::cmshared::/stornext/smallfiles/TS3/mcf&lt;
br /&gt;$ find . -type f -mtime -1 | sed 's/..\([^#]*\)#\([^.]*\).*/\1.\2/'&lt;br 
/&gt;MOD09CMG.005&lt;br /&gt;MOD14.005&lt;br 
/&gt;MYD14.005&lt;br /&gt;MYD09CMG.005&lt;br 
/&gt;AE_Land.002&lt;br /&gt;AE_Rain.002&lt;br /&gt;g3bssp.007&lt;br 
/&gt;PM1GBAD1.001&lt;br /&gt;g3bt.007&lt;br /&gt;AEPOE7W.001&lt;br 
/&gt;</i> 

 #comment 

16 Verify that an MCF file is generated for each ESDT being installed, and 
stored into the configured MCF directory location( locations pulled from 
/custom/ecs/TS3/CUSTOM/cfg/EcDsAmESDTMaint.properties 
)descriptor.target.dir   = 
/stornext/smallfiles/TS3/descriptordescriptor.source.dir = 
/usr/ecs/TS3/CUSTOM/data/ESSmcf.target.dir             = 
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# Action Expected Result Notes 
/stornext/smallfiles/TS3/mcfarchive.metadata.dir  = 
/stornext/smallfiles/TS3/metadata 

17 <i>( Define &amp;quot;correct&amp;quot;: The MCFs should be a pretty 
close match with the&lt;br /&gt;INVENTORYMETADATA section and the 
ARCHIVEDMETADATA section in the ESDT&lt;br /&gt;descriptor file.  
The place where there should be a difference in in the&lt;br 
/&gt;AdditionalAttributes group.  The ProductSpecificMetadata group in the 
ESDT&lt;br /&gt;descriptor file is replaced with a generic 
AdditionalAttributes group in the&lt;br /&gt;MCF. )&lt;br /&gt;&lt;br 
/&gt;Within the INVENTORYMETADATA group, the 
ProductSpecificMetadata group from the descriptor file should be replaced 
with this AdditionalAttributes block in the MCF file:&lt;br /&gt;&lt;br /&gt;   
GROUP = AdditionalAttributes&lt;br /&gt;      OBJECT = 
AdditionalAttributesContainer&lt;br /&gt;         Data_Location = 
&amp;quot;NONE&amp;quot;&lt;br /&gt;         Mandatory = 
&amp;quot;FALSE&amp;quot;&lt;br /&gt;         CLASS = 
&amp;quot;M&amp;quot;&lt;br /&gt;         OBJECT = 
AdditionalAttributeName&lt;br /&gt;            Mandatory = 
&amp;quot;FALSE&amp;quot;&lt;br /&gt;            CLASS = 
&amp;quot;M&amp;quot;&lt;br /&gt;            Data_Location = 
&amp;quot;PGE&amp;quot;&lt;br /&gt;            NUM_VAL = 1&lt;br /&gt;     
TYPE = &amp;quot;STRING&amp;quot;&lt;br /&gt;         END_OBJECT = 
AdditionalAttributeName&lt;br /&gt;         GROUP = 
InformationContent&lt;br /&gt;            CLASS = 
&amp;quot;M&amp;quot;&lt;br /&gt;            OBJECT = 
ParameterValue&lt;br /&gt;               Mandatory = 
&amp;quot;FALSE&amp;quot;&lt;br /&gt;               Data_Location = 
&amp;quot;PGE&amp;quot;&lt;br /&gt;               NUM_VAL = 1&lt;br 
/&gt;               TYPE = &amp;quot;STRING&amp;quot;&lt;br /&gt;            
END_OBJECT = ParameterValue&lt;br /&gt;         END_GROUP = 
InformationContent&lt;br /&gt;      END_OBJECT = 
AdditionalAttributesContainer&lt;br /&gt;   END_GROUP = 
AdditionalAttributes&lt;br /&gt;MODIS MCF files should include the 
descriptor file's ARCHIVEDMETADATA group.&lt;br 
/&gt;AE_Land#002.MCF, AE_Rain#002.MCF, and  PM1GBAD1#001.MCF 
do not have this group&lt;br /&gt;</i> 

 #comment 

18 Verify that the generated MCF files are correct.   
19 Verify that an XML schema file (*.xsd) is generated for each ESDT being   
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# Action Expected Result Notes 
installed, and stored into the descriptors directory. 

20 <i>The &amp;quot;Inventory section&amp;quot; probably starts here:&lt;br 
/&gt;GROUP = INVENTORYMETADATA&lt;br /&gt;Jon Pals:&lt;br 
/&gt;&lt;br /&gt;     For Step 9, take a look at the 'Mandatory =' lines in the 
INVENTORYMETADATA section of the ESDT descriptor file and compare 
that with the ESDT's .xsd file in the 
/stornext/smallfiles/&amp;lt;MODE&amp;gt;/descriptor directory.  The 
INVENTORYMETADATA attributes with 'Mandatory = 
&amp;quot;FALSE&amp;quot;' lines should be listed in the .xsd file as 
having 'minOccurs=&amp;quot;0&amp;quot;'.  The 
INVENTORYMETADATA attributes with 'Mandatory = 
&amp;quot;TRUE&amp;quot;' lines should be listed in the .xsd file as having 
no 'minOccurs' or having a 'minOccurs=&amp;quot;1&amp;quot;'.&lt;br 
/&gt;</i> 

 #comment 

21 Verify that the generated XML schema files contain validation rules based 
upon the contents of the Inventory section of the Descriptor file and the 
default element rules. 

  

22 Verify that basic collection identification information and proper spatial 
search type have been added into the AIM Inventory database. 

  

23 <i>select aa.additionalattributename&lt;br /&gt;from amcollection c&lt;br 
/&gt;join dsmdcollectionaddnlattribsxref ax&lt;br /&gt;on c.collectionid = 
ax.collectionid&lt;br /&gt;join dsmdadditionalattributes aa&lt;br /&gt;on 
ax.attributeid = aa.attributeid&lt;br /&gt;where c.shortname = 
'${SHORTNAME}'&lt;br /&gt;and c.versionid = ${VERSIONID};&lt;br 
/&gt;</i> 

 #comment 

24 Verify that the PSA associations, if any, have been added into the AIM 
Inventory database. 

  

25 <i>Event qualifiers appear restricted to those defined in 
ecnbeventmetadataattrdef.attributename.&lt;br /&gt;EVENTPARMS: 
Extracted from descriptor file&lt;br /&gt;&lt;br /&gt;Online EVENTPARMS 
known by SSS will be added.&lt;br /&gt;&lt;br /&gt;-- What qualifiers does 
SSS know about?&lt;br /&gt;select *&lt;br /&gt;from 
ecnbeventmetadataattrdef&lt;br /&gt;where attributename in 
(${EVENTPARMS});&lt;br /&gt;&lt;br /&gt;-- What qualifiers were 
added?&lt;br /&gt;select attributename&lt;br /&gt;from 
ecnbeventattrxref&lt;br /&gt;where esdt_id = '${SHORTNAME}'&lt;br 
/&gt;and versionid = $VERSIONID;&lt;br /&gt;'RangeBeginningTime' and 
'RangeEndingTime' appear to get combined into 'GranuleTimeRange'.&lt;br 

 #comment 
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# Action Expected Result Notes 
/&gt;&lt;br /&gt;'RangeBeginningDate' and 'RangeEndingDate' appear to get 
combined into 'GranuleDateRange'.&lt;br /&gt;g3bssp.007 and g3bt.007 both 
lack date and time ranges, but both have GranuleTimeRange and 
GranuleDateRange in ecnbeventattrxref.&lt;br /&gt;example:&lt;br 
/&gt;select *&lt;br /&gt;from ecnbeventdefinition&lt;br /&gt;where (esdt_id 
= 'MOD14' and versionid = 5)&lt;br /&gt;or (esdt_id = 'MYD14' and 
versionid = 5)&lt;br /&gt;or (esdt_id = 'AEPOE7W' and versionid = 1)&lt;br 
/&gt;or (esdt_id = 'PM1GBAD1' and versionid = 1)&lt;br /&gt;or (esdt_id = 
'AE_Land' and versionid = 2)&lt;br /&gt;or (esdt_id = 'AE_Rain' and 
versionid = 2)&lt;br /&gt;or (esdt_id = 'MOD09CMG' and versionid = 
5)&lt;br /&gt;or (esdt_id = 'MYD09CMG' and versionid = 5)&lt;br /&gt;or 
(esdt_id = 'g3bssp' and versionid = 7)&lt;br /&gt;or (esdt_id = 'g3bt' and 
versionid = 7);&lt;br /&gt;&lt;br /&gt; eventtype |    esdt_id     | versionid | 
eventid&lt;br /&gt;-------------+---------------+------------+---------&lt;br /&gt; 
INSERT      | AE_Land      |         2     |&lt;br /&gt; INSERT      | AE_Rain       
|         2     |&lt;br /&gt; INSERT      | AEPOE7W    |         1     |&lt;br /&gt; 
INSERT      | MOD09CMG|         5     |&lt;br /&gt; INSERT      | MOD14       
|         5     |&lt;br /&gt; INSERT      | MYD09CMG |         5     |&lt;br /&gt; 
INSERT      | MYD14        |         5     |&lt;br /&gt; INSERT      | PM1GBAD1  
|         1     |&lt;br /&gt; INSERT      | g3bssp       |         7    |&lt;br /&gt; 
INSERT      | g3bt           |         7     |&lt;br /&gt;(10 rows)&lt;br /&gt;</i> 

26 Verify that an insert event, and event qualifiers are inserted into the Spatial 
Subscription Server database for each ESDT being installed. 

  

27 <i>The ESDTMaintenanceGUI.* logs include a timestamp in each log entry, 
but it's not clear when a request actually began.&lt;br /&gt;&lt;br /&gt;These 
lines from the debug log may be the beginning of a request:&lt;br /&gt;&lt;br 
/&gt;07.31.2013 12:02:09.563 : Thread ID [41] : VERBOSE : 
/usr/ecs/TS3/CUSTOM/data/ESS/DsESDTAmAE_Land.002.desc 
dataModelType is: ECS&lt;br /&gt;07.31.2013 12:02:09.563 : Thread ID 
[41] : VERBOSE : installing 
ESDT:/usr/ecs/TS3/CUSTOM/data/ESS/DsESDTAmAE_Land.002.desc&lt;
br /&gt;The action is not stated explicitly. In the debug log, one entry 
includes the word &amp;quot;installing&amp;quot;:&lt;br /&gt;&lt;br 
/&gt;07.31.2013 12:02:11.821 : Thread ID [41] : VERBOSE : installing 
ESDT:/usr/ecs/TS3/CUSTOM/data/ESS/DsESDTMoMOD09CMG.005.desc
&lt;br /&gt;The ShortName and Version ID are part of the descriptor 
filename. They appear in several other log entries, but it's not clear 
why:&lt;br /&gt;&lt;br /&gt;07.31.2013 12:02:09.651 : Thread ID [41] : 
VERBOSE : AbstractServiceImpl.setObject4CallableStmt() Param Index:10 

 #comment 
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# Action Expected Result Notes 
String Value:AE_Land.002 Type:12&lt;br /&gt;&lt;br /&gt;07.31.2013 
12:02:09.702 : Thread ID [41] : VERBOSE : 
AbstractServiceImpl.setObject4CallableStmt() Param Index:1 String 
Value:AE_Land Type:1&lt;br /&gt;07.31.2013 12:02:09.702 : Thread ID 
[41] : VERBOSE : AbstractServiceImpl.setObject4CallableStmt() Param 
Index:2 String Value:2 Type:4&lt;br /&gt;The debug log reports the 
successful installation like this:&lt;br /&gt;&lt;br /&gt;07.31.2013 
12:02:10.358 : Thread ID [41] : INFORMATION : 
InstallESDTPage:Successfully installed ESDT 
DsESDTAmAE_Land.002.desc&lt;br /&gt;The 
ESDTMaintenanceGUI.ops0.log contains very little information.&lt;br 
/&gt;Example:&lt;br /&gt;From 
/usr/ecs/TS3/CUSTOM/logs/ESDTMaintenanceGUI.debug0.log:&lt;br 
/&gt;&lt;br /&gt;time of the installation request:&lt;br /&gt;07.31.2013 
12:02:11.821 : Thread ID [41] : VERBOSE : installing 
ESDT:/usr/ecs/TS3/CUSTOM/data/ESS/DsESDTMoMOD09CMG.005.desc
&lt;br /&gt;&lt;br /&gt;action requested: (this shows the action taken)&lt;br 
/&gt;07.31.2013 12:02:11.821 : Thread ID [41] : VERBOSE : installing 
ESDT:/usr/ecs/TS3/CUSTOM/data/ESS/DsESDTMoMOD09CMG.005.desc
&lt;br /&gt;&lt;br /&gt;ShortName:&lt;br /&gt;07.31.2013 12:02:11.862 : 
Thread ID [41] : VERBOSE : AbstractServiceImpl.setObject4CallableStmt() 
Param Index:1 String Value:MOD09CMG Type:1&lt;br /&gt;&lt;br 
/&gt;Version ID:&lt;br /&gt;07.31.2013 12:02:11.862 : Thread ID [41] : 
VERBOSE : AbstractServiceImpl.setObject4CallableStmt() Param Index:4 
String Value:5 Type:4&lt;br /&gt;&lt;br /&gt;descriptor file name:&lt;br 
/&gt;07.31.2013 12:02:11.821 : Thread ID [41] : VERBOSE : installing 
ESDT:/usr/ecs/TS3/CUSTOM/data/ESS/DsESDTMoMOD09CMG.005.desc
&lt;br /&gt;&lt;br /&gt;result of the operation (successful):&lt;br 
/&gt;07.31.2013 12:02:12.215 : Thread ID [41] : INFORMATION : 
InstallESDTPage:Successfully installed ESDT 
DsESDTMoMOD09CMG.005.desc</i> 

28 Verify that the ESDT Maintenance GUI logs the processing activities 
including time of request, action requested, ESDT ShortName, Version ID, 
descriptor file name, and the result of the operation, in a configured log file. 

 comment 

29 Verification Instructions   
30 Verify that there are at least 5 descriptors that match the setup requirements 

in directory /sotestdata/DROP_721/DS_7E_01/Criteria/2030/.Verify that the 
value of the OBJECT = SpatialSearchType group is “rectangle”, “GPolygon”, 
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# Action Expected Result Notes 
“not supported”, “point”, or “orbit” accordingly:| ESDT                  | 
SpatialSearchType | Archiving DAAC || ACR3L2SC.001    | NotSupported        
| ASDC               || AEPOE7W.001     | NotSupported        | NSIDC              || 
AE_Land.002       | Orbit                     | NSIDC               || AE_Rain.002        | 
Orbit                     | NSIDC               || MB2LME.198       | Orbit                     | 
ASDC                || MIANRCCH.198    | NotSupported        | ASDC               || 
MIL2ASOS.198    | Orbit                     | ASDC                || MIL3DAE.198      | 
Rectangle               | ASDC               || MOD09CMG.005 | Rectangle              | 
LP DAAC            || MOD14.005        | GPolygon               | LP DAAC            
|| MOP02.003        | Rectangle               | ASDC               || MYD09CMG.005  
| Rectangle              | LP_DAAC           || MYD14.005         | GPolygon               
| LP DAAC           || PM1GBAD1.001   | NotSupported        | NSIDC               
|| TL3ATD.002        | Rectangle              | ASDC                || g3assp.004        | 
Point                     | ASDC                || g3atb.004          | Point                      | 
ASDC                | 

31 <i>Login to the ESDT Maintenance GUI.&lt;br /&gt;Ensure no test ESDT is 
currently installed.  If it is, delete its granules, clean up orphans, remove from 
the data pool (DPL GUI), and delete it (ESDT GUI).&lt;br /&gt;Click the 
&amp;quot;Install new ESDTs/Update existing ESDTs&amp;quot; 
button.&lt;br /&gt;Note the ESDT source directory.&lt;br /&gt;Copy the test 
ESDTs to the ESDT source directory.&lt;br /&gt;&lt;br /&gt;Login to the 
ESDT Maintenance GUI.&lt;br /&gt;Click the &amp;quot;Install new 
ESDTs/Update existing ESDTs&amp;quot; button.&lt;br /&gt;Select the test 
ESDTs.&lt;br /&gt;Click the &amp;quot;Proceed with 
installation/update&amp;quot; button.&lt;br /&gt;Wait for the screen to 
refresh.</i> 

 #comment 

32 Return to the ESDT List Page.Select the check box next to the descriptor 
names set up in setup step 1.Select the “Install new ESDTs/Update existing 
ESDTs” button.Note the wall clock time of the start of the installation for 
later verification in the logs.Note the number of descriptors selected. 

  

33 Verify that the GUI displays the number of descriptors installed is equal to 
the number of descriptors selected. 

  

34 Verify that the metadata elements provided in the descriptor files were 
validated by the XML validation utility by viewing its application log in the 
mode. Verify for each descriptor that no failures occurred. 

  

35 Select one descriptor from each part of setup step 1.   
36 Go to the directory where the generic descriptor schema is installed and view 

it. 
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# Action Expected Result Notes 
37 <i>What is the XML validation utility used, and where is its log?&lt;br 

/&gt;Where is &amp;quot;the directory where the generic descriptor schema 
is installed&amp;quot;?&lt;br /&gt;</i> 

 #comment 

38 Verify by inspection that rules for elements in the generic schema are 
executed correctly for corresponding elements in the descriptor.A similar 
comparison should be performed between the elements of the generic 
descriptor schema and the ECS data model. 

  

39 Verify by inspection that rules for elements in the generic schema are 
executed correctly for corresponding elements in the descriptor. 

  

40 <i>&amp;quot;A similar comparison should be performed between the 
elements of the generic descriptor schema and the ECS data 
model.&amp;quot;&lt;br /&gt;&lt;br /&gt;What does this mean?&lt;br 
/&gt;/usr/ecs/TS3/CUSTOM/logs/ESDTMaintenanceGUI.debug0.log shows 
the descriptor .xml and .xsd files are generated but not whether they are 
validated:&lt;br /&gt;&lt;br /&gt;07.31.2013 12:02:12.021 : Thread ID [41] : 
xmlsvcs.schemagen.EcAmDescSchemaGenImpl : VERBOSE : START 
generateDescriptorSchemaFromOdlDescriptor odlDescriptor: 
/usr/ecs/TS3/CUSTOM/data/ESS/DsESDTMoMOD09CMG.005.desc 
outputSchema: 
/stornext/smallfiles/TS3/descriptor/DsESDTMoMOD09CMG.005.xsd&lt;br 
/&gt;07.31.2013 12:02:12.021 : Thread ID [41] : 
xmlsvcs.schemagen.EcAmDescSchemaGenImpl : VERBOSE : START 
generateDescriptorXmlFile inputODLFile: 
/usr/ecs/TS3/CUSTOM/data/ESS/DsESDTMoMOD09CMG.005.desc 
outputXMLFile: 
/usr/ecs/TS3/CUSTOM/data/ESS/DsESDTMoMOD09CMG.005.desc.xml&lt
;br /&gt;07.31.2013 12:02:12.050 : Thread ID [41] : 
xmlsvcs.schemagen.EcAmDescSchemaGenImpl : VERBOSE : END 
generateDescriptorXmlFile inputODLFile: 
/usr/ecs/TS3/CUSTOM/data/ESS/DsESDTMoMOD09CMG.005.desc 
outputXMLFile: 
/usr/ecs/TS3/CUSTOM/data/ESS/DsESDTMoMOD09CMG.005.desc.xml&lt
;br /&gt;07.31.2013 12:02:12.051 : Thread ID [41] : 
xmlsvcs.schemagen.EcAmDescSchemaGenImpl : VERBOSE : START 
generateDescriptorSchemaFromXmlDescriptor xmlDescriptor: 
/usr/ecs/TS3/CUSTOM/data/ESS/DsESDTMoMOD09CMG.005.desc.xml 
outputSchema: 
/stornext/smallfiles/TS3/descriptor/DsESDTMoMOD09CMG.005.xsd&lt;br 

 #comment 
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/&gt;07.31.2013 12:02:12.051 : Thread ID [41] : 
xmlsvcs.schemagen.EcAmSchemaGenerator : INFORMATION : 
createESDTSchema START: XML descriptor - 
/usr/ecs/TS3/CUSTOM/data/ESS/DsESDTMoMOD09CMG.005.desc.xml, 
Schema - 
/stornext/smallfiles/TS3/descriptor/DsESDTMoMOD09CMG.005.xsd&lt;br 
/&gt;07.31.2013 12:02:12.154 : Thread ID [41] : 
xmlsvcs.schemagen.EcAmSchemaGenerator : INFORMATION : 
createESDTSchema DONE: XML descriptor - 
/usr/ecs/TS3/CUSTOM/data/ESS/DsESDTMoMOD09CMG.005.desc.xml, 
Schema - 
/stornext/smallfiles/TS3/descriptor/DsESDTMoMOD09CMG.005.xsd&lt;br 
/&gt;07.31.2013 12:02:12.155 : Thread ID [41] : 
xmlsvcs.schemagen.EcAmDescSchemaGenImpl : VERBOSE : END 
generateDescriptorSchemaFromXmlDescriptor xmlDescriptor: 
/usr/ecs/TS3/CUSTOM/data/ESS/DsESDTMoMOD09CMG.005.desc.xml 
outputSchema: 
/stornext/smallfiles/TS3/descriptor/DsESDTMoMOD09CMG.005.xsd&lt;br 
/&gt;07.31.2013 12:02:12.155 : Thread ID [41] : 
xmlsvcs.schemagen.EcAmDescSchemaGenImpl : VERBOSE : END 
generateDescriptorSchemaFromOdlDescriptor odlDescriptor: 
/usr/ecs/TS3/CUSTOM/data/ESS/DsESDTMoMOD09CMG.005.desc 
outputSchema: 
/stornext/smallfiles/TS3/descriptor/DsESDTMoMOD09CMG.005.xsd</i> 

41 Verify each element in the descriptor file that has a matching element in the 
generic schema gets added to the descriptor's .xsd file. 

  

42 <i>/custom/ecs/${MODE}/CUSTOM/cfg/EcDsAmESDTMaint.properties&lt
;br /&gt;mcf.target.dir=/stornext/smallfiles/${MODE}/mcf</i> 

 #comment 

43 Find the mcf target directory (parameter mcf.target.dir) in the 
EcAmMaintenanceGui.properties file.Change the directory to the ESDT 
specific subdirectory (probably 
/stornext/smallfiles/&lt;mode&gt;/mcf/).Perform an ls to verify that the mcf 
file is found.Repeat for each MCF file generated from the ESDT installation. 

  

44 Compare the descriptor file to the mcf file to verify that the MCF is correct.   
45 Change the directory to this directory (probably 

/stornext/smallfiles/&lt;mode&gt;/descriptor/). 
  

46 <i>/custom/ecs/${MODE}/CUSTOM/cfg/EcDsAmESDTMaint.properties&lt
;br /&gt;descriptor.target.dir=/stornext/smallfiles/${MODE}/descriptor</i> 

 #comment 
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47 Perform an ls to verify that the schema file is found.   
48 Make a one to one comparison of the groups in the Inventory Section of the 

Descriptor file with the corresponding groups in the schema. 
  

49 Verify that the values of the descriptor are valid according to the rules in the 
schema. 

  

50 Find the descriptor source and target directory (parameters 
descriptor.source.dir and descriptor.target.dir) in the 
EcAmMaintenanceGui.properties file. 

  

51 Change to target directory (probably 
/stornext/smallfiles/&lt;mode&gt;/descriptor/). 

  

52 Perform an ls to verify that the descriptor file 
DsESDT&lt;ShortName&gt;.&lt;VersionId&gt;.desc is found.Repeat for 
each part descriptor installed in the setup step 1. 

  

53 Verify that the descriptor file was deleted in the source directory in the mode.   
54 Change to directory descriptor.source.dir.   
55 <i>/custom/ecs/${MODE}/CUSTOM/cfg/EcDsAmESDTMaint.properties&lt

;br /&gt;descriptor.source.dir=/usr/ecs/${MODE}/CUSTOM/data/ESS&lt;br 
/&gt;descriptor.target.dir=/stornext/smallfiles/${MODE}/descriptor&lt;br 
/&gt;This should be at least 2 steps.</i> 

 #comment 

56 Verify that the descriptor was deleted by using the ls command and finding 
no files matching the descriptor’s name.Also, repeat for each descriptor 
installed. 

  

57 In the AIM Inventory database, verify that the ShortName, VersionID, and 
insertTime are populated in the DsMdCollections table for each ESDT 
installed.    select ShortName, VersionID, insertTime    from 
DsMdCollections    where ShortName = “&lt;ShortName&gt;”    and 
VersionID= “&lt;VersionID&gt;” 

  

58 Verify that the spatial searchSearchType matches the one specified in the 
descriptor.    select configuredName, VersionID, spatialSearchType    from 
DsMdESDTConfiguredType    where configuredName = 
“&lt;shortName&gt;”    and VersionID = “VersionID” 

  

59 <i>select c.inserttime, esdt(c.shortname,c.versionid), c.collectionid,&lt;br 
/&gt;  c.spatialsearchtype, e.spatialsearchtype&lt;br /&gt;from amcollection 
c&lt;br /&gt;join dsgeesdtconfiguredtype e&lt;br /&gt;on c.shortname = 
e.configuredname and c.versionid = e.versionid&lt;br /&gt;where 
(c.shortname = '${SHORTNAME}' and c.versionid = 
${VERSIONID})&lt;br /&gt;or (c.shortname = '${SHORTNAME}' and 

 #comment 
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c.versionid = ${VERSIONID})&lt;br /&gt;...&lt;br /&gt;order by 
c.spatialsearchtype, c.shortname, c.versionid;&lt;br 
/&gt;dsgeesdtconfiguredtype replaces DsMdESDTConfiguredType.&lt;br 
/&gt;select c.inserttime, esdt(c.shortname,c.versionid), c.collectionid,&lt;br 
/&gt;  c.spatialsearchtype, e.spatialsearchtype&lt;br /&gt;from amcollection 
c&lt;br /&gt;join dsgeesdtconfiguredtype e&lt;br /&gt;on c.shortname = 
e.configuredname and c.versionid = e.versionid&lt;br /&gt;where 
(c.shortname = 'MOD14' and c.versionid = 5)&lt;br /&gt;or (c.shortname = 
'MYD14' and c.versionid = 5)&lt;br /&gt;or (c.shortname = 'AEPOE7W' and 
c.versionid = 1)&lt;br /&gt;or (c.shortname = 'PM1GBAD1' and c.versionid 
= 1)&lt;br /&gt;or (c.shortname = 'AE_Land' and c.versionid = 2)&lt;br 
/&gt;or (c.shortname = 'AE_Rain' and c.versionid = 2)&lt;br /&gt;or 
(c.shortname = 'MOD09CMG' and c.versionid = 5)&lt;br /&gt;or 
(c.shortname = 'MYD09CMG' and c.versionid = 5)&lt;br /&gt;or 
(c.shortname = 'g3bssp' and c.versionid = 7)&lt;br /&gt;or (c.shortname = 
'g3bt' and c.versionid = 7)&lt;br /&gt;order by c.spatialsearchtype, 
c.shortname, c.versionid;&lt;br /&gt;&lt;br /&gt;                inserttime                
|         esdt          | collectionid | spatialsearchtype | spatialsearchtype&lt;br 
/&gt;-------------------------------------+--------------------+--------------+-----------
-----------+-------------------&lt;br /&gt; 2013-07-31 12:02:12.560421 | 
MOD14.005        |       198330 | GPolygon             | GPolygon&lt;br /&gt; 
2013-07-31 12:02:13.716981 | MYD14.005         |       198332 | GPolygon          
| GPolygon&lt;br /&gt; 2013-07-31 12:02:11.403874 | AEPOE7W.001    |       
198328 | NotSupported       | NotSupported&lt;br /&gt; 2013-07-31 
12:02:14.194661 | PM1GBAD1.001   |       198333 | NotSupported      | 
NotSupported&lt;br /&gt; 2013-07-31 12:02:09.656776 | AE_Land.002      |      
198326 | Orbit                    | Orbit&lt;br /&gt; 2013-07-31 12:02:10.765544 | 
AE_Rain.002       |       198327 | Orbit                    | Orbit&lt;br /&gt; 2013-
07-31 12:02:14.865666 | g3bssp.007       |       198334 | Point                    | 
Point&lt;br /&gt; 2013-07-31 12:02:15.367958 | g3bt.007            |       198335 
| Point                    | Point&lt;br /&gt; 2013-07-31 12:02:11.866531 | 
MOD09CMG.005 |       198329 | Rectangle             | Rectangle&lt;br /&gt; 
2013-07-31 12:02:13.12891   | MYD09CMG.005  |       198331 | Rectangle        
| Rectangle&lt;br /&gt;(10 rows)</i> 

60 Repeat for each installed ESDT.   
61 In another terminal log into the Spatial Subscription Server (SSS) 

database.View the &lt;ShortName&gt;.&lt;VersionId&gt; descriptor in the 
mode and find the INSERT object under the EVENT group in the 
descriptor.Under the EVENTPARMS object are a list of parameters which 
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# Action Expected Result Notes 
should be populated in the SSS database. 

62 Verify that the event was inserted into the EcNbEventDefinition table.    
select * from EcNbEventDefinition    where ESDT_Id in ( &lt;a quoted list of 
ShortNames of installed ESDTs&gt;) 

  

63 Verify that each parameter EVENTPARM parameter is populated in the SSS 
database .    select * from EcNbEventAttrXref    where ESDT_Id = 
“ShortName” 

  

64 Repeat this step for each descriptor installed   
65 Change directory to the log.dir directory of the mode.   
66 View the ESDT_Maint.log and search for the first ESDT installed.   
67 Verify the time of the installation request, the ShortName, Version ID, 

descriptor file name and the result of the operation (successful) is listed in the 
log file. 

  

68 <i>time of the installation request:&lt;br /&gt;07.31.2013 12:02:11.821 : 
Thread ID [41] : VERBOSE : installing 
ESDT:/usr/ecs/TS3/CUSTOM/data/ESS/DsESDTMoMOD09CMG.005.desc
&lt;br /&gt;&lt;br /&gt;ShortName:&lt;br /&gt;07.31.2013 12:02:11.862 : 
Thread ID [41] : VERBOSE : AbstractServiceImpl.setObject4CallableStmt() 
Param Index:1 String Value:MOD09CMG Type:1&lt;br /&gt;&lt;br 
/&gt;Version ID:&lt;br /&gt;07.31.2013 12:02:11.862 : Thread ID [41] : 
VERBOSE : AbstractServiceImpl.setObject4CallableStmt() Param Index:4 
String Value:5 Type:4&lt;br /&gt;&lt;br /&gt;descriptor file name:&lt;br 
/&gt;07.31.2013 12:02:11.821 : Thread ID [41] : VERBOSE : installing 
ESDT:/usr/ecs/TS3/CUSTOM/data/ESS/DsESDTMoMOD09CMG.005.desc
&lt;br /&gt;&lt;br /&gt;result of the operation (successful):&lt;br 
/&gt;07.31.2013 12:02:12.215 : Thread ID [41] : INFORMATION : 
InstallESDTPage:Successfully installed ESDT 
DsESDTMoMOD09CMG.005.desc</i> 

 #comment 

69 Repeat for each ESDT installed.   

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
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1241 UPDATE MULTIPLE ESDTS, SUCCESS CASE (ECS-ECSTC-3651) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>comment</i>  #comment 
2 Preconditions  comment 
3 Modify the ESDT descriptor ODL files for several (at least 6) previously 

installed ESDTs, such that the modifications include the following variety of 
ESDT updates:    1. removing one or more existing collection level attributes 
that are not restricted    2. removing DLLName parameter from the Collection 
metadata group    3. changing the ShortName in the CollectionAssociation 
group    4. changing a mandatory inventory attribute to optional    5 adding 
one or more optional inventory metadata attributes    6. adding one or more 
new qualifiers on existing events 

 comment 

4 Use descriptors in 
/sotestdata/DROP_721/DS_7E_01/Criteria/2060/Replacement as the initial 
descriptors.Use only GLA01.013 ... GLA06.013; do not use GLA07.013. 

 comment 

5 Use descriptors in /sotestdata/DROP_721/DS_7E_01/Criteria/2120 as the 
replacement descriptors. 

  

6 Compare each replacement descriptor with its initial counterpart, and note the 
differences. 

  

7 Ensure none of the test collections are installed, according to the ESDT 
Maintenance GUI. 

  

8 Note the values associated with the following names in 
EcDsAmESDTMaint.properties:descriptor.target.dirdescriptor.source.dirmcf.
target.dirE.g.,descriptor.target.dir=/stornext/smallfiles/OPS/descriptordescript
or.source.dir=/usr/ecs/OPS/CUSTOM/data/ESSmcf.target.dir=/stornext/small
files/OPS/mcf 

  

9 Install the initial test collections:Copy the descriptor files to the the ESDT 
Maintenance GUI host in ${descriptor.source.dir}.Log in to the ESDT 
Maintenance GUI.Click the &quot;Install New ESDTs/Update Existing 
ESDTs&quot; button.Select all the test descriptors.Click the &quot;Proceed 
with installation/update&quot; button.Ensure that all descriptors install 
successfully.Ensure the descriptor files are removed from the source 
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directory. 

10 Verify an MCF file is created in ${mcf.target.dir} for each descriptor.   
11 Copy the MCF files to a separate directory for later verification.   
12 Verify each descriptor was moved to ${descriptor.target.dir}.   
13 Copy the descriptor files to a separate directory for later verification.   
14 Verify an XML schema file (*.xsd) was created for each descriptor in 

${descriptor.target.dir}. 
  

15 Copy the schema files to a separate directory for later verification.   
16 Extract /usr/ecs/TS3/CUSTOM/lib/DSS/EcDsAmEsdtCommonSchemas.jar 

for later verification. 
 comment 

17 Setup   
18 Copy the descriptor files to the the ESDT Maintenance GUI host in 

${descriptor.source.dir}. 
  

19 Log in to the ESDT Maintenance GUI.   
20 Click the &quot;Install New ESDTs/Update Existing ESDTs&quot; button.   
21 Select all the test descriptors.   
22 Note the current time as t0.   
23 Click the &quot;Proceed with installation/update&quot; button.   
24 Upon completion of the ESDT update, verify that the GUI displays a message 

indicating the number of ESDTs successfully updated. 
 comment 

25 Verify that an MCF file is created for each ESDT being updated, and stored 
into the configured MCF directory location replacing the previous version. 

  

26 Verify for each updated descriptor an MCF file exists in ${mcf.target.dir} 
with a timestamp more recent than time t0. 

 comment 

27 Verify that the MCF files are correct.   
28 For each descriptor file, note the contents of the INVENTORYMETADATA 

section and the ARCHIVEDMETADATA section. 
  

29 Verify the MCF file has the same INVENTORYMETADATA group as the 
descriptor, with the exception that ProductSpecificMetadata group from the 
descriptor file is replaced with this static AdditionalAttributes block in the 
MCF file:   GROUP = AdditionalAttributes      OBJECT = 
AdditionalAttributesContainer         Data_Location = &quot;NONE&quot;        
Mandatory = &quot;FALSE&quot;         CLASS = &quot;M&quot;         
OBJECT = AdditionalAttributeName            Mandatory = 
&quot;FALSE&quot;            CLASS = &quot;M&quot;            
Data_Location = &quot;PGE&quot;            NUM_VAL = 1            TYPE = 
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&quot;STRING&quot;         END_OBJECT = AdditionalAttributeName         
GROUP = InformationContent            CLASS = &quot;M&quot;            
OBJECT = ParameterValue               Mandatory = &quot;FALSE&quot;           
Data_Location = &quot;PGE&quot;               NUM_VAL = 1               TYPE 
= &quot;STRING&quot;            END_OBJECT = ParameterValue         
END_GROUP = InformationContent      END_OBJECT = 
AdditionalAttributesContainer   END_GROUP = AdditionalAttributes 

30 Verify in the MCF file INVENTORYMETADATA section is followed by 
the descriptor's ARCHIVEDMETADATA section. 

 comment 

31 Verify the descriptor file for each ESDT is replaced by the updated descriptor 
file, and that the updated descriptor files are consistent with the ECS data 
model. 

  

32 Verify each ESDT's updated descriptor file replaced the initial descriptor file 
in the ${descriptor.source.dir} directory, using diff. 

  

33 Verify each ESDT validates against the extracted schema.  For each 
ESDT,Log in to the ESDT Maintenance GUI.Click on the descriptor file in 
the list.Copy the XML version of the descriptor.Save the XML to a 
file.Validate the file against the extracted schema:xmllint --noout --schema 
/path/to/schema/Descriptor.xsd ../descriptor_file.xml 

 comment 

34 Verify that an XML schema file is generated for each ESDT and stored into 
the configured location replacing the previous version 

  

35 Verify that each ESDT has an XML schema file (*.xsd) in 
${descriptor.source.dir} with a timestamp on or after time t0. 

 comment 

36 Verify that the generated XML schema files contain validation rules based 
upon the contents of the Inventory section of the Descriptor file and the 
default element rules. 

  

37 Diff the updated XML schema files against the initial XML schema files 
saved earlier. 

  

38 Verify the differences between updated and initial XML schema files 
correspond to the differences between updated ana initial descriptor files. 

 comment 

39 Verify that collection-based tables in the AIM Inventory database as 
identified in the Operations Concept are populated with correct information. 

  

40 For each updated ESDT, in the ecs database, in the amcollection table, verify 
lastupdate is after time t0 and each of LongName, CollectionDescription, 
SpatialSearchType, and RevisionDate match those in the descriptor file:select 
lastupdate, esdt(shortname,versionid), LongName,  CollectionDescription, 
SpatialSearchType, RevisionDatefrom amcollectionwhere shortname = 
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'${SHORTNAME}'and versionid = ${VERSIONID}; 

41 For each updated ESDT, in the ecs database, in the 
DsGeESDTConfiguredType table, verify descriptorFileNameBase matches 
the descriptor file name and spatialSearchType matches that in the descriptor 
file:select descriptorFileNameBase, spatialSearchTypefrom 
DsGeESDTConfiguredTypewhere configuredName = 
'${SHORTNAME}'and versionid = ${VERSIONID}; 

  

42 For each updated ESDT, in the ecs database, verify the AdditionalAttributes 
are correctly cross-referenced and that each value matches that in the 
descriptor file in the appropriate AdditionalAttributesContainer section:select 
aa.attributeid, aa.additionalattributename,  aa.additionalattributedescription, 
aa.additionalattributedatatype,  aa.parameterunitsofmeasure, 
aa.parameterrangebegin,  aa.parameterrangeend, aa.parametervalueaccuracy,  
aa.valueaccuracyexplanation, aa.measurementresolutionfrom amcollection 
cjoin dsmdcollectionaddnlattribsxref axon c.collectionid = ax.collectionidjoin 
dsmdadditionalattributes aaon ax.attributeid = aa.attributeidwhere 
c.shortname = '${SHORTNAME}'and c.versionid = ${VERSIONID};Note 
that if an additional attribute existed in the database prior to installing an 
ESDT, it will not be updated to reflect the new definition. 

 comment 

43 Verify that the insert event and event qualifiers are updated correctly in the 
Spatial Subscription Server database for each ESDT being updated. 

  

44 Verify each ESDT has an INSERT event definition:select *from 
EcNbEventDefinitionwhere ESDT_Id = '${SHORTNAME}'and VersionID = 
${VERSIONID} 

  

45 From each descriptor file, get a list of EVENTPARM names:sed -n 
'/^\s*GROUP\s*=\s*EVENT\s*$/,/^END_GROUP\s*=\s*EVENT\s*$/ {  
/^\s*OBJECT\s*=\s*INSERT\s*$/,/^\s*END_OBJECT\s*=\s*INSERT\s*$/ 
{    
/^\s*OBJECT\s*=\s*EVENTPARMS\s*$/,/^\s*END_OBJECT\s*=\s*EVEN
TPARMS\s*$/ {      /^\s*OBJECT\s*=\s*EVENTPARMS\s*$/ d      
s/^\s*OBJECT\s*=\s*//p    }  }}' ${DESCRIPTOR_FILE} 

  

46 For each ESDT, find the EVENTPARMS that are eligible to be added to the 
Spatial Subscription Server database:select attributenamefrom 
ecnbeventmetadataattrdefwhere attributename in (${EVENTPARMS})order 
by attributename; 

  

47 For each ESDT, find the EVENTPARMS that were associated with that 
ESDT as event qualifiers:select attributenamefrom ecnbeventattrxrefwhere 
esdt_id = '${SHORTNAME}'and versionid = $VERSIONIDorder by 
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attributename; 

48 Verify the associated event qualifiers match the eligible list with the 
exception that'RangeBeginningTime' and 'RangeEndingTime' from the 
descriptor get combined into 'GranuleTimeRange' in the 
database;'RangeBeginningDate' and 'RangeEndingDate' from the descriptor 
get combined into 'GranuleDateRange' in the database. 

  

49 Verify that, upon completion of updates, the ESDT Maintenance GUI 
displays a message saying that the ESDT changes will take effect only after 
the Ingest service is re-started. 

  

 
 
TEST DATA: 
Any current data types. Initial ESDTS: /sotestdata/DROP_721/DS_7E_01/Criteria/2060/Replacement Updated ESDTS: 
/sotestdata/DROP_721/DS_7E_01/Criteria/2120 The 'update' ESDT descriptor files have been modified as follows: 1. removing one or more existing collection 
level attributes that are not restricted DsESDTGlGLA01.013.desc 2. removing DLLName parameter from the Collection metadata group 
DsESDTGlGLA02.013.desc 3. changing the ShortName in the CollectionAssociation group DsESDTGlGLA03.013.desc 4. changing a mandatory inventory 
attribute to optional DsESDTGlGLA04.013.desc 5 adding one or more optional inventory metadata attributes DsESDTGlGLA05.013.desc 6. adding one or more 
new qualifiers on existing events DsESDTGlGLA06.013.desc QAPercentInterpolatedData 
 
EXPECTED RESULTS: 
 

1242 DELETE MULTIPLE ESDTS, SUCCESS CASE (ECS-ECSTC-3652) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>comment</i>  #comment 
2 DS_7E_01 ESDT Maintenance GUI 

ITP:http://dmserver.gsfc.nasa.gov/release721/ESDT_Maint_GUI/ITP_DS_7E
_01_ESDTGUI.doc&amp;para; 

 comment 

3 Preconditions   
4 Ensure a database client is connected to the ecs database.   
5 Identify 3 ESDTs for deletion (C1, C2, C3).   
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# Action Expected Result Notes 
6 Save the collection IDs of C1, C2, C3. For each,select collectionidfrom 

amcollectionwhere shortname = '${SHORTNAME}'and versionid = 
${VERSIONID} 

  

7 Save the attribute IDs associated with each of C1, C2, C3. For each,select 
attributeidfrom amcollection cjoin dsmdcollectionaddnlattribsxref xon 
c.collectionid = x.collectionidwhere shortname = '${SHORTNAME}'and 
versionid = ${VERSIONID} 

  

8 Ensure C1, C2, C3 have no granules. For each,select esdt(shortname, 
versionid), granuleidfrom amgranulewhere shortname = 
'${SHORTNAME}'and versionid = ${VERSIONID} 

  

9 Ensure C1, C2, C3 are absent from the data pool. For each,select *from 
amcollectionwhere groupid is nulland shortname = '${SHORTNAME}'and 
versionid = ${VERSIONID} 

  

10 Ensure C1, C2, C3 are absent from the Spatial Subscription Server database. 
For each,select *from EcNbSubscriptionwhere esdt_id = 
'${C1_SHORTNAME}'and versionid = ${C1_VERSIONID} 

 comment 

11 S-1 From the ESDT Maintenance GUI select a group of ESDTs for 
deletion.Each of the ESDTs selected must satisfy the following conditions to 
for deletion to be possible:    1. the ESDT contain no granules in the AIM 
inventory database    2. the ESDT is not defined within the Data Pool    3. the 
Spatial Subscription service contains no active or inactive subscriptions 
referencing the ESDT 

  

12 Note the current time as t0.   
13 On the ESDT Maintenance GUI &quot;ESDT List&quot; page, select C1, 

C2, and C3. 
  

14 Click the “Delete Selected ESDTs” button at the bottom of the page to begin 
the ESDT deletion. 

  

15 Select OK at the confirmation prompt.  comment 
16 V-1 Verify that each ESDT was deleted successfully.1. The MCF file was 

deleted2. The ESDT XML schema file was deleted3. The ESDT descriptor 
file was deleted.4. The ESDT basic collections and PSA associations were 
deleted from the Inventory database5. The insert events and event qualifiers 
for the ESDT were deleted from the Subscription Server database6. The 
XML metadata file directories associated with the ESDT were removed from 
the XML archive7. PSA definitions are removed if there are no other ESDTs 
associated with them 

  

17 1. Verify no MCF files exist for C1, C2, or C3. For each ESDT,ls -l   
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# Action Expected Result Notes 
/stornext/smallfiles/${MODE}/mcf/${SHORTNAME}#${VERSIONID}.M
CFFor example,ls -l /stornext/smallfiles/OPS/mcf/MOD29P1D#005.MCF 

18 2. Verify no ESDT XML schema files exist for C1, C2, or C3. For each 
ESDT,/stornext/smallfiles/${MODE}/descriptor/*${SHORTNAME}.${VER
SIONID}.xsdFor example,ls -l 
/stornext/smallfiles/OPS/descriptor/*MOD29.003.xsd 

  

19 3. Verify no ESDT descriptor files exist for C1, C2, or C3. For each 
ESDT,/stornext/smallfiles/${MODE}/descriptor/*${SHORTNAME}.${VER
SIONID}.descFor example,ls -l 
/stornext/smallfiles/OPS/descriptor/*MOD29.003.desc 

  

20 4. Verify the collections table has no rows for C1, C3, or C3. For each 
ESDT,select *from amcollectionwhere shortname = 
'${C1_SHORTNAME}'and versionid = ${VERSIONID} 

  

21 4. Verify additional attribute associations no longer exist for C1, C2, 
C3.select *from dsmdcollectionaddnlattribsxrefwhere collectionid in 
(${COLLECTIONIDS}) 

  

22 5. Verify Subscription Server database has no event definitions for C1, C2, or 
C3. For each,select *from ecnbeventdefinitionwhere esdt_id = 
'${SHORTNAME}'and versionid = ${VERSIONID} 

  

23 5. Verify Subscription Server database has no event qualifiers for C1, C2, or 
C3. For each,select *from ecnbeventattrxrefwhere esdt_id = 
'${SHORTNAME}'and versionid = ${VERSIONID} 

  

24 6. Verify no XML metadata directory exists in the small file archive for C1, 
C2, or C3. For each,ls -ld 
/stornext/smallfiles/${MODE}/metadata/${SHORTNAME}.${VERSIONID
}For example,ls -ld /stornext/smallfiles/OPS/metadata/MOD29.003 

  

25 7. Verify the additional attribute definitions for C1, C2, C3 no longer 
exist:select attributeidfrom dsmdadditionalattributeswhere attributeid in 
(${ATTRIBUTEIDS})If any previously associated attributes remain, verify 
they are associated with existing collections:select distinct(attributeid)from 
dsmdcollectionaddnlattribsxrefwhere attributeid in 
(${REMAINING_ATTRIBUTEIDS})should return the same list of 
${REMAINING_ATTRIBUTEIDS}. 

 comment 

26 V-2 Verify that the ESDT Maintenance GUI displays a message indicating 
number of ESDTs deleted. 

  

27 Verify the ESDT Maintenance GUI displays a message indicating 3 ESDTs 
were deleted. 

 comment 
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# Action Expected Result Notes 
28 V-3 Verify that the ESDT Maintenance GUI logs the processing activities, 

including time of request, action requested, ESDT ShortName, Version ID, 
descriptor file name, and the result of the operation, in a configured log file. 

  

29 ssh to the ESDT Maintenance GUI host.   
30 Search the ESDT GUI log for the first mentions of C1, C2, and C3 on or after 

the time t0./usr/ecs/${MODE}/CUSTOM/logs/ESDTMaintenanceGUI.*.log* 
  

31 Verify each of the following is logged for each of C1, C2, C3:request 
timeaction requested (delete)ShortNameVersion IDdescriptor file 
nameoperation result 

  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

1243 SINGLE GRANULE EXTERNAL PROCESSING ORDER (ECS-ECSTC-3653) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Submit an order through EWOC with a granule that requires spatial 

subsetting. 
 comment 

2 Verify the following occurred:   
3 a) A Submit message was received by the spatial subsetting external 

processor. 
  

4 b) The Submit message contained the order ID for this order and the request 
ID belonging to subsetting request. 

  

5 c) The request state has been updated to ‘pending’   
6 d) A secondary Submit message was received by EWOC from an External 

Processor. 
  

7 e) An order and request were registered, corresponding to the order   
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# Action Expected Result Notes 
submitted. 

8 f) The order is not marked as an ECHO order.   
9 g) The request is not marked as an External Processing request.   
10 h) A Submit response is received at the client that contains the order ID 

recorded in the database for this request and a successful status. 
  

11 i) Close Provider Order was not invoked in ECHO for the secondary Submit 
sent by an External Processor. 

  

12 j) The subsetted granule is shipped to the customer via FTP PULL and that 
the granule is subsetted correctly. 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1244 CANCELLED AND FAILED GRANULES (ECS-ECSTC-3654) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Submit an order through EWOC and then cancel the order in the OMS GUI.   
2 After the order has been canceled, verify that the EWOC sends an order 

update status message to ECHO indicating that the order has been canceled 
within 5 minutes of order status update in ECS. 

  

3 Repeat above test but this time fail the order in the OMS GUI.   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
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1245 USE THE DPL INGEST GUI TO CONFIGURE DATA PROVIDERS (ECS-ECSTC-3655) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1   comment 
2 Description and Objectives: Verifies Data Providers can be configured using 

the DPL Ingest GUI 
 comment 

3 [View Data Providers]   
4 As the ‘ingest admin’ operator, navigate to the Data Provider page on the 

Data Pool Ingest GUI. 
  

5 Verify that all provider information in the INGST CI database appears 
correctly on the Data Provider page. 

 comment 

6 [Configure Data Providers]   
7 Edit existing provider information (if any) and define new providers to fulfill 

the following requirements:    At least one data provider should have an FTP 
notification method,    at least one data provider should have an scp 
notification method,    at least one data provider should have an http 
notification method,    at least one data provider should have an email 
notification method,    at least one data provider should have a combination 
FTP/email notification method,    and at least one data provider should have a 
combination scp/email notification method.    and at least one data provider 
should have a combination http/email notification method.Scp type/cipher 
combinations to include in the test are:    F-secure/None;    OpenSSH/aes128;    
OpenSSH/3des.At least one provider must use active mode.At least one 
should use passive mode. 

  

8 Verify that the Data Pool Ingest GUI allows the ‘ingest admin’ operator to 
edit data provider information. 

  

9 Verify that the Data Pool Ingest GUI prompts the operator to confirm 
changes to existing data providers before saving this information. 

  

10 Verify that the ingest admin operator has the authorization to define new data 
providers (i.e., has access to the data provider pages on the Data Pool Ingest 
GUI, and that information entered by this operator is stored in the database.) 

  

11 Verify that the Data Pool Ingest GUI allows all information in S-DPL-16110 
to be entered. 
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# Action Expected Result Notes 
12 Verify that all of the notification methods in S-DPL-16150 can be entered or 

selected on the Data Pool Ingest GUI, as appropriate for the selected transfer 
method as per S-DPL-16110. 

  

13 For one provider with an FTP Notification method, verify that the Data Pool 
Ingest GUI allows the related FTP information to be entered (FTP host, 
destination directory, login id, password) 

  

14 Verify that the FTP password entered is not shown or stored in the clear.   
15 Verify that the FTP password entered is not shown in the Data Pool Ingest 

GUI log. 
  

16 For one provider with an email notification method, verify that the Data Pool 
Ingest GUI allows the related email address to be entered. 

  

17 Verify that the Data Pool Ingest GUI prompts the operator to confirm 
definitions of new data providers before saving this information. 

  

18 For one provider with an scp notification method, verify that the Data Pool 
Ingest GUI allows the related scp information to be entered (scp host, 
destination directory, login id, password, scp type, and cipher). 

  

19 Verify that the scp password entered is not shown or stored in the clear.   
20 Verify that the scp password entered is not shown in the Data Pool Ingest 

GUI log. 
  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

1246 USE THE DPL INGEST GUI TO CONFIGURE POLLING LOCATIONS (ECS-ECSTC-3656) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1   comment 
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# Action Expected Result Notes 
2 Description and Objectives: Verifies Polling Locations can be configured 

using the DPL Ingest GUI 
 comment 

3 [Configure Polling Locations]   
4 As the Ingest Admin operator use the Data Pool Ingest GUI to define all 

polling locations that will be used for testing this ticket.(Table of data 
provider to polling location mappings, and related S-DPL-16230 information 
for each polling location TBS as part of ITP).    At least one polling location 
should have an FTP polling method,    at least one polling location should 
have a local polling method,    and at least one polling location should have 
an scp polling method.    and at least one polling location should have an http 
polling method.At least one polling location using FTP shall be for a provider 
using local transfers. 

  

5 Verify that the ingest admin operator has the authorization to define the 
polling locations (i.e., has access to the polling location pages on the Data 
Pool Ingest GUI, and that information entered by this operator is stored in the 
database.) 

  

6 Verify that the Data Pool Ingest GUI allows all information in S-DPL-16230 
to be entered. 

  

7 Verify that all of the polling methods in S-DPL-16250 can be entered or 
selected on the Data Pool Ingest GUI. 

  

8 Verify that the Data Pool Ingest GUI prompts the operator to confirm 
definitions of new polling locations before saving this information. 

 comment 

9 [Edit Polling Locations]   
10 For one polling location, as the ‘ingest admin’ operator, edit all of its existing 

configuration parameters.(NOTE: After this criterion is complete, values of 
these configuration parameters should be reset to appropriate values for 
processing all PDRs in criterion 300). 

  

11 Verify that the Data Pool Ingest GUI allows the ‘ingest admin’ operator to 
edit polling location information. 

  

12 Verify that the Data Pool Ingest GUI prompts the operator to confirm 
changes to existing polling locations before saving this information. 

  

 
 
TEST DATA: 
Any current data types 
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EXPECTED RESULTS: 
 

1247 USE THE DPL INGEST GUI TO CONFIGURE REMOTE TRANSFER HOSTS (ECS-ECSTC-3657) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1   comment 
2 Description and Objectives: Verifies Remote Transfer Hosts can be 

configured using the DPL Ingest GUI 
 comment 

3 [Configure FTP hosts]   
4 As the ‘ingest admin’ operator, navigate to the FTP Host page on the Data 

Pool Ingest GUI. 
  

5 Edit existing ftp host information (if any, from the INGST CI), per S-DPL-
16260, and define new ftp hosts such that all ftp hosts which will be used for 
testing this ticket are defined.(Table of ftp hosts and related S-DPL-16260 
information TBS as part of ITP).At least two ftp hosts should be defined that 
are not configured for the INGST subsystem. 

  

6 Verify that the Data Pool Ingest GUI allows the ‘ingest admin’ operator to 
edit ftp host information. 

  

7 Verify that the Data Pool Ingest GUI prompts the operator to confirm 
changes to existing ftp hosts and definitions of new ftp hosts before saving 
this information. 

  

8 Verify that the ingest admin operator has the authorization to define the ftp 
hosts (i.e., has access to the ftp host pages on the Data Pool Ingest GUI, and 
that information entered by this operator is stored in the database.) 

  

9 Verify that the Data Pool Ingest GUI allows all information in S-DPL-16260 
to be entered. 

  

10 [Configure HTTP hosts]   
11 Configure a HTTP host use the step similar to 'Configure FTP hosts'.   

 
 
TEST DATA: 
Any current data types 
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EXPECTED RESULTS: 
 

1248 USE THE DPL INGEST GUI TO CONFIGURE SCP HOSTS (ECS-ECSTC-3658) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1   comment 
2 Description and Objectives: Verifies SCP Hosts can be configured using the 

DPL Ingest GUI 
 comment 

3 [Configure hosts for scp access]   
4 As the ‘ingest admin’ operator, navigate to the host page on the Data Pool 

Ingest GUI. 
  

5 Edit existing information for hosts accessed via scp (if any, from the INGST 
CI), per S-DPL-16290, and define new scp hosts such that all scp hosts which 
will be used for testing this ticket are defined.(Table of hosts accessed via 
scp, and related S-DPL-16290 information TBS as part of ITP.)Scp 
type/cipher combinations to include in the test are:    F-secure/None;    
OpenSSH/aes128;    OpenSSH/3des,i.e., the test needs to involve several 
different providers. 

  

6 Verify that the Data Pool Ingest GUI allows the ‘ingest admin’ operator to 
enter and edit the scp host information in S-DPL-16290. 

  

7 Verify that the Data Pool Ingest GUI prompts the operator to confirm 
changes to existing scp host parameters and definitions of new scp host 
parameters before saving this information. 

  

8 Verify that the ingest admin operator has the authorization to define the scp 
host parameters in S-DPL-16290 (i.e., has access to the host pages on the 
Data Pool Ingest GUI, and that information entered by this operator is stored 
in the database.) 

  

 
 
TEST DATA: 
Any current data types 
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EXPECTED RESULTS: 
 

1249 VIEW AND MODIFY THE DPL INGEST GUI CONFIGURATION (ECS-ECSTC-3659) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1   comment 
2 Description and Objectives: Verifies DPL Ingest GUI configuration can be 

viewed and modified correctly. 
 comment 

3 [View collection configuration]   
4 As an ‘ingest admin’ operator, use the Data Pool Ingest GUI to list all data 

types for which configuration parameters were entered in criterion 120. 
  

5 Verify that ”Ignore Validation Warnings” and “Public in Data Pool” are 
displayed for each ESDT. 

  

6 <i>Since release 8.2, newly installed data types will be automatically added 
to the DPL Ingest InDataType table and visible in 'Data Types with DPL 
Ingest Configurations' table.</i> 

 #comment 

7 Verify that the Data Pool Ingest GUI provides the operator a method to 
quickly select or scan for a subset of existing Data Pool collections without 
having to enter the full ESDT name and version. 

 comment 

8 [Edit collection configuration]   
9 As an ‘ingest admin’ operator, use the Data Pool Ingest GUI to edit 

publication policy configuration parameters for a Data Pool collection. 
  

10 Verify that the edited configuration parameters are correctly updated in the 
database. 

 comment 

11 [Reconfigure data type parameters.]   
12 Log into the DPL Ingest GUI as an ‘ingest admin’ operator, and configure a 

data type (ESDT and Version) to be published in the public Data Pool upon 
insert. 

  

13 Submit several PDRs for the data type configured above.There needs to be a 
sufficient number of PDRs and granules such that some granules will 
complete ingest before the configuration change made during the test (see 

  



 

3321 
 

# Action Expected Result Notes 
next step), and some granules will not start ingest until after the configuration 
change has been applied. 

14 After the first few granules completed ingest, re-configure the data type via 
the DPL Ingest GUI such that the data type no longer will be published in the 
Data Pool.Also change the minimum retention period sufficiently long so that 
the ingested granules are not cleaned up immediately after archiving, to allow 
time for the verification steps below. 

  

15 Verify that the first few granules that were ingested before the re-
configuration are queued with the Data Pool Insert Service for insertion into 
the public Data Pool area. 

  

16 Verify that all granules that started ingest one minute or more after the re-
configuration are inserted into the non-public Data Pool area, and are NOT 
queued with the Data Pool Insert Service for insertion into the public Data 
Pool area.  NOTE: if the Science granule has an associated Browse the 
Browse will be published even if the Science granule is &quot;hidden.&quot; 

  

17 Verify that ALL browse granules ingested as part of the test are recorded as 
public in the AIM schema and that the required browse JPEG files are created 
in the correct location in the public data pool (as recorded in the aim schema). 

  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

1250 ADD & MODIFYING VOLUME GROUPS (ECS-ECSTC-3660) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1   comment 
2 Description and Objectives: Verifies it is possible to add and modify volume 

groups using the DPL Ingest GUI and that the server correctly uses the new 
 comment 
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# Action Expected Result Notes 
volume groups. 

3 [Add &amp;amp; Modifying Volume Groups]   
4 Using the DPL Ingest GUI add a primary and backup Volume Group for a 

collection. 
  

5 Ingest a granule and verify that it goes to the primary and backup volume 
groups. 

  

6 Modify Volume group and give it a new path   
7 Ingest a granule and verify that it goes to the new path.   
8 Click on reports and verified that the addition and modification from above 

are displayed in the report. 
  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

1251 DATA POOL MAINTENANCE GUI - CHECK BATCH INSERT STATUS (ECS-ECSTC-3661) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>comment</i>  #comment 
2 [Data Pool Maintenance GUI – Check Batch Insert Status]   
3 Use the Data Pool Maintenance GUI to check the status of the batch insert 

(by Publish Utility) using the Batch Summary tab and also using the List 
Insert Queue tab (filter by batch label). 

  

4 Verify that the GUI correctly reports the status in the DlInsertActionQueue.   

 
 
TEST DATA: 
Any current data type 
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EXPECTED RESULTS: 
 

1252 ORDER STATUS GUI: DISPLAY ORDER STATUS - OD_S6_05. CRITERION 130 (ECS-ECSTC-
3662) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Request the status of a single, completed order that was handled by the OMS 

and that contains at least two requests by specifying a valid Order Id and user 
contact email address.Each request in the order should contain at least 100 
granules that have NOT been processed by HEG or the external subsetter. 

  

2 Verify the following:   
3 a. Order Id is correctly displayed.   
4 b. Submission date/time is correctly displayed.   
5 c. Order state is correctly displayed.   
6 d. Order completion date/time is correctly displayed.   
7 e. Request information (Request Id, request state, media type, number of 

granules, request completion date/time) is correctly displayed 
  

8 f. Order state and request states are presented in terms that an end user can 
understand. 

  

9 g. Order and request information are properly segmented across html pages in 
accordance with the user-configurable number of items per page. 

  

10 h. There is an indication that additional request details are available.   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
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1253 ORDER STATUS GUI: DISPLAY ORDER STATUS BASED ON HISTORY RANGE, 0D_S6_05, 
CRITERION 180 (ECS-ECSTC-3663) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Request order history by specifying a starting and ending date, user contact 

email address, and one valid Order Id for the user.Ensure that at least 100 
orders are displayed that represent a mix of orders for which request details 
are available for some orders and  not available for others.Ensure that the date 
range requires the Order Status Interface to retrieve information from both the 
Order Manager operational tables and archive tables.Ensure that at least one 
of the orders contains granules that were processed by the external subsetter 
and one of the orders contains granules that were processed by HEG. 

  

2 Verify that the correct orders are returned and sorted by submission 
date/time. 

 comment 

3 For each order verify the following:   
4 a. Order Id is correctly displayed.   
5 b. Submission date/time is correctly displayed.   
6 c. Order state is correctly displayed.   
7 d. Order completion date/time is correctly displayed.   
8 e. Request information (Request Id, request state, media type, number of 

granules, request completion date/time) is correctly displayed, including the 
processing description for the granule to be processed by the external 
subsetter, in a manner which should be generally understandable by the user. 

  

9 f. Order state and request states are presented in terms that an end user can 
understand. 

  

10 g. Order and request information are properly segmented across html pages in 
accordance with the user-configurable number of items per page. 

  

11 h. An indication is provided when request details are not available for an 
order. 
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TEST DATA: 
 
EXPECTED RESULTS: 
 

1254 USE DATAACCESS GUI TO CONFIGURE SERVICE FOR DATATYPES (ECS-ECSTC-3664) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Go to the DataAccess Configuration Interface GUI   
2 Under the Collection Configuration tab, right click on an ESDT. Select 

&quot;Configure New Service for Collection&quot; Add the GDAL, HEG, 
or GLAS service. 

  

3 Verify the service is added successfully.   
4 Under the Service Configuration tab, right click on the same ESDT. Select 

&quot;Remove Collection from Service&quot; to remove the collection from 
the service. 

  

5 Go to the Collection Configuration tab to verify that the collection is no 
longer configured for the service. 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1255 START AND NAVIGATE THROUGH THE DATA ACCESS CONFIGURATION INTERFACE 
(ECS-ECSTC-3665) 

DESCRIPTION: 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 Start the Data Access Configuration Interface GUI.   
2 Go through each tab and verify that it displays correctly.   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1256 EGI NOTIFICATION LEVEL TESTS (ECS-ECSTC-3666) 

DESCRIPTION: 
This is inherently an end to end test.  The Reverb/EDSC user sets their prefences in the client and that should cause a header parameter to be sent to EGI which 
let's EGI know which emails to send.  Opened up https://bugs.earthdata.nasa.gov/browse/EDSC-1045 to document issues with the behavior.  
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Login to Reverb. If you do not have an account, you would need to create 

one. 
Be logged in to Reverb.  

2 <i>You may need to log out and log back in to have the settings take effect. 
bug# ECHO-182</i> 

 #comment 

3 Go to your Account settings and change your Order Preferences, Receive 
order notification settings to &quot;Always&quot;. 

  

4 <i>The directions for changing the notification level are:<br /><br />1.  In 
Reverb if you login you can click Account in the top right.<br />2.  Then at 
the bottom of the &quot;Edit User Preferences&quot; page, change your 
notification level in the drop down box.<br />3.  Then click the 
&quot;Update Order Preferences&quot; button.</i> 

 #comment 

5 Submit an EGI request through Reverb that will succeed.   
6 Make sure you get 2 emails. A pending/processing email and a completion 

email. (GLAS requests that require stitching may receive an additional 
&quot;stitching complete&quot; email.) 

  

7 <i>You may need to log out and log back in to have the settings take effect.  #comment 
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# Action Expected Result Notes 
bug# ECHO-182</i> 

8 Now change your Order Preferences, Receive order notification settings to 
Never. 

  

9 Submit an EGI request through Reverb that will succeed.   
10 Make sure you do not get any emails for this request.   
11 <i>You may need to log out and log back in to have the settings take effect. 

bug# ECHO-182</i> 
 #comment 

12 Now change your Order Preferences, Receive order notification settings to 
&quot;When orders reach a final state.&quot; 

  

13 Submit an EGI request through Reverb that will succeed.   
14 Make sure you get 1 email. You should only get the completion email. 

(GLAS requests that require stitching may receive an additional 
&quot;stitching complete&quot; email.) 

  

15 <i>You may need to log out and log back in to have the settings take effect. 
bug# ECHO-182</i> 

 #comment 

16 Now change your Order Preferences, Receive order notification settings to 
&quot;When orders fail or are rejected&quot; 

  

17 Submit an EGI request through Reverb that will succeed.   
18 Make sure you do not get any emails for this request.   
19 Submit an EGI request through Reverb that will fail.   
20 Make sure you only get the failure email.   
21 <i>You may need to log out and log back in to have the settings take effect. 

bug# ECHO-182</i> 
 #comment 

22 Now change your Order Preferences, Receive order notification settings to 
&quot;When orders change to any state&quot; 

  

23 Submit an EGI request through Reverb that will succeed.   
24 Make sure you get 2 emails. A pending/processing email and a completion 

email. (GLAS requests that require stitching may receive an additional 
&quot;stitching complete&quot; email.) 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
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1257 INSTALL/UPDATE NRT ESDTS (ECS-ECSTC-3667) 

DESCRIPTION: 
 
PRECONDITIONS: 
The descriptor files with NEAR_REAL_TIME CollectionDataType are available. 
 
STEPS:   
# Action Expected Result Notes 
1 From ESDT Maintenance GUI, install the NRT ESDTs The installation is successful  
2 Verify that the CollectionDataType from the descriptor files are recorded 

correctly in AmCollection table. 
  

3 From DPL Maintenace GUI, add a new collection group NRT.   
4 Add the new installed ESDTs to the NRT collection group.<br />Configure 

the ESDTs to have different &quot;Granule Retention In Days&quot;.  The 
default value for &quot;Granule Retention In Days&quot; is 14. 

The ESDTs are in NRT collection 
group now, and the &quot;Granule 
Retention In Days&quot; fields have 
the configured values. 

 

5 From DPL Maintenance GUI, update a NRT collection with different value in 
various fields including  &quot;Granule Retention In Days&quot;, and verify 
that the values are updated correctly. 

  

6 Enable BMGT to export NRT collections. Verify the exports are sucessful from 
BMGT GUI. 

 

7 From Reverb GUI, search for the exported NRT collections, view the 
collection metadata for these NRT collections. 

Verify that the collections have 
lightening icon next to them.  The 
collection metadata for these NRT 
collections has CollectionDataType 
'NEAR_REAL_TIME'. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
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1258 SMAP SUBSETTER TEST SPL3SMA001 - SMAP H5 SUBSETTER TESTING WITH 
SPL3SMA.001 PRODUCT (ECS-ECSTC-3668) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Go to a host where you have access to /sotestdata, and HegService and 

resampler are installed for testing. 
  

2 Set two environment variables: MODE and SOTEST.  MODE is a test mode, 
for example, &quot;DEV07&quot;.  SOTEST points to the directory of 
SMAP test data, and is optional to set.  By default, SOTEST points to 
&quot;/sotestdata/DROP_802/HDF5_subsetter/SMAP&quot;. 

  

3 Go to the clearcase directory 
/ecs/formal/DPL/DataAccess/adapters/HegService/test/SMAP_Subsetter/ to 
access the test scripts, testHarness_h5smapsubsetter_SPL3SMA001.pl and 
test_h5smapsubsetter_SPL3SMA001*.t, where script files with the extension 
&quot;.t&quot; are individual tests.  You can run the tests out of the clearcase 
directory, or copy the test script to a working directory.  If you choose the 
latter, make sure copy testHarness_h5smapsubsetter_SPL3SMA001.pl and all 
test_h5smapsubsetter_SPL3SMA001*.t to a same directory. 

  

4 <i>You can check the logs and intermediate files in usual directories used by 
HegService. However, the output results files are saved in a dynamically 
created temporary directory, which will be cleaned up after the run.  If you 
want to access the result files, you can make a copy of the &quot;.t&quot; file 
and modify it to turn off the clean up, then run the modified script file.</i> 

 #comment 

5 Run the test: Run testHarness_h5smapsubsetter_SPL3SMA001.pl without 
any argument and it will execute all individual tests (&quot;.t&quot; files).  A 
test report displayed on screen after the run finishes (execution can take long 
time as some projections are slow to process):<br />   <br />   shell&gt; 
testHarness_h5smapsubsetter_SPL3SMA001.pl<br /><br />If you see any of 
the tests fails, you can run an individual test to get more details on what has 
failed, for example:<br /><br />   shell&gt; perl 
test_h5smapsubsetter_SPL3SMA001_ss001small_GEO_GTIF.t 

Check the screen output and it should 
report the pass or failure of the tests.  
If there are any failed tests, you should 
be able to see which ones have failed. 
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TEST DATA: 
 
EXPECTED RESULTS: 
 

1259 SMAP SUBSETTER TEST SPL4CMDL001 - SMAP H5 SUBSETTER TESTING WITH 
SPL4CMDL.001 PRODUCT (ECS-ECSTC-3669) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Go to a host where you have access to /sotestdata, and HegService and 

resampler are installed for testing.<br /> 
  

2 Set two environment variables: MODE and SOTEST. MODE is a test mode, 
for example, &quot;DEV07&quot;. SOTEST points to the directory of 
SMAP test data, and is optional to set. By default, SOTEST points to 
&quot;/sotestdata/DROP_802/HDF5_subsetter/SMAP&quot;.<br /> 

  

3 Go to the clearcase directory 
/ecs/formal/DPL/DataAccess/adapters/HegService/test/SMAP_Subsetter/ to 
access the test scripts, testHarness_h5smapsubsetter_SPL4CMDL001.pl and 
test_h5smapsubsetter_SPL4CMDL001*.t, where script files with the 
extension &quot;.t&quot; are individual tests. You can run the tests out of the 
clearcase directory, or copy the test script to a working directory. If you 
choose the latter, make sure copy 
testHarness_h5smapsubsetter_SPL4CMDL001.pl and all 
test_h5smapsubsetter_SPL4CMDL001*.t to a same directory.<br /> 

  

4 Run the test: Run testHarness_h5smapsubsetter_SPL4CMDL001.pl without 
any argument and it will execute all individual tests (&quot;.t&quot; files). A 
test report will be displayed on screen after the run finishes (execution can 
take long time as some projections are slow to process):<br /><br />shell&gt; 
testHarness_h5smapsubsetter_SPL4CMDL001.pl<br /><br />If you see any 
of the tests fails, you can run an individual test to get more details on what 
has failed, for example:<br /><br />shell&gt; perl 
test_h5smapsubsetter_SPL4CMDL001_ss001small_GEO_GTIF.t<br /> 

Check the screen output and it should 
report the pass or failure of the tests. If 
there are any failed tests, you should 
be able to see which ones have failed. 
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TEST DATA: 
 
EXPECTED RESULTS: 
 

1260 END TO END PARAMETER SUBSETTING FOR SMAP L3/L4 COLLECTIONS (ECS-ECSTC-
3670) 

DESCRIPTION: 
The SMAP HDF5 Processor shall allow the user to specify which HDF5 datasets (parameters/variables/bands) they would like in the output product. Certain 
datasets and HDF5 groups shall always be included in the output files. These include the Latitude/Longitude datasets and the METADATA HDF5 group.  
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Ensure that the test SMAP L3/L4 collections are installed in the mode and 

and the collections and granules are exported to ECHO. 
  

2 Ensure that the HEG Service is configured in the mode and enabled for the 
test collections. 

  

3 Ensure that dataObjects config script has been run for the collection and the 
bands are displayed for the collectons in edf testbed GUI. 

  

4 Ensure that the HegService supported formats are enabled for the collection   
5 Ensure that the spatial and band subsetting is enabled for the collection for 

the HegService 
  

6 Upload the service form for the collection to reverb using the GUI or with the 
AutoConfigurePump Script 

  

7 Ensure that the form uploaded and the options are assigned in testbed pump   
8 Navigate to the Reverb testbed GUI. http://testbed.echo.nasa.gov/reverb   
9 Search for granules for the test SMAP L3/L4 collections.   
10 Select one or two granules for each collection and them to the cart and View 

cart. 
  

11 Click on Perform Service. Verify that the service options for the collection 
are displayed correctly 

  

12 Enter a valid email address   
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# Action Expected Result Notes 
13 Select HEG   
14 Do not select the spatial subsetting   
15 Select appropriate parameter subset options for granules in each dataset   
16 Submit Service Request. Verify that the service request suceeded.   
17 Verify that the subsetting request, constraints, statistics, outputs are logged. Some of the logging is in 

EcDlDaRqs.debug0.log and Egi logs. 
 

18 Verify that an email is sent to the requested email address that the service 
request is complete with links to download the subsetted files 

  

19 Verify that there is a link to download the request summary.   
20 Verify that the request summary link displays the request summary with all 

the subsetting parameter information, the input and the output granule list 
  

21 Download the files from the output links and verify that the subsetting 
matches the parameter subset options selected in the request. You can verify 
it by using the hdfview tool<br /><br /><br /> 

  

 
 
TEST DATA: 
SPL3FTA.001, SPL3SMA.001, SPL3SMAP.001, SPL3SMP.001  
 
SPL4CMDL.001, SPL4SMAU.001, SPL4SMGP.001, SPL4SMLM.001 
 
EXPECTED RESULTS: 
 

1261 SMAP SUBSETTER TEST SPL4SMAU001 - SMAP H5 SUBSETTER TESTING WITH 
SPL4SMAU.001 PRODUCT (ECS-ECSTC-3671) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Go to a host where you have access to /sotestdata, and HegService and 

resampler are installed for testing.<br /> 
  

2 Set two environment variables: MODE and SOTEST. MODE is a test mode,   
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# Action Expected Result Notes 
for example, &quot;DEV07&quot;. SOTEST points to the directory of 
SMAP test data, and is optional to set. By default, SOTEST points to 
&quot;/sotestdata/DROP_802/HDF5_subsetter/SMAP&quot;.<br /> 

3 Go to the clearcase directory 
/ecs/formal/DPL/DataAccess/adapters/HegService/test/SMAP_Subsetter/ to 
access the test scripts, testHarness_h5smapsubsetter_SPL4SMAU001.pl and 
test_h5smapsubsetter_SPL4SMAU001*.t, where script files with the 
extension &quot;.t&quot; are individual tests. You can run the tests out of the 
clearcase directory, or copy the test script to a working directory. If you 
choose the latter, make sure copy 
testHarness_h5smapsubsetter_SPL4SMAU001.pl and all 
test_h5smapsubsetter_SPL4SMAU001*.t to a same directory.<br /> 

  

4 Run the test: Run testHarness_h5smapsubsetter_SPL4SMAU001.pl without 
any argument and it will execute all individual tests (&quot;.t&quot; files). A 
test report will be displayed on screen after the run finishes (execution can 
take long time as some projections are slow to process):<br /><br />shell&gt; 
testHarness_h5smapsubsetter_SPL4SMAU001.pl<br /><br />If you see any 
of the tests fails, you can run an individual test to get more details on what 
has failed, for example:<br /><br />shell&gt; perl 
test_h5smapsubsetter_SPL4SMAU001_ss001small_GEO_GTIF.t<br /> 

Check the screen output and it should 
report the pass or failure of the tests. If 
there are any failed tests, you should 
be able to see which ones have failed. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1262 SMAP SUBSETTER TEST SPL4SMGP001 - SMAP H5 SUBSETTER TESTING WITH 
SPL4SMGP.001 PRODUCT (ECS-ECSTC-3672) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Go to a host where you have access to /sotestdata, and HegService and   
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# Action Expected Result Notes 
resampler are installed for testing.<br /> 

2 Set two environment variables: MODE and SOTEST. MODE is a test mode, 
for example, &quot;DEV07&quot;. SOTEST points to the directory of 
SMAP test data, and is optional to set. By default, SOTEST points to 
&quot;/sotestdata/DROP_802/HDF5_subsetter/SMAP&quot;.<br /> 

  

3 Go to the clearcase directory 
/ecs/formal/DPL/DataAccess/adapters/HegService/test/SMAP_Subsetter/ to 
access the test scripts, testHarness_h5smapsubsetter_SPL4SMGP001.pl and 
test_h5smapsubsetter_SPL4SMGP001*.t, where script files with the 
extension &quot;.t&quot; are individual tests. You can run the tests out of the 
clearcase directory, or copy the test script to a working directory. If you 
choose the latter, make sure copy 
testHarness_h5smapsubsetter_SPL4SMGP001.pl and all 
test_h5smapsubsetter_SPL4SMGP001*.t to a same directory.<br /> 

  

4 Run the test: Run testHarness_h5smapsubsetter_SPL4SMGP001.pl without 
any argument and it will execute all individual tests (&quot;.t&quot; files). A 
test report will be displayed on screen after the run finishes (execution can 
take long time as some projections are slow to process):<br /><br />shell&gt; 
testHarness_h5smapsubsetter_SPL4SMGP001.pl<br /><br />If you see any 
of the tests fails, you can run an individual test to get more details on what 
has failed, for example:<br /><br />shell&gt; perl 
test_h5smapsubsetter_SPL4SMGP001_ss001small_GEO_GTIF.t<br /> 

Check the screen output and it should 
report the pass or failure of the tests. If 
there are any failed tests, you should 
be able to see which ones have failed. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1263 SMAP SUBSETTER TEST SPL4SMLM001 - SMAP H5 SUBSETTER TESTING WITH 
SPL4SMLM.001 PRODUCT (ECS-ECSTC-3673) 

DESCRIPTION: 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 Go to a host where you have access to /sotestdata, and HegService and 

resampler are installed for testing.<br /> 
  

2 Set two environment variables: MODE and SOTEST. MODE is a test mode, 
for example, &quot;DEV07&quot;. SOTEST points to the directory of 
SMAP test data, and is optional to set. By default, SOTEST points to 
&quot;/sotestdata/DROP_802/HDF5_subsetter/SMAP&quot;.<br /> 

  

3 Go to the clearcase directory 
/ecs/formal/DPL/DataAccess/adapters/HegService/test/SMAP_Subsetter/ to 
access the test scripts, testHarness_h5smapsubsetter_SPL4SMLM001.pl and 
test_h5smapsubsetter_SPL4SMLM001*.t, where script files with the 
extension &quot;.t&quot; are individual tests. You can run the tests out of the 
clearcase directory, or copy the test script to a working directory. If you 
choose the latter, make sure copy 
testHarness_h5smapsubsetter_SPL4SMLM001.pl and all 
test_h5smapsubsetter_SPL4SMLM001*.t to a same directory.<br /> 

  

4 Run the test: Run testHarness_h5smapsubsetter_SPL4SMLM001.pl without 
any argument and it will execute all individual tests (&quot;.t&quot; files). A 
test report will be displayed on screen after the run finishes (execution can 
take long time as some projections are slow to process):<br /><br />shell&gt; 
testHarness_h5smapsubsetter_SPL4SMLM001.pl<br /><br />If you see any 
of the tests fails, you can run an individual test to get more details on what 
has failed, for example:<br /><br />shell&gt; perl 
test_h5smapsubsetter_SPL4SMLM001_ss001small_GEO_GTIF.t<br /> 

Check the screen output and it should 
report the pass or failure of the tests. If 
there are any failed tests, you should 
be able to see which ones have failed. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1264 SMAP SUBSETTER TEST SPL3SMAP001 - SMAP H5 SUBSETTER TESTING WITH 
SPL3SMAP.001 PRODUCT (ECS-ECSTC-3674) 

DESCRIPTION: 
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PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Go to a host where you have access to /sotestdata, and HegService and 

resampler are installed for testing.<br /> 
  

2 Set two environment variables: MODE and SOTEST. MODE is a test mode, 
for example, &quot;DEV07&quot;. SOTEST points to the directory of 
SMAP test data, and is optional to set. By default, SOTEST points to 
&quot;/sotestdata/DROP_802/HDF5_subsetter/SMAP&quot;.<br /> 

  

3 Go to the clearcase directory 
/ecs/formal/DPL/DataAccess/adapters/HegService/test/SMAP_Subsetter/ to 
access the test scripts, testHarness_h5smapsubsetter_SPL3SMAP001.pl and 
test_h5smapsubsetter_SPL3SMAP001*.t, where script files with the 
extension &quot;.t&quot; are individual tests. You can run the tests out of the 
clearcase directory, or copy the test script to a working directory. If you 
choose the latter, make sure copy 
testHarness_h5smapsubsetter_SPL3SMAP001.pl and all 
test_h5smapsubsetter_SPL3SMAP001*.t to a same directory.<br /> 

  

4 Run the test: Run testHarness_h5smapsubsetter_SPL3SMAP001.pl without 
any argument and it will execute all individual tests (&quot;.t&quot; files). A 
test report will be displayed on screen after the run finishes (execution can 
take long time as some projections are slow to process):<br /><br />shell&gt; 
testHarness_h5smapsubsetter_SPL3SMAP001.pl<br /><br />If you see any 
of the tests fails, you can run an individual test to get more details on what 
has failed, for example:<br /><br />shell&gt; perl 
test_h5smapsubsetter_SPL3SMAP001_ss001small_GEO_GTIF.t<br /> 

Check the screen output and it should 
report the pass or failure of the tests. If 
there are any failed tests, you should 
be able to see which ones have failed. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1265 END TO END SPATIAL SUBSETTING FOR SMAP L3/L4 COLLECTIONS (ECS-ECSTC-3675) 

DESCRIPTION: 
Submit request to Reverb with a bounding box that spans a small subset of the whole SMAP granule.  Verify that the resulting output file contains only the part 
of the original granule that is covered by the selected spatial subset 
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PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Ensure that the test SMAP L3/L4 collections are installed in the mode and 

and the collections and granules are exported to ECHO. 
  

2 Ensure that the HEG Service is configured in the mode and enabled for the 
test collections. 

  

3 Ensure that dataObjects config script has been run for the collection and the 
bands are displayed for the collectons in edf testbed GUI. 

  

4 Ensure that the HegService supported formats are enabled for the collection   
5 Ensure that the spatial and band subsetting is enabled for the collection for 

the HegService 
  

6 Upload the service form for the collection to reverb using the GUI or with the 
AutoConfigurePump Script 

  

7 Ensure that the form uploaded and the options are assigned in testbed pump   
8 Navigate to the Reverb testbed GUI. http://testbed.echo.nasa.gov/reverb   
9 Search for granules for the test SMAP L3/L4 collections.   
10 Select one or two granules for each collection and them to the cart nd View 

cart. 
  

11 Click on the Granule Detail icon (i) and download the OnlineAccess URL for 
the granules 

  

12 Run hdfview or h5dump manually to get the longitude, latitude as follows.. - 
it is different for each SMAP dataset.<br /> locate the latitude and longitude 
dataset with a h5ls -f -r to get the list of datasets <br /> To get the list of 
latitudes <br /> h5dump -w 20 -y -m '%.15f' -d '&lt;LATITUDE_DATASET' 
-o lat.dat &lt;SMAP_INPUT_GRANULE.h5&gt;<br /> To get the list of 
longtitudes<br /> h5dump -w 20 -y -m '%.15f' -d 
'&lt;LONGITUDE_DATASET&gt;' -o lon.dat 
&lt;SMAP_INPUT_GRANULE.h5&gt;<br /> 

  

13 Record the spatial extent for the test granule from hdfview or h5dump tool or 
from the info and map view of the granule in reverb 

  

14 Click on Perform Service. Verify that the service options for the collection 
are displayed correctly. 

  

15 Enter a valid email address   
16 Select HEG   
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# Action Expected Result Notes 
17 Spatial Subsetting: Enter bounding box options that are within the spatial 

extent of each granule using the spatial extent latitudes and longitudes that 
were downloaded with  hdfview or h5dump earlier or graphically from the 
mapview in reverb. 

  

18 Submit Service Request. Verify that the service request suceeded.   
19 Verify that the subsetting request, constraints, statistics, outputs are logged. Some of the logging is in 

EcDlDaRqs.debug0.log and Egi logs. 
 

20 Verify that an email is sent to the requested email address that the service 
request is complete with links to download the subsetted files 

  

21 Download the subsetted file.   
22 Verify that there is a link to download the request summary   
23 Verify that the subsettedoutput file has latitude and longitude values that are 

within the spatial options in the subset request.  <br />  Run hdf5view or use 
h5dump manually to get the values of longitude, latitude as follows...<br /> 
To get the list of latitudes<br /> h5dump -w 20 -y -m '%.15f' -d 
'&lt;LATITUDE_DATASET&gt;' -o lat.dat 
&lt;SMAP_subsetted_output.H5&gt;<br /> To get the list of longtitudes<br 
/> h5dump -w 20 -y -m '%.15f' -d '&lt;LONGITUDE_DATASET&gt;' -o 
lon.dat &lt;SMAP_subsetted_output.H5&gt;<br /><br /><br /> 

  

 
 
TEST DATA: 
SPL3FTA.001, SPL3SMA.001, SPL3SMAP.001, SPL3SMP.001  
 
SPL4CMDL.001, SPL4SMAU.001, SPL4SMGP.001, SPL4SMLM.001 
 
EXPECTED RESULTS: 
 

1266 SMAP SUBSETTER TEST SPL3SMP001 - SMAP H5 SUBSETTER TESTING WITH SPL3SMP.001 
PRODUCT (ECS-ECSTC-3676) 

DESCRIPTION: 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 Go to a host where you have access to /sotestdata, and HegService and 

resampler are installed for testing.<br /> 
  

2 Set two environment variables: MODE and SOTEST. MODE is a test mode, 
for example, &quot;DEV07&quot;. SOTEST points to the directory of 
SMAP test data, and is optional to set. By default, SOTEST points to 
&quot;/sotestdata/DROP_802/HDF5_subsetter/SMAP&quot;.<br /> 

  

3 Go to the clearcase directory 
/ecs/formal/DPL/DataAccess/adapters/HegService/test/SMAP_Subsetter/ to 
access the test scripts, testHarness_h5smapsubsetter_SPL3SMP001.pl and 
test_h5smapsubsetter_SPL3SMP001*.t, where script files with the extension 
&quot;.t&quot; are individual tests. You can run the tests out of the clearcase 
directory, or copy the test script to a working directory. If you choose the 
latter, make sure copy testHarness_h5smapsubsetter_SPL3SMP001.pl and all 
test_h5smapsubsetter_SPL3SMP001*.t to a same directory.<br /> 

  

4 Run the test: Run testHarness_h5smapsubsetter_SPL3SMP001.pl without any 
argument and it will execute all individual tests (&quot;.t&quot; files). A test 
report will be displayed on screen after the run finishes (execution can take 
long time as some projections are slow to process):<br /><br />shell&gt; 
testHarness_h5smapsubsetter_SPL3SMP001.pl<br /><br />If you see any of 
the tests fails, you can run an individual test to get more details on what has 
failed, for example:<br /><br />shell&gt; perl 
test_h5smapsubsetter_SPL3SMP001_ss001small_GEO_GTIF.t<br /> 

Check the screen output and it should 
report the pass or failure of the tests. If 
there are any failed tests, you should 
be able to see which ones have failed. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1267 REFORMATTING FOR SMAP L3/L4 COLLECTIONS (ECS-ECSTC-3677) 

DESCRIPTION: 
  
 
The SMAP HDF5 Processor shall provide the ability for the user to obtain the processed output product in either HDF5, GeoTIFF, or Multiband GeoTIFF 
formats.   
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Request SMAP HDF5 processing of all L3 and L4 products reformatting to each of the three possible output types.  Verify that output files are created that are 
readable and match the input granule data. 
 
  
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Ensure that the test SMAP L3/L4 collections are installed in the mode and 

and the collections and granules are exported to ECHO. 
  

2 Ensure that the HEG Service is configured in the mode and enabled for the 
test collections. 

  

3 Ensure that dataObjects config script has been run for the collection and the 
bands are displayed for the collectons in edf testbed GUI. 

  

4 Ensure that the HegService supported formats are enabled for the collection   
5 Ensure that the spatial and band subsetting is enabled for the collection for 

the HegService 
  

6 Upload the service form for the collection to reverb using the GUI or with the 
AutoConfigurePump Script 

  

7 Ensure that the form uploaded and the options are assigned in testbed pump   
8 Navigate to the Reverb testbed GUI. http://testbed.echo.nasa.gov/reverb   
9 Search for granules for the test SMAP L3/L4 collections.   
10 Click on Perform Service. Verify that the service options for the collection 

are displayed correctly 
  

11 Enter a valid email address   
12 Select HEG   
13 Ensure that all the supported Heg Service output formats are displayed in the 

output format drop down list.<br />  - It should include  GeoTiff, KML, 
Ascii,NetCdf-3, NetCDF4-CF, HDF-EOS5 and No Reformatting 

  

14 Select output format to be one of the supported output formats.   
15 Submit Service Request. Verify that the service request suceeded.   
16 Verify that the subsetting request, constraints, statistics, outputs are logged. Some of the logging is in 

EcDlDaRqs.debug0.log and Egi logs. 
 

17 Verify that an email is sent to the requested email address that the service   
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# Action Expected Result Notes 
request is complete with links to download the subsetted files 

18 Download the subsetted file.   
19 Verify that there is a link to download the request summary   
20 Verify that the output file has all the datasets in the subset request.   
21 Verify that the request summary link displays the request summary with all 

the subsetting parameter information, the input and the output granule list 
  

22 Download the files from the output links and verify that the output file format 
is the output format selected in the request. 

  

23 Repeat the request with all the supported output formats   
24 Verify that all the requests are successful   
25 Verify that the bands in the input and output files match using hdfviewer or 

h5dump 
  

26 Verify that the fill values in the output match the fill values in the input for 
the different data type and the fill value metadata match 

  

27 Verify the metadata attributes of the NetCDF-4 outputs match the inputs.  In 
particular that the coordinates attribute matches. 

  

28 Verify that string bands in the output match the input   
29 Spot check that the data fields match between the output and input files   

 
 
TEST DATA: 
SPL3FTA.001, SPL3SMA.001, SPL3SMAP.001, SPL3SMP.001  
 
SPL4CMDL.001, SPL4SMAU.001, SPL4SMGP.001, SPL4SMLM.001 
 
EXPECTED RESULTS: 
 

1268 REPROJECTION FOR SMAP L3/L4 COLLECTIONS (ECS-ECSTC-3678) 

DESCRIPTION: 
Use Reverb to process L3 and L4 SMAP granules by choosing as many different projection outputs as time permits along with a variety of different projection 
parameters.  Verify that the outputs are distorted as expected based on the projection type and the parameters selected.  
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 Ensure that the test SMAP L3/L4 collections are installed in the mode and 

and the collections and granules are exported to ECHO. 
  

2 Ensure that the HEG Service is configured in the mode and enabled for the 
test collections. 

  

3 Ensure that dataObjects config script has been run for the collection and the 
bands are displayed for the collectons in edf testbed GUI. 

  

4 Ensure that the HegService supported formats are enabled for the collection   
5 Ensure that the spatial and band subsetting is enabled for the collection for 

the HegService 
  

6 Upload the service form for the collection to reverb using the GUI or with the 
AutoConfigurePump Script 

  

7 Ensure that the form uploaded and the options are assigned in testbed pump   
8 Navigate to the Reverb testbed GUI. http://testbed.echo.nasa.gov/reverb   
9 Search for granules for the test SMAP L3/L4 collections.   
10 Click on Perform Service. Verify that the service options for the collection 

are displayed correctly 
  

11 Enter a valid email address   
12 Select HEG   
13 Select output projection to be one of the supported projections for the service   
14 Submit Service Request. Verify that the service request suceeded.   
15 Verify that the subsetting request, constraints, statistics, outputs are logged. Some of the logging is in 

EcDlDaRqs.debug0.log and Egi logs. 
 

16 Verify that an email is sent to the requested email address that the service 
request is complete with links to download the subsetted files 

  

17 Download the subsetted file.   
18 Verify that there is a link to download the request summary   
19 Verify that the output file has all the datasets in the subset request.   
20 Verify that the request summary link displays the request summary with all 

the subsetting parameter information, the input and the output granule list 
  

21 Download the files from the output links and verify that the output file 
projection is matches the projection selected in the request. 

  

22 Repeat the request with all the supported projections   
23 Verify that all the requests are successful   



 

3343 
 

 
 
TEST DATA: 
SPL3FTA.001, SPL3SMA.001, SPL3SMAP.001, SPL3SMP.001  
 
SPL4CMDL.001, SPL4SMAU.001, SPL4SMGP.001, SPL4SMLM.001 
 
EXPECTED RESULTS: 
 

1269 CONCURRENT PROCESSING FOR SMAP L3/L4 COLLECTIONS (ECS-ECSTC-3679) 

DESCRIPTION: 
Configure HegService to a large number of concurrent requests.  Submit a large load of SMAP and other HEG requests into the system and verify all the requests 
complete succesfully.  
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Configure max granules per request in the Data Access GUI . Set 

MAX_GRANS_SINGLE_ASYNC_REQUEST to 2 
  

2 Configure max requests in the Data Access GUI. Set 
MAX_GRANS_QUEUE_ASYNC_REQUESTS to 5 

  

3 Submit concurrent requests for HEG Service for different SMAP L3/L4 
granules and collections. Submit subset requests for 2 granules. 

  

4 Verify that the requests complete successfully   
5 Submit requests exceeding the configured request limit. Submit subset 

requests for 10 granules. 
  

6 Verify that not more than the max configured requests are queued.<br />   
7 Repeat 1-6 for SYNC requests. (with MAX_GRANS_SYNC_REQUEST)   

 
 
TEST DATA: 
SPL3FTA.001, SPL3SMA.001, SPL3SMAP.001, SPL3SMP.001  
 
SPL4CMDL.001, SPL4SMAU.001, SPL4SMGP.001, SPL4SMLM.001 
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EXPECTED RESULTS: 
 

1270 SMAP ECHO FORM (ECS-ECSTC-3680) 

DESCRIPTION: 
This will initially be implemented using the same method as HEG so you will have to ingest some SMAP granules to get the parameters that can be subset into 
the database.    
 
 
 
After enabling a SMAP collection for HEG processing in the DataAccess GUI, export the form to ECHO and verify that the expected functionality exists when 
performing a service in Reverb.  
 
This should work for Orders as well.  
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Ensure that the SMAP test collections and granules have been ingested and 

exported to ECHO 
  

2 Configure the SMAP collections for HEG Processing  in the DataAccess GUI   
3 Export the service form and order form to ECHO by using the 

AutoConfigurePump script 
  

4 Search for the test SMAP granules and add them to cart   
5 Perform service.   
6 Verify that the service form displays correctly and the request is 

successful<br /><br /> 
  

 
 
TEST DATA: 
SPL3FTA.001, SPL3SMA.001, SPL3SMAP.001, SPL3SMP.001  
 
SPL4CMDL.001, SPL4SMAU.001, SPL4SMGP.001, SPL4SMLM.001 
 
EXPECTED RESULTS: 
 



 

3345 
 

1271 EXPIRATION OF NRT GRANULES (ECS-ECSTC-3681) 

DESCRIPTION: 
 
PRECONDITIONS: 
Collection descriptor files are available for NEAR_REAL_TIME collections. 
 
PDRs are available for granules from NEAR_REAL_TIME collections. 
 
STEPS:   
# Action Expected Result Notes 
1 Install collections (at least two) with &quot;NEAR_REAL_TIME&quot; 

CollectionDataType in the descriptor file. 
The NEAR_REAL_TIME collections 
are successfully exported to ECHO 
and show up in the Reverb.  View the 
collection metadata from the Reverb, 
the collection's BeginningDateTime 
and EndingDateTime should reflect 
what's in the decriptor file. 

 

2 <i>Install collections from AIM ESDT Maintenance GUI.</i>  #comment 
3 <i>Configure the collections in DPL Maintenance GUI.</i>  #comment 
4 <i>Configure BMGT export these collection to ECHO.</i>  #comment 
5 <i>Configure volume groups for these collections from DPL Ingest GUI.</i>  #comment 
6 <i>From DPL Ingest GUI, configure these data types to be 'Public' in 

DataPool.</i> 
 #comment 

7 Ingest granules from NEAR_REAL_TIME collections Granules are ingested successfully into 
public DataPool. 

 

8 <i>If you ingest the same PDR again, the previous granules ingested will be 
placed into hidden DPL when replacementOnFlag is set to 'Y' in 
AmCollection table or the ENABLE_DUPLICATE_GRAN_CHECK is 
turned on from DPL Ingest GUI.  This is fine for our testing.</i> 

 #comment 

9 After a day or two, check if there are any granules expired.  Run db function 
ProcGetExpiredNRTGranules from psql. 

The expired granules will be returned 
if any. 

 

10 <i>Make sure we have some NRT granules expired, and some NRT granules 
are not expired for each NRT collection.</i> 

 #comment 

11 <i>We can adjust the &quot;Granule Retention Days&quot; for these 
collections from DPL Maintenance GUI.</i> 

 #comment 

12 Run Granule Deletion phase I, <br />EcDsBulkDelete.pl -mode 
&lt;MODE&gt; -physical -expirednrt 

Expired NRT granules are marked for 
deletion.<br />Check log file 
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# Action Expected Result Notes 
BulkDelete.&lt;date&gt;.&lt;pid&gt;.l
og 

13 Verify the event for granule deletion are exported to ECHO.   
14 <i>Go to BMGT gui, and verify that GRDELETE (granule deletion) evens 

are processed by BMGT for each granule.</i> 
 #comment 

15 <i>Go Reverb gui, and verify the expired NRT granules are not searchable 
any more.  The granules which are not expired are still searchable and 
orderable.  (You may have to wait an hour for the events be processed by 
ECHO).</i> 

 #comment 

16 Run EcDsUpdateNRTCollectionEvents.pl (In Granule Deletion Package) 
with or without -collection option 

  

17 Verify the update collection information are exported to ECHO.   
18 <i>Go to BMGT gui, and verify that CLUPDATE(collection updates) events 

are processed by BMGT for the affected NRT collection.  Note: Bmgt will 
not process the CLUPDATE for the collections which are not configured for 
export.</i> 

 #comment 

19 <i>Go Reverb gui, and view the collection metadata for each NRT collection, 
and verify that the collection's BeginningDateTime is updated to reflect the 
minum BeginningDateTime of its granules which are not logically deleted or 
DFAed, collection's EndingDateTime isn't changed.  The lastUpdate field is 
not changed also, and the same as in the AmCollection.LastUpdate field.</i> 

 #comment 

20 Run Unpublish utility with -aim option.<br />EcDlUnpublishStart.pl -mode 
&lt;MODE&gt; -aim -offset &lt;offset # of hours&gt; [-lagtime &lt;lagtime # 
of hours]]<br />e. g. -aim -offset 48 -lagtime 24 will unpublish granules 
which are marked for deletion in the last 48 hours but before 24 hours. 

Granules are successfully unpublished.  

21 Run Granule Deletion phase II.<br />EcDsDeletionCleanup.pl -mode 
&lt;MODE&gt; 

Expired NRT granules are removed 
from database, datapool and archive.  
The granules which are not expired are 
not affected. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
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1272 TEST SPATIAL SUBSCRIPTION FOR MULTIPLE USER SUBSCRIPTIONS AND SPATIAL 
SEARCH TYPES (ECS-ECSTC-3682) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Test Instruction:</i>  #comment 
2 Set up 3 spatial subscriptions on an ESDT that uses GPolygon on the SSS 

GUI 
  

3 Set up another 3 that use BoundingRectangle on the SSS GUI   
4 Each subscription should be for a different user.   
5 Then ingest a granule that intersects 2 of the 3 subscriptions   
6 Verify that the two match and the third does not   
7 Verify that the OMS GUI displays the subscription requests   
8 Verify that an email is sent to the email specified in the user subscription   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1273 NCR8052088 TEST INSTRUCTIONS (ECS-ECSTC-3683) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Testing Instructions:</i>  #comment 
2 <i>Design Summary:</i>  #comment 
3 <i>1. LANCE data are reported separately from the non-LANCE data under a  #comment 
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# Action Expected Result Notes 
different provider(reflected in the flt filename) .</i> 

4 <i>2. LANCE data contains no ancillary granules so all the browse, qa, ph, 
hdf_map data are reported in the non-LANCE report.</i> 

 #comment 

5 <i>3. LANCE data can only be reported if LANCEPROVIDER is present in 
EcDbEMSdataExtractor.CFG and the value is different from 
PROVIDER.</i> 

 #comment 

6 <i>If LANCEPROVIDER is present in the config file and there aren't any 
LANCE data in the database, empty LANCE flt files will be generated.</i> 

 #comment 

7 <i>If LANCEPROVIDER is missing in the config file and there ARE 
LANCE data in the database, no LANCE flt files will be generated.</i> 

 #comment 

8 <i>4. There are some rare cases when CollectionDataType is not available in 
AmCollection because the ESDT has been removed, or the granules have</i> 

 #comment 

9 <i>been removed. In which case the data will be reported in the non-LANCE 
data report.</i> 

 #comment 

10 <i>General testing:</i>  #comment 
11 <i>Case1. LANCEPROVIDER is absent(or has no value) from 

/usr/ecs/&lt;mode&gt;/CUSTOM/cfg/EcDbEMSdataExtractor.CFG</i> 
 #comment 

12 <i>This is the case when everything should behave the same as baseline 
code.</i> 

 #comment 

13 1. Run the new version of the script for all extract types. 2. Verify that there aren't any LANCE 
flt files generated.<br /> 

 

14 <i>Case2. LANCEPROVIDER is present (and contains value) in the 
/usr/ecs/&lt;mode&gt;/CUSTOM/cfg/EcDbEMSdataExtractor.CFG</i> 

 #comment 

15 1. assign it to the same value as PROVIDER Run the script and verify the script 
exits with error stating 
LANCEPROVIDER needs to be 
different from PROVIDER. 

 

16 2. assign it to a different value from PROVIDER<br /> +  Run the script for 
all extract types and verify that both LANCE and Non-LANCE flt(the 
filenames contain the value of LANCEPROVIDER in the cfg file) files are 
generated, for each extract type. Some or all of them might be empty.<br /> 

  

17 <i>Detailed testing:</i>  #comment 
18 <i>Assumption:</i>  #comment 
19 <i>1. LANCEPROVIDER contains different value from PROVIDER in the 

config file.</i> 
 #comment 

20 <i>2. LANCE data is available in the database for the mode.</i>  #comment 
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# Action Expected Result Notes 
21 <i>Testing steps:</i>  #comment 
22 <i>Perform the following activities on both LANCE and non-LANCE data. 

Run the associated rollup scripts to capture the activities in the logs and 
populate them in the database.</i> 

 #comment 

23 <i>Run EMS script to generate the reports. Verify both LANCE and non-
LANCE *flt files are generated, for each extract type and the contents are</i> 

 #comment 

24 <i>correct.</i>  #comment 
25 1. FTP and HTTP download (*DistFTP_*DataPool*.flt is generated)   
26 2. DataAccess HTTP transfer (*DistHTTP_*.flt is generated) This is only for non LANCE (non-

MISR NRT) ESDTs 
 

27 3. OMS orders (scp, ftppush, 
ftppull)(*DistFTP_*&lt;Scp|FtpPull|FtpPush&gt;.flt is generated) 

  

28 4. ESDT installed (*searchExp*.flt is generated)   
29 5. Granules DFAed (*ArchDel*.flt is generated)   
30 6. Granules Ingested (*_Ing_*.flt is generated)   
31 7. Collection Installed/Updated (*_Meta_*.flt is generated)   
32 8. Granules Ingested/updated (*Arch_*.flt is generated)<br /><br />   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1274 SMAP SUBSETTER TEST SPL3FTA001 - SMAP H5 SUBSETTER TESTING WITH SPL3FTA.001 
PRODUCT (ECS-ECSTC-3684) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Go to a host where you have access to /sotestdata, and HegService and 

resampler are installed for testing.<br /> 
  

2 Set two environment variables: MODE and SOTEST. MODE is a test mode,   
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# Action Expected Result Notes 
for example, &quot;DEV07&quot;. SOTEST points to the directory of 
SMAP test data, and is optional to set. By default, SOTEST points to 
&quot;/sotestdata/DROP_802/HDF5_subsetter/SMAP&quot;.<br /> 

3 Go to the clearcase directory 
/ecs/formal/DPL/DataAccess/adapters/HegService/test/SMAP_Subsetter/ to 
access the test scripts, testHarness_h5smapsubsetter_SPL3FTA001.pl and 
test_h5smapsubsetter_SPL3FTA001*.t, where script files with the extension 
&quot;.t&quot; are individual tests. You can run the tests out of the clearcase 
directory, or copy the test script to a working directory. If you choose the 
latter, make sure copy testHarness_h5smapsubsetter_SPL3FTA001.pl and all 
test_h5smapsubsetter_SPL3FTA001*.t to a same directory.<br /> 

  

4 Run the test: Run testHarness_h5smapsubsetter_SPL3FTA001.pl without any 
argument and it will execute all individual tests (&quot;.t&quot; files). A test 
report will be displayed on screen after the run finishes (execution can take 
long time as some projections are slow to process):<br /><br />shell&gt; 
testHarness_h5smapsubsetter_SPL3FTA001.pl<br /><br />If you see any of 
the tests fails, you can run an individual test to get more details on what has 
failed, for example:<br /><br />shell&gt; perl 
test_h5smapsubsetter_SPL3FTA001_ss001small_GEO_GTIF.t<br /> 

Check the screen output and it should 
report the pass or failure of the tests. If 
there are any failed tests, you should 
be able to see which ones have failed. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1275 NCR8052182 TEST CASE - HEG SUBSETTING ON MOD29E1D (ECS-ECSTC-3685) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 This test case is saved in the directory 

/net/origin/devdata1/testcase/NCR8052182_HEG/.  See README file in the 
directory for more information. 
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# Action Expected Result Notes 
2 This test requires to run the &quot;resample&quot; executable.  Set three 

environment variables first using the following example (you can change 
TESTUSER to your ID):<br />    setenv MRTDATADIR 
/ecs/formal/HEG/data<br />    setenv PGSHOME 
/ecs/formal/HEG/TOOLKIT_MTD<br />    setenv HEGUSER TESTUSER 

  

3 If clear case directories are used by the envornment variables set in the 
previous step, get into a clear case view to access those directories. 

  

4 Make a working directory, if you do not have one already, and copy the 
following prm file to your working directory:<br />   
/net/origin/devdata1/testcase/NCR8052182_HEG/MOD29E1D_grid.prm 

  

5 In your working directory, run<br />   
/usr/ecs/&lt;MODE&gt;/CUSTOM/bin/HEG/resample -p 
MOD29E1D_grid.prm<br />where &lt;MODE&gt; is your test mode, for 
example, DEV07. 

A successful run should produce the 
following files (with both hdf and tif 
outputs):<br />        
MOD29E1D_grid_LA.hdf<br />        
MOD29E1D_grid_LA.hdf.met<br />     
MOD29E1D_grid_LA.tif<br />        
MOD29E1D_grid_LA.tif.met<br />       
resample.log 

 

6 Checking results by comparing your output files with the ones saved in 
/net/origin/devdata1/testcase/NCR8052182_HEG/output/. 

The tiff image produced should not 
contain blank strips anywhere on the 
map.  The results should be 
comparable with those in the output/ 
subdirectory of the test case. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1276 SUPPORT ACCENTED CHARACTERS IN COLLECTION AND GRANULE METADATA 
(NCR8051874) (ECS-ECSTC-3686) 

DESCRIPTION: 
 
PRECONDITIONS: 
Collection Descriptor files with Accented Characters, 
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Granule Metadata with Accented Characters, PDRs to ingest these granules 
 
STEPS:   
# Action Expected Result Notes 
1 Install an ESDT with accented characters in the collection description. e.g. 

Sat&eacute;lite de Aplicaciones Cient&iacute;fico - D 
Installation is successful.  

2 When view the installed ESDT in XML and ODL format from ESDT 
Maintenance GUI. 

The accented characters are displayed 
correctly. 

 

3 The accented characters are stored in the database in UTF-8.  The accented 
characters are displayed when we set the client encoding in psql:<br />set 
client_encoding to 'ISO-8859-1';<br />select shortname, versionid, 
collectiondescription from amcollection where shortname = 
&lt;shortname&gt;; 

The accented characters are stored 
correctly in the database. 

 

4 From DPL Maintenance GUI, add the ESDT to a collection group, the 
Description in the &quot;Collections Not In Data Pool&quot; page should 
display the accent characters.  After the collection is added, click the 
collection for detailed information, and the Description in the &quot;Detailed 
Information&quot; page should display the accent characters. 

The collection description field has the 
accented characters displayed 
correctly. 

 

5 Export the collection to ECHO. From the BMGT GUI, the collection 
is successfully exported to ECHO. 

 

6 From Reverb, view the collection metadata The accented character are displayed 
correctly. 

 

7 Ingest a granule whose ODL metadata has accented characters PDR request is successful.  
8 Export the granule to ECHO. From the BMGT GUI, the granule is 

successfully exported to ECHO. 
 

9 From Reverb, view the granule metadata. The accented characters are displayed 
correctly. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
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1277 SPLIT VOLUME GROUP SCRIPT (ECS-ECSTC-3687) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Run EcDsAmSplitVolumeGroup.pl to split an OPEN volume group and an 

CLOSED volume group. 
  

2 Verify that all the granules in the original volume groups are splitted 
correctly into new volume groups. e.g. The files are in the correct volume 
group locations. 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1278 NOMINAL GRANULE EXPORT MANUAL EXPORT NRT GRANULE (ECS-ECSTC-3688) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Setup</i>  #comment 
2 <i>S-1 [Nominal Granule Export]<br />Find NRT the collection PDR files to 

ingest into Aim DB.<br />Ensure that the collection is enabled for collection 
and granule export.<br />Request the manual export of granule metadata for 
all granules in one of the NRT collection.</i> 

 #comment 

3 Ensure the NRT collection is installed. select * from AmCollection<br 
/>where esdt(shortname,versionid) = 
'&lt;SHORTNAME.VERSIONID&gt;
' 

 

4 Ensure the NRT granules are ingested select * from AmGranule<br />where  
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# Action Expected Result Notes 
esdt(shortname,versionid) = 
'&lt;SHORTNAME.VERSIONID&gt;
' 

5 Ensure the NRT collection is enabled for collection and granule export.<br 
/><br />select shortname, versionid, granuleexportflag , 
collectionexportflag<br />from bg_collection_configuration<br />where 
esdt(shortname,versionid) = '&lt;SHORTNAME.VERSIONID&gt;' 

They should be set to 'Y'.  

6 Request the manual export of granule metadata for all granules in the NRT 
collection.<br /><br />EcBmBMGTManualStart &lt;MODE&gt; --metg --
collections &lt;C1_SHORTNAME&gt;.&lt;C1_VERSIONID&gt; 

  

7 Verify that the collection and granules exported successfully.<br />Check 
bg_export_error table 

Go to BMGT GUI to make sure the 
manual request exports successfully. 

 

8 Verify that the TCP proxy log contains the OnlineAccessURLs contains http 
and ftp links. 

open the tcp.log  

9 Verify that the TCP proxy log contains  the OnlineResouces http and ftp 
links. 

open the tcp.log  

10 Using the Testbeb Reverb to make sure the NRT granules are displayed in 
that Page. 

  

11 Using the http and ftp link to down load granules make sure the download is successful.  

 
 
TEST DATA: 
See Jenny Liu. 
 
EXPECTED RESULTS: 
 

1279 NOMINAL GRANULE EXPORT[S-2A]: AUTOMATIC EXPORT: INGEST NRT GRANULE  
(ECS-ECSTC-3689) 

DESCRIPTION: 
 
 
 

  S 40 1 [Nominal Granule Export] Find two collections with ECS metadata and which share the same short name, but 
have different version IDs.  Ensure that both collections are enabled for collection and granule export.  Request the 
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manual export of granule metadata for all granules in one of these collections. 

  S 40 2 For one of the collections in S-1 (or another collection which has ECS metadata, and is enabled for collection and 
granule export): 
 
a)     Ingest a new granule into the ECS inventory.  
 
b)     Logically delete a granule from the ECS inventory.  
 
c)     Physically delete a granule from the ECS inventory.  
 
d)     DFA a granule.  
 
e)     Hide a granule.  
 
f)      Restrict a granule.  
 
g)     Unrestrict a granule.  
 
h)     Perform a QAUpdate on a granule.  
 
i)      Publish a granule in the datapool.  
 
j)      Unpublish a granule in the datapool.  
 
k)     Link a granule to a browse granule.  
 
l)      Unlink a granule from a browse granule.  
 
m)   Change the collection to which a granule belongs.  
 
n)     Move a collection.  
 
o)     Perform XML replacement on a granule. 

    

  
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Ensure granule g1's collection is installed. E.g., the DPL Ingest GUI shows 

the collection as a configured datatype. 
  

3 Ensure the DPL Ingest GUI shows granule g1's collection is configured to be 
public on ingest. 

  

4 Ensure granule g1's collection is enabled for collection and granule 
export:<br /><br />update bg_collection_configuration<br />set 
granuleexportflag = 'Y', collectionexportflag = 'Y'<br />where shortname = 
&lt;SHORTNAME&gt;<br />and versionid = &lt;VERSIONID&gt;; 

  

5 Ensure ECHO has granule g1's collection metadata:<br /><br />curl -k -H 
Echo-Token:${TOKEN} https://testbed.echo.nasa.gov/catalog-
rest/providers/${PROVIDERID}/${URL_ENCODED_DATASETID}<br 
/><br />If ECHO is missing the collection, export it:<br /><br 
/>EcBmBMGTManualStart ${MODE} --metc --collections 
${SHORTNAME}.${VERSIONID} 

  

6 Ensure a local copy of the ECHO 10 schema files is available for schema 
validation (e.g., under /tools/common/test/BE_82_01/echo10/schema).<br 
/><br />If needed, download *.xsd files from 
https://api.echo.nasa.gov/ingest/schema/. 

  

7 Ensure a mock ECHO or TCP proxy is capturing BMGT traffic.   
8 Ensure the BMGT Dispatcher is running. On the BMGT host:<br /><br />ps 

auxww | grep $MODE | grep EcBmDispatcher<br /><br />If needed, start the 
dispatcher:<br /><br />./EcBmBMGTDispatcherStart $MODE 

  

9 Ensure the BMGT Auto driver is running. On the BMGT host:<br /><br />ps 
auxww | grep $MODE | grep EcBmAuto<br /><br />If needed, start the Auto 
driver:<br /><br />./EcBmBMGTAutoStart $MODE 

  

10 <i>Setup</i>  #comment 
11 <i>S-2 For one of the collections in S-1 (or another collection which has ECS 

metadata, and is enabled for collection and granule export):<br />a)     Ingest 
a new granule into the ECS inventory.</i> 

 #comment 

12 Ingest a new granule g1 into the ECS inventory.   
13 <i>Verification</i>  #comment 
14 <i>V-2 Verify that the operations in S-2, except subclauses b – d, each result 

in the export of one or more HTTP PUTs containing the full granule 
metadata.</i> 

 #comment 

15 <i>NOTE: Each action may result in multiple distinct events being triggered.   #comment 
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# Action Expected Result Notes 
The BMGT Auto driver will consolidate these events if they are picked up 
within the same polling interval.  If they span multiple intervals, then 
multiple, redundant exports could result.</i> 

16 Verify the TCP proxy log one or more PUTs for granule g1.<br /><br 
/>There could be 1 PUT after the granule is archived and another when the 
granule is published. 

  

17 Verify the TCP proxy log shows that each of granule g1's PUT requests 
contains the full granule metadata. 

  

18 <i>V-4 Verify that the metadata exported in S-1 and S-2, except S-2 
subclauses b – d, validates against the ECHO granule metadata schema 
(https://api.echo.nasa.gov/ingest/schema/Granule.xsd).</i> 

 #comment 

19 Verify granule g1's exported metadata validates against the ECHO granule 
metadata schema:<br />xmllint --noout --schema /path/to/Granule.xsd 
g1.xml<br />or<br 
/>/tools/common/test/BE_82_01/bin/echo10_validate_metadata g g1.xml 

  

20 <i>V-5 Verify that the metadata exported in S-1 and S-2, except S-2 
subclauses b – d has the following elements:<br />    a) Visible = true<br />    
b) Orderable = true<br />    c) InsertTime = The insert time of the granule 
recorded in the AIM database.<br />    d) LastUpdate = The last update time 
of the granule recorded in the AIM database</i> 

 #comment 

21 <i>Verify that the exported metadata has the following elements, using the 
Ruby script /tools/common/test/BE_82_01/bin/xpath:</i> 

 #comment 

22 a) Visible = true<br /><br />xpath /Granule/Visible g1.xml &lt;Visible&gt;true&lt;/Visible&gt;  
23 b) Orderable = true<br /><br />xpath /Granule/Orderable g1.xml &lt;Orderable&gt;true&lt;/Orderable

&gt; 
 

24 c) InsertTime = The insert time of the granule recorded in the AIM 
database<br /><br />xpath /Granule/InsertTime g1.xml 

&lt;InsertTime&gt;YYYY-MM-
DDTHH:mm:SSZ&lt;/InsertTime&gt;
<br /><br />where the date time string 
return is equal to what is returned 
from the query to the database<br 
/><br />select archivetime<br />from 
amgranule<br />where granuleid = 
&lt;GRANULEID&gt;; 

 

25 d) LastUpdate = The last update time of the granule recorded in the AIM 
database.<br /><br />xpath /Granule/LastUpdate g1.xml 

&lt;LastUpdate&gt;YYYY-MM-
DDTHH:mm:SSZ&lt;/LastUpdate&gt
;<br /><br />where the date time 
string returned is equal to what is 
returned from the query<br /><br 
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# Action Expected Result Notes 
/>select lastupdate<br />from 
amgranule<br />where granuleid = 
&lt;GRANULEID&gt;; 

 
 
TEST DATA: 
See Test Case 603. 
 
EXPECTED RESULTS: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

   V  40  1  Verify that the manual export in S-1 results in multiple HTTP PUT requests containing the full granule metadata for each 
granule in the requested collection (but no granules belonging to other collections sharing a short name but with a 
different version ID).    

      

   V  40  2  Verify that the operations in S-2, except subclauses b – d each result in the export of a single HTTP PUT containing the 
full granule metadata.  

      

   V  40  3  Verify that the operations in S-2 subclauses b – d each result in the export of a single HTTP DELETE, with the ID of the 
granule in the URL, but containing no granule metadata in the request body.  
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   V  40  4  Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b – d, validates against the ECHO granule 
metadata schema (https://api.echo.nasa.gov/ingest/schema/Granule.xsd).  

      

   V  40  5  Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b – d has the following elements:  
 
a)     Visible = true  
 
b)     Orderable = false  
 
c)     InsertTime = The insert time of the granule recorded in the AIM database.  
 
d)     LastUpdate = The last update time of the granule recorded in the AIM database  

      

   V  40  6  Verify that the metadata generated by the action in S-2 subclause e contains a Restriction Flag value of 255.        

   V  40  7  Verify that the metadata generated by the action in S-2 subclause f contains the restriction flag value that was set in the 
database for that granule.  

      

   V  40  8  Verify that the metadata generated by the action in S-2 subclause g (and any other subclauses for which the affected 
granule did not have a restriction flag set) the restriction flag element is absent.  

      

   V  40  9  Verify that the metadata generated by the action in S-2 subclause h contains the QA values reflecting the update which 
was performed.  

      

   V  40  10  Verify that the metadata generated by the action in S-2 subclause i contains URLs for the science and metadata files, as 
well as any other ancillary files (e.g. browse) associated with the affected granule.  

      

   V  40  11  Verify that the metadata generated by the action in S-2 subclause j contains no datapool URLs.        

   V  40  12  Verify that the metadata generated by the action in S-2 subclause k contains a browse linkage URL, in addition to any 
datapool URLs.  

      

   V  40  13  Verify that the metadata generated by the action in S-2 subclause l contains no browse linkage URLs.        

   V  40  14  Verify that the metadata generated by the action in S-2 subclause m contains a reference to the newly assigned collection.        
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   V  40  15  Verify that the action performed in S-2 subclause n results in the export of full granule metadata for every granule in the 
collection affected.  

      

   V  40  16  Verify that the metadata generated by the action in S-2 subclause o contains XML reflecting the replacement which was 
performed.  

      

 

1280 HTTP POLLING, TRANSFERS, AND NOTIFICATION (ECS-ECSTC-3690) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Description and Objectives: Verifies successful Ingest is possible using 

HTTP as the transferring mechanism. 
  

2 [HTTP Polling, Transfers, and Notification]   
3 Use a provider which has an HTTP polling location, the provider transfer 

type configured to HTTP, and the Notification method set to HTTP. If no 
such provider exists, then create a new provider or modify an existing 
provider. 

  

4 Place a PDR in the polling location and verify that an ingest request is created 
for that PDR within the configured polling interval. 

  

5 Verify in the Polling log that the file was transferred via HTTP.   
6 Verify that eventually the request completes successfully.   
7 Verify in the Processing log that each file for each granule in the request was 

transferred via HTTP. 
  

8 Verify that a PAN file is present in the notification directory.  The PAN did not send to 
Notification destination 
/datapool/DEV09/hliu/PAN
S/OPS<br />Jenny Liu had 
the comments below on 
02/26/2016.<br />(02:43:06 
PM) jhliu@im.nasa.gov: 
somehow the .cgi script is 
not working as it did before.  
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# Action Expected Result Notes 
not sure it's because of the 
apache or the script 
itself.<br />(02:50:22 PM) 
jhliu@im.nasa.gov: @hdinh, 
i think we don't have to 
worry about this, the DAAC 
is not sending PAN using 
HTTP, or they have their 
own script to do this. <br 
/>(02:53:36 PM) hdinh: so I 
can skip the step 8 below in 
the testcase # 1297 HTTP 
Polling, Transfers, and 
Notification  regression 
test/<br />step 8)  Verify 
that a PAN file is present in 
the notification directory.<br 
/>(02:57:23 PM) 
jhliu@im.nasa.gov: yeah.  i 
will figure out later.  you 
can make a note in your test 
run. 

9 Verify in the Notification log file that the PAN file was transferred via HTTP.   
10 Add a new provider which has transfer type, polling method and notification 

type all set to HTTP.  The http server doesn't need user authentication, so the 
Read/Write Login is not configured for this provider.  Repeat step 4 to 9. 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1281 SIPS INGEST AND PUBLISH TO PUBLIC DATA POOL, BAND EXTRACTION (ECS-ECSTC-
3691) 

DESCRIPTION: 
 



 

3362 
 

PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Description and Objectives: Verifies SIPS Data Pool Ingest and 

publication in the Data Pool works for a HEG-able granule.</i> 
 #comment 

2 <i>[SIPS Ingest and to public Data Pool, Band Extraction]</i>  #comment 
3 Select one successful request from the filtered list where the collection in the 

request is configured to be inserted into the public Data Pool.THE 
GRANULES IN THE REQUEST MUST BE REAL HDFEOS DATA, 
BELONGING TO A HEG-ABLE COLLECTION.One of the granules shall 
have invalid band data;all other granules shall have valid band data. 

  

4 Verify that all granules in the request have been successfully queued with the 
Data Pool Insert Service for insertion into the public Data Pool. 

  

5 Verify that the queuing of the Data Pool insert and all information in S-DPL-
18375 are included in the application log for this request. 

  

6 Verify, using the debug log or other method supplied in ITP, that the state of 
the request and the state(s) of all granules in the request were updated 
appropriately during processing of the request, and that each non-error state 
in S-DPL-18200 (for the request) and S-DPL-18210 (for granules) was 
logged in the correct order. 

  

7 Verify that start and completion of band extraction was logged for all 
granules, showing successful extraction for the granules with valid band 
information and a band extraction failure for the granule with invalid band 
information. 

  

8 <i>DPL Web GUI is retired after AIM-DPL database consolidation. We can 
check entries in aim.dlgranulehdfobjectsxref table.</i> 

 #comment 

9 For the granules with valid band information, verify that the band information 
was made available for insertion into the Data Pool inventory and is correct. 
(This can be verified, for example, by checking that the correct information is 
present in the Data Pool inventory or by completing a DPL publishing step 
and verifying that the granules can be ordered for HEG processing from the 
DPL Web GUI and the correct band subsetting options are offered.) 

DPL DataAccess Testbed can be used.  
Verify the Band Options are correctly 
displayed in the GUI.<br />Check the 
entries in aim.dlgranulehdfobjectsxref, 
dlhdfobjects, dlhdffields, dlhdfbands 
tables. 

 

10 Verify that all granules in the request are copied to the ECS archive.   
11 Verify that throughput statistics for archiving operations are stored in the 

Data Pool Ingest database, per the time interval configured in criterion 150, 
and that all statistics required in S-DPL-18850 are recorded (number of 
granules by archive, data volume by archive, number of granules per Data 
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# Action Expected Result Notes 
Pool file system, data volume per Data Pool file system). 

 
 
TEST DATA: 
Any SIPS data type that is HEG-able 
 
EXPECTED RESULTS: 
 

1282 ORDERS FOR SMAP L3/L4 COLLECTIONS (ECS-ECSTC-3692) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Ensure that the SMAP test collections and granules have been ingested and 

exported to ECHO 
  

2 Configure the SMAP collections for HEG Processing  in the DataAccess GUI   
3 Export the order form to ECHO by using the AutoConfigurePump script   
4 Search for the test SMAP granules and add them to cart   
5 Perform orders without service   
6 Verify that the order request is successful   
7 Perform orders with Heg Service with FtpPull   
8 Verify that the form displays correctly and the request is successful   
9 Perform orders with HegService with Ftp Push   
10 Verify that the request is successful   
11 Verify that an email is sent to the requestor   
12 Verify that the outputs in each case is as requested   

 
 
TEST DATA: 
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EXPECTED RESULTS: 
 

1283 END TO END RESAMPLING TEST (ECS-ECSTC-3693) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Ensure that the test SMAP collections are installed in the mode and and the 

collections and granules are exported to ECHO. 
  

2 Ensure that the HEG Service is configured in the mode and enabled for the 
test collections. 

  

3 Ensure that dataObjects config script has been run for the collection and the 
bands are displayed for the collectons in edf testbed GUI. 

  

4 Ensure that the HegService supported formats are enabled for the collection   
5 Ensure that the spatial and band subsetting is enabled for the collection for 

the HegService 
  

6 Upload the service form for the collection to reverb using the GUI or with the 
AutoConfigurePump Script 

  

7 Ensure that the form uploaded and the options are assigned in testbed pump   
8 Navigate to the Reverb testbed GUI. http://testbed.echo.nasa.gov/reverb   
9 Search for granules for the test SMAP collections.   
10 Click on Perform Service. Verify that the service options for the collection 

are displayed correctly 
  

11 Enter a valid email address   
12 Select HEG   
13 Select No change output   
14 Select No change Resampling   
15 Submit Service Request. Verify that the service request suceeded.   
16 Verify that the subsetting request, constraints, statistics, outputs are logged. Some of the logging is in 

EcDlDaRqs.debug0.log and Egi logs. 
 

17 Verify that an email is sent to the requested email address that the service 
request is complete with links to download the subsetted files 

  

18 Download the subsetted file.   
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# Action Expected Result Notes 
19 Verify that there is a link to download the request summary   
20 Verify that the output file has all the datasets in the subset request.   
21 Verify that the request summary link displays the request summary with all 

the subsetting parameter information, the input and the output granule list 
  

22 Download the files from the output links and verify that the output file 
matches the input file in the hdf viewer. Number of data points for each field 
should match. 

  

23 Repeat the request with all the different percent for resampling   
24 Verify that all the requests are successful   
25 Verify that the outputs reflect the resampling percent selected in comparison 

with the input file using the hdf viewer<br /> 
  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1284 PUMP CONFIGURATION MANAGEMENT TEST (ECS-ECSTC-3694) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 ECHO Testbed or Partner Test should be accessible from the EDF or PVC, 

respectively. Have access to an active URS account. 
http://testbed.echo.nasa.gov/reverb or 
http://api-test.echo.nasa.gov/reverb 

 

3 Have access to the DataAccess GUI. http://f5dpl01v.edn.ecs.nasa.gov:2250
0/DataAccessGui or 
http://p5dpl01.pvc.ecs.nasa.gov:22500
/DataAccessGui_TS2 

 

4 Ensure that the DataAccess configuration is current and correct (config files, 
properties files, database settings, etc.) in the mode. 

  

5 Have access to the directory x5eil01(v):/usr/ecs/TS2/CUSTOM/logs/. On x5eil01, &quot;ls -ltrac  
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# Action Expected Result Notes 
/usr/ecs/TS2/CUSTOM/logs/ | grep 
EcDlDaEgi | grep 
&lt;mode&gt;&quot; should yield:<br 
/>-rw-rw-r--   1 tomcat   cmshared    
1983 Nov 19 11:43 
EcDlDaEgi.ops0.log 

6 <i>Setup</i>  #comment 
7 <i>S-1 [AutoConfigurePump.rb]</i>  #comment 
8 On a *dpl* machine, navigate to /workingdata/PUMP, preferably as 

cmshared.<br />Run 
/usr/ecs/&lt;MODE&gt;/CUSTOM/utilities/AutoConfigPumpTest.rb or 
/ecs/formal/DPL/DataAccess/scripts/AutoConfigPumpTest.rb 

The script, operating as cmshared, 
should be able to write to 
/workingdata/PUMP. <br />Several 
files will be produced inside a folder 
for the mode, each of which 
corresponds to the following use 
cases: 

 

9 <i>S-2 [Use Cases]</i>  #comment 
10 Upload forms from file &quot;GLAS_LIST.txt&quot; AutoConfigurePump.rb --echo-domain 

testbed --use-token 
./DEV06/brownm09_EDF_DEV06_to
ken.xml --upload-form 
/workingdata/PUMP/DEV06/GLAS_L
IST.txt --replace --associate-service 
EDF_DEV06 EOSDIS Service 
Implementation 

 

11 Upload order forms generated by ESI AutoConfigurePump.rb --echo-domain 
testbed --use-token 
./DEV06/brownm09_EDF_DEV06_to
ken.xml --upload-form esi_dev06 --
collections AE_Ocean.002 
MOD10A1.005 --replace --orders 

 

12 Upload service forms AutoConfigurePump.rb --echo-domain 
testbed --use-token 
./DEV06/brownm09_EDF_DEV06_to
ken.xml --upload-form esi_dev06 --
collections AE_Ocean.002 
MOD10A1.005 --replace --services --
associate-service EDF_DEV06 
EOSDIS Service Implementation 
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# Action Expected Result Notes 
13 Delete order forms AutoConfigurePump.rb --echo-domain 

testbed --use-token 
./DEV06/brownm09_EDF_DEV06_to
ken.xml --delete-form esi_dev06 --
collections MOD10A1.005 --replace --
services --orders 

 

14 Delete service forms AutoConfigurePump.rb --echo-domain 
testbed --use-token 
./DEV06/brownm09_EDF_DEV06_to
ken.xml --delete-form esi_dev06 --
collections AE_Ocean.002 --replace --
services --associate-service 
EDF_DEV06 EOSDIS Service 
Implementation 

 

15 Delete from file AutoConfigurePump.rb --echo-domain 
testbed --use-token 
./DEV06/brownm09_EDF_DEV06_to
ken.xml --delete-form 
/workingdata/PUMP/DEV06/DELET
E_LIST.txt --associate-service 
EDF_DEV06 EOSDIS Service 
Implementation 

 

16 <i>Verify</i>  #comment 
17 <i>V-0 [View Option Definitions and Assignments in PUMP]</i>  #comment 
18 Login to PUMP, using your Reverb credentials: https://api-

test.echo.nasa.gov/pump/faces/login_pump.jsp<br />Select the tab 
&quot;Provider Context&quot; and choose the appropriate provider (if 
configured for access to more than one provider)<br />In the sidebar, under 
&quot;Service Management,&quot; select &quot;Option 
Assignments.&quot; 

If &quot;PVC_TS2 EOSDIS Service 
Implementation&quot; is available, 
select it. Click &quot;Display Service 
Option Assignments.&quot;<br 
/>Verify the existence of option 
assignments for the use cases 
described above.<br />Repeat this for 
order option assignments (Data 
Management &gt; Option 
Assignments) 

 

 
 
TEST DATA: 
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EXPECTED RESULTS: 
 

1285 INGEST SIPS GRANULES WITHOUT PUBLISHING TO THE DATA POOL (ECS-ECSTC-3695) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Description and Objectives: Verifies SIPS ingest without publishing to the 

Data Pool. This is the main regression test of DPL Ingest where all logging 
and ECS Service Host functionality should be tested.</i> 

 #comment 

2 <i>[SIPS Ingest, but not to public Data Pool]</i>  #comment 
3 Filter the list of insert requests by request status SUCCESSFUL.   
4 Select one successful request from the filtered list where the collection in the 

request is configured not to be inserted into the public Data Pool. 
  

5 Verify that the request details are displayed on the Data Pool Ingest GUI, and 
include all information in S-DPL-16670. 

  

6 Verify that the request details include a list of all granules associated with the 
request, in the default order described in S-DPL-16690, and including all 
granule information listed in S-DPL-16690. 

  

7 Verify that all granules in the request are in a SUCCESSFUL state.   
8 Verify that the start and completion of PDR Validation, and the PDR 

Validation information in S-DPL-18345, are included in the application log 
for this request. 

  

9 Verify that the files for each granule in the request are transferred to a 
temporary directory on the file system configured for the collection. 

  

10 Verify that the files for each granule in the request are transferred using the 
configured transfer method. 

  

11 Verify that file transfers for all granules in the request were performed on one 
of the ECS platforms configured for that purpose. 

  

12 Verify that the start and completion of all file transfers, and the file transfer 
information in S-DPL-18350, are included in the application log for this 
request. 

  

13 Verify that the start and completion of ingest operations for the request, and 
all request information in S-DPL-18385, are included in the application log 
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# Action Expected Result Notes 
for this request. 

14 Verify that the start and completion of ingest operations for each granule in 
the request, and all granule information in S-DPL-18380, are included in the 
application log for this request. 

  

15 Verify that the Science granules in the request were inserted into a non-public 
directory on the Data Pool, and that all Data Pool inventory database 
information for non-public granules has been populated.  Also verify all 
Browse granules ingested in this test are PUBLIC (AmGranule(IsOrderOnly) 
is NULL and the AmBrowseOnlineFile contains at least one entry for each 
Browse.   Also verify the Browse JPEG files are stored in the appropriate 
public DataPool directory (as recorded in AmBrowseOnlineFile). 

  

16 Verify that queuing the Data Pool insert and all information in S-DPL-18375 
are included in the application log for this request. 

  

17 Verify that all granules in the request are copied to the ECS archive, to the 
archive locations and volume groups that are configured for the collection in 
the AIM database. This includes all primary, backup, forward processing and 
reprocessing volume groups. 

  

18 Verify that the start and completion of archiving operations for all granules in 
the request, and all granule archiving information in S-DPL-18366, appears 
in the Data Pool Ingest Service application log. 

  

19 Verify that the start and completion of archiving operations for all files in the 
request, and all file archiving information in S-DPL-18367, appears in the 
Data Pool Ingest Service application log. 

  

20 Verify that the ECS archive file names of all granules in the request are 
consistent with the internal file naming convention. (Verify that the file 
names contain the ECS granule id which is the same as the ECS granule id in 
the inventory database and identify the physical file format correctly. 

  

21 Verify that the archive write operations for the granule were executed on one 
of ECS service hosts configured for that purpose. 

  

22 Verify that the XML metadata file is copied into the appropriate directory in 
the small file archive. 

  

23 <i>Verify the AmGranule.ArchiveTime for this granule is after the 
timestamp of the granule data file in the stornext archive.  We check the 
timestamp of the data file instead of xml metadata file here, because 1).  the 
xml file could be updated after archive, e.g. archive time update, browse 
linkage update. 2). the xml file is copied to the archive from data pool at the 
same time when the data files are copied to archive.</i> 

 #comment 
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# Action Expected Result Notes 
24 Verify that the metadata for the granule is correctly inserted into the AIM 

database, and that the metadata was inserted in the AIM database AFTER the 
granule(s) in the request were copied to the ECS archive. 

  

25 Verify that the internal file(s) for the granule(s) are in the AIM metadata for 
the granule(s), and that this information is correct. 

  

26 Verify that the start and completion of metadata insert, and all metadata insert 
information in S-DPL-18370, appears in the Data Pool Ingest Service 
application log. 

  

27 Verify that an xml metadata file is stored in the non-public directory on the 
Data Pool for each granule in the request. 

  

28 Verify that the xml metadata file contents are correct for at least one granule 
of each ESDT used by the test. 

  

29 Verify that the ECSid of the granules in the request are stored in the 
&amp;quot;aim&amp;quot; schema, and in the Data Pool and AIM XML 
files. 

  

30 Verify that ALL browse granules ingested as part of the test are recorded as 
public in the AIM schema and that the required browse JPEG files are created 
in the correct location in the public data pool (as recorded in the aim schema). 

  

 
 
TEST DATA: 
Any SIPS data type 
 
EXPECTED RESULTS: 
 

1286 USE THE DPL INGEST GUI TO CONFIGURE DATA PROVIDERS (ECS-ECSTC-3696) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Description and Objectives: Verifies Data Providers can be configured 

using the DPL Ingest GUI</i> 
 #comment 

2 <i>[View Data Providers]</i>  #comment 
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# Action Expected Result Notes 
3 As the ‘ingest admin’ operator, navigate to the Data Provider page on the 

Data Pool Ingest GUI. 
  

4 Verify that all provider information in the INGST CI database appears 
correctly on the Data Provider page. 

  

5 <i>[Configure Data Providers]</i>  #comment 
6 Define new providers to fulfill the following requirements:<br />   Configure 

data providers for each of the following Transfer Type (Local, Ftp, Http, 
GridFTP, Scp with different type/cipher combinations).<br /><br />   At least 
one data provider for each of the following combination Notification 
Method:<br />   FTP, Scp, Http, GridFTP, email,<br />   Email and Ftp, 
Email and Scp, Email and Http, Email and GridFTP<br /><br />   Scp 
type/cipher combinations to include in the test are:<br />   F-secure/None;<br 
/>   OpenSSH/aes128;<br />   OpenSSH/3des.<br /><br />   At least one FTP 
provider must use active mode.<br />   At least one FTP provider should use 
passive mode.<br />   <br />   At least one GridFTP provider needs password 
for authentication.<br />   At least one GridFTP provider doesn't need 
password for authentication. 

  

7 Edit existing provider information configured in the previous step.   
8 Verify that the Data Pool Ingest GUI allows the ‘ingest admin’ operator to 

edit data provider information. 
  

9 Verify that the Data Pool Ingest GUI prompts the operator to confirm 
changes to existing data providers before saving this information. 

  

10 Verify that the ingest admin operator has the authorization to define new data 
providers (i.e., has access to the data provider pages on the Data Pool Ingest 
GUI, and that information entered by this operator is stored in the database.) 

  

11 Verify that the Data Pool Ingest GUI allows all information in S-DPL-16110 
to be entered. 

  

12 Verify that all of the notification methods in S-DPL-16150 can be entered or 
selected on the Data Pool Ingest GUI, as appropriate for the selected transfer 
method as per S-DPL-16110. 

  

13 For one provider with a FTP Notification method, verify that the Data Pool 
Ingest GUI allows the related FTP information to be entered (FTP host, 
destination directory, login id, password) 

  

14 Verify that the FTP password entered is not shown or stored in the clear.   
15 Verify that the FTP password entered is not shown in the Data Pool Ingest 

GUI log. 
  

16 For one provider with an email notification method, verify that the Data Pool   
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# Action Expected Result Notes 
Ingest GUI allows the related email address to be entered. 

17 Verify that the Data Pool Ingest GUI prompts the operator to confirm 
definitions of new data providers before saving this information. 

  

18 For one provider with a scp notification method, verify that the Data Pool 
Ingest GUI allows the related scp information to be entered (scp host, 
destination directory, login id, password, scp type, and cipher). 

  

19 Verify that the scp password entered is not shown or stored in the clear.   
20 Verify that the scp password entered is not shown in the Data Pool Ingest 

GUI log. 
  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

1287 USE THE DPL INGEST GUI TO CONFIGURE POLLING LOCATIONS (ECS-ECSTC-3697) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Description and Objectives: Verifies Polling Locations can be configured 

using the DPL Ingest GUI</i> 
 #comment 

2 <i>[Configure Polling Locations]</i>  #comment 
3 As the Ingest Admin operator use the Data Pool Ingest GUI to define all 

polling locations that will be used for testing this ticket.<br />(Table of data 
provider to polling location mappings, and related S-DPL-16230 information 
for each polling location TBS as part of ITP).<br /> At least one polling 
location should have an FTP polling method,<br /> at least one polling 
location should have a local polling method,<br /> and at least one polling 
location should have an scp polling method,<br /> and at least one polling 
location should have an http polling method,<br /> and at least one polling 
location should have an GridFTP polling method.<br />At least one polling 
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# Action Expected Result Notes 
location using FTP shall be for a provider using local transfers. 

4 Verify that the ingest admin operator has the authorization to define the 
polling locations (i.e., has access to the polling location pages on the Data 
Pool Ingest GUI, and that information entered by this operator is stored in the 
database.) 

  

5 Verify that the Data Pool Ingest GUI allows all information in S-DPL-16230 
to be entered. 

  

6 Verify that all of the polling methods in S-DPL-16250 can be entered or 
selected on the Data Pool Ingest GUI. 

  

7 Verify that the Data Pool Ingest GUI prompts the operator to confirm 
definitions of new polling locations before saving this information. 

  

8 <i>[Edit Polling Locations]</i>  #comment 
9 For one polling location, as the ‘ingest admin’ operator, edit all of its existing 

configuration parameters.<br />(NOTE: After this criterion is complete, 
values of these configuration parameters should be reset to appropriate values 
for processing all PDRs in criterion 300). 

  

10 Verify that the Data Pool Ingest GUI allows the ‘ingest admin’ operator to 
edit polling location information. 

  

11 Verify that the Data Pool Ingest GUI prompts the operator to confirm 
changes to existing polling locations before saving this information. 

  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

1288 VIEW AND MODIFY THE DPL INGEST GUI CONFIGURATION (ECS-ECSTC-3698) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Description and Objectives: Verifies DPL Ingest GUI configuration can  #comment 
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# Action Expected Result Notes 
be viewed and modified correctly.</i> 

2 <i>[View collection configuration]</i>  #comment 
3 As an ‘ingest admin’ operator, use the Data Pool Ingest GUI to list all data 

types for which configuration parameters were entered in criterion 120. 
  

4 Verify that ”Ignore Validation Warnings” and “Public in Data Pool” are 
displayed for each ESDT. 

  

5 <i>Since release 8.2, newly installed data types will be automatically added 
to the DPL Ingest InDataType table and visible in 'Data Types with DPL 
Ingest Configurations' table.</i> 

 #comment 

6 Verify that the Data Pool Ingest GUI provides the operator a method to 
quickly select or scan for a subset of existing Data Pool collections without 
having to enter the full ESDT name and version. 

  

7 <i>[Edit collection configuration]</i>  #comment 
8 As an ‘ingest admin’ operator, use the Data Pool Ingest GUI to edit 

publication policy configuration parameters for a Data Pool collection. 
  

9 Verify that the edited configuration parameters are correctly updated in the 
database. 

  

10 <i>[Reconfigure data type parameters.]</i>  #comment 
11 Log into the DPL Ingest GUI as an ‘ingest admin’ operator, and configure a 

data type (ESDT and Version) to be published in the public Data Pool upon 
insert. 

  

12 Submit several PDRs for the data type configured above.<br />There needs to 
be a sufficient number of PDRs and granules such that some granules will 
complete ingest before the configuration change made during the test (see 
next step), and some granules will not start ingest until after the configuration 
change has been applied. 

  

13 After the first few granules completed ingest, re-configure the data type via 
the DPL Ingest GUI such that the data type no longer will be published in the 
Data Pool.<br />Also change the minimum retention period sufficiently long 
so that the ingested granules are not cleaned up immediately after archiving, 
to allow time for the verification steps below. 

  

14 Verify that the first few granules that were ingested before the re-
configuration are queued with the Data Pool Insert Service for insertion into 
the public Data Pool area. 

  

15 Verify that all granules that started ingest one minute or more after the re-
configuration are inserted into the non-public Data Pool area, and are NOT 
queued with the Data Pool Insert Service for insertion into the public Data 
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# Action Expected Result Notes 
Pool area.  NOTE: if the Science granule has an associated Browse the 
Browse will be published even if the Science granule is 'hidden' 

16 Verify that ALL browse granules ingested as part of the test are recorded as 
public in the AIM schema and that the required browse JPEG files are created 
in the correct location in the public data pool (as recorded in the aim schema). 

  

 
 
TEST DATA: 
Any current data types 
 
EXPECTED RESULTS: 
 

1289 ESDT INSTALLATION (ECS-ECSTC-3699) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Install the test collection ESDT.  Place the ESDT descriptor files under 

/usr/ecs/OPS/CUSTOM/data/ESS and select Install 
Verify that the ESDT was successfully 
installed in the ESDT Maintenance 
GUI 

 

2 Add the collection to a collection group in the DataPool Maintenance GUI Verify that the collection is 
successfully added in the DPM GUI 

 

3 On the Ingest GUI, add volume group for the collection Verify that the amcollection table has 
the new collection and group 

 

4 Configure the collection to be public on Ingest   
5 Restart Ingest and ActionDriver in the mode   
6 Run EcBmConfigureCollection.pl to add the collection to the bmgt table or 

update the bg_collection_configuration manually with the collection 
information from amcollection 

Verify that the 
bg_collection_configuration table has 
an entry for the collection added 
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TEST DATA: 
 
EXPECTED RESULTS: 
 

1290 INGEST A GRANULE (ECS-ECSTC-3700) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Ensure that you have a provider configured for the test collection and that it is 

configured correctly (SIPs or NON-SIPS) 
  

2 Ensure a polling location is defined for the provider   
3 Place the PDR file in the polling location for the provider for the test 

collection 
The granule should be ingested 
successfully on Ingest GUI. 

 

4 Verify the granule is stored correctly in the AIM database. select registrationtime, archivetime 
from AmGranule where granuleId = 
&lt; granuleId&gt;<br />Both columns 
should contain non null values. 

 

5 Verify the granule files are stored in the Archive. The granule should be stored under 
/stornext/snfs1/&lt;mode&gt;/*/ 

 

6 Verify the granule files are stored int the Data Pool. select ProcGetGrFiles to find the 
datapool location of the granule. cd to 
the directory  verify that the file 
should be there. 

 

 
 
TEST DATA: 
1 granule with a file size greater than 2 GB. 
 
EXPECTED RESULTS: 
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1291 BMGT NOMINAL EXPORTS (ECS-ECSTC-3701) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Ensure a test granule is ingested for the collection and enabled for BMGT 

export 
  

2 Do a manual export for the test collection. ./EcBmBMGTManualStart  
MODE -metc -c snvi 

Verify that the collection exported 
successfully 

 

3 Do a manual export of the granule. ./EcBmBMGTManualExport MODE -
metg -c snvi 

Verify that the granules for the 
collection exported successfully 

 

4 Do an automatic export. Update the daynightflag of the test granule. Verify that the granule is exported for 
the collection 

 

5 Do a longform verification.  ./EcBmBMGTManualStart  MODE --long -metc 
-c snvi 

Verify that the verification export is 
successful 

 

6    

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1292 ORDER A GRANULE (ECS-ECSTC-3702) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Order a granule from an ESDT with a long short name by an FTP Pull request  

using an OMSCLI client 
  

2 Verify that the order is queued and shipped successfully   
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# Action Expected Result Notes 
3 Order a granule with the long shortname ESDT by an FTP Push request using 

an OMSCLI client 
  

4 Verify that the order is queued adn shipped successfully   
5 Order a granule with the long shortname ESDT by an SCP request usign an 

OMSCLI client 
  

6 Verify that the order is shipped successfully   
7 Repeat steps 1-6 with a EWOC client   
8 Repeat steps 1-6 with the SSS subscription GUI   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1293 UNPUBLISH A  GRANULE (ECS-ECSTC-3703) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Locate a granule for the test ESDT that is public.    select granuleid, 

shortname, versionid, isorderonly,getdatafile(granuleid)  from amgranule 
where length(shortname) &gt; 8 and isorderonly is null; 

Verify that the isorderonly flag is null 
in amgranule table 

 

2 Ensure that the granule files are in the public datapool.  Record the file size in 
public datapool.  select getdatafile(granuleid); 

  

3 Unpublish the granule.  EcDlUnpublishStart.pl -mode  -g granuleid Verify that there is no error in the 
Unpublish utility log. 

 

4 Check the amgranule table Verify that the IsOrderOnly is 'H' for 
the granule. 

 

5 Check the granule files in the hidden datapool. select getdatafile(granuleid); cd to the hidden directory, verify the 
granule file is there and it's the same 
size as the one in the public and the 
one in the archive (under /stornext) 
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TEST DATA: 
 
EXPECTED RESULTS: 
 

1294 PUBLISH A GRANULE (ECS-ECSTC-3704) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Identify a granule that is hidden for the test collection Verify that the isorderonly flag is 'H' 

in amgranule 
 

2 Ensure that the granule is in hidden datapool. Record the filesize and 
location. 

  

3 Publish the granule. EcDlPublishUtilityStart MODE -ecs -g granuleid Verify that is no error in the 
PublishUtility log 

 

4 Check the DlInsertActionQueue Verify that the status in 
DlInsertActionQueue is COMPLETE 
for the granule; 

 

5 Check the amgranule table Verify that the isorderonly flag is set 
to null 

 

6 Check the public datapool for the granule. select ProcGetGrFiles(shortname, 
granuleid) to get the public data pool location 

Verify that the file has the same size 
as the one in the hidden and the one in 
the archive (under /stornext) 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
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1295 DUPLICATE GRANULE  (ECS-ECSTC-3705) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Ingest a granule g1a for the test collection Verify that the ingest is successful  
2 Turn on dupgran switch on   
3 Ingest the same PDR for granule g1b Verify that the ingest is successful  
4 Check the amgranule table for both the old g1a and new granule g1b Verify that the old granule is replaced  
5 Check the amgranulereplacement table Verify that the replacement is 

recorded in the amgranulereplacement 
table 

 

6 Turn off dup gran switch   
7 Ingest a different granule g2a   
8 Ingest this granule again g2b   
9 Check the amgranule and amgranulereplacement tables for granules g2a and 

g2b 
Verify that the granule is not replaced. 
There is no entry in the 
amgranulereplacement table 

 

10 Run the script EcDsAmIdentifyDuplicateGranules.pl   
11 Check the amgranulereplacement table Verify that the granule g2a is replaced 

by g2b 
 

12 Duplicate Granule Reporting   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1296 RESTOREOLAFROMTAPE (ECS-ECSTC-3706) 

DESCRIPTION: 
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PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Ensure a test granule is ingested for the test collection Verify the location of the file in the 

datapool 
 

2 Modify the granule file in the datapool, Run EcDlRestoreOlaFromTapeStart 
to restore it from archive.  EcDlRestoreOlaFromTapeStart MODE -file 
granuleidsfile -contents granuleids -norecovery 

Verify that there are no errors in the 
RestoreOLAFromTape log. 

 

3 Check the files for the granule in the datapool. Verify that the files in the datapool are 
same as the file in archive  under 
/stornext. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1297 RESTORETAPEFROMOLA (ECS-ECSTC-3707) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Ensure you have a test granule ingested for the test collection   
2 Modify the granule file in the archive.  Run EcDlRestoreTapeFromOlaStart 

to restore it from archive.  EcDlRestoreTapeFromOlaStart MODE -file 
granuleidfile -contents granuleids -norecovery 

Verify that there are no errors in the 
the RestoreTapeFromOla logs 

 

3 Check the files in the archive and datapool. Verify that the files are the same as the 
ones in datapool. 

 

 
 
TEST DATA: 
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EXPECTED RESULTS: 
 

1298 DPCV (ECS-ECSTC-3708) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Ensure that a granule is ingested for the test collection Verify that the test granule exists in 

the datapool 
 

2 Use DPCV to checksum the granule:<br /> EcDlDpcvStart MODE -file 
granuleidfile 

Verify that ther is no error on the 
command line. 

 

3 Check DPCV log. Verify that there is no error in the 
DPCV log. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1299 ACVU (ECS-ECSTC-3709) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Ensure that a granule is ingested for the test collection Verify that the granule files exist in 

the datapool 
 

2 Use ACVU to checksum the granule:<br />EcDsAmAcvu.pl MODE -
granuleid 62863 

Verify that there is no error on the 
command line. 

 

3 Check the ACVU log Verify that there is no error in the log.  
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TEST DATA: 
 
EXPECTED RESULTS: 
 

1300 DATA ACCESS NOMINAL TEST (ECS-ECSTC-3710) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i></i>  #comment 
2 Ensure that a  granule is ingested for the test collection and has been exported 

to echo 
  

3 Ensure that the data access webservices are up and running in the mode   
4 Run GdalMatrix to configure formats for the test collection. 

./EcDlDaGdalColFmtCfgStart --mode OPS -p DBPORT  -s DBHOST  --
singleCollection snvi 

Verify that there are no errors in the 
matrix.log 

 

5 On the DataAccess GUI. run the configuration for the dataObjects. 
http://f5dpl01v:22500/DataAccessGui/config/datasetService/dataObjects/GD
AL/snvi 

Verify that there are no errors in the 
DA_Gui.log 

 

6 On the DataAccessGUI, Enable the collection for GDAL Service and HEG 
Service and update service for the collection 

  

7 On the ESI Inventory Drilldown, check GranuleInfo and DataObjects for the 
test granule 

Verify that the granule information is 
displayed without errors 

 

8 Order the granule with HEG service Verify that the request is successful  
9 Order the granule with GDAL service Verify that the request is successful  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
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1301 MOVE COLLECTION (ECS-ECSTC-3711) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Ensure that the test granule for the collection is ingested in the mode Verify that the granule files exist in 

the datapool directory 
 

2 Run the move collection utility to move the collection from one filesystem to 
another. ./EcDlMoveCollection.pl MODE -shortname SHORTNAME -
versionid VERSIONID -sourcefs FS1 -targetfs FS2 -verbose 

Verify that there are no errors reported 
on the command line 

 

3 Check the logs Verify that there are no errors in the 
MoveCollectionUtility log 

 

4 Check the datapool filesystem for the files for the test collection Verify that all the files for the 
collection and its granules  were 
successfully moved from FS1 to FS2 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1302 REMAP COLLECTION GROUP (ECS-ECSTC-3712) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Update the Insert Enabled to OFF in the DPM GUI for the testcollection. or 

update allowpublishflag in amcollection to a 'N' in the database 
  

2 Run the remap collection group utility. ./EcDlRemap.pl MODE -esdt 
SOURCE_COLLECTION_NAME -version 
SOURCE_COLLECTION_VERSION -oldgrp 

Verify that the datapool directory has 
the collection moved to the directory 
of the destination group 
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# Action Expected Result Notes 
SOURCE_COLLECTION_GROUP -newgrp DESTINATION_GROUP 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1303 QAUU (ECS-ECSTC-3713) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Ensure that a granule is ingested for the test collection   
2 Create a QA request file to update the Science QA flags for the ESDT based 

on the format instructions specified in the 609 
  

3 Run the QAUU utility. ./EcDsAmQAUUStart MODE -file 
QAREQUESTFILE 

Check the log file to verify that the 
request was successful 

 

4 Check the metdata exported for the QA flags for the collection Verify that the QA flags are updated 
as requested in the request file 

 

5 Create a QA request file to update the Operational QA flags for the ESDT   
6 Run the QAUU utility with the new request file.  ./EcDsAmQAUUStart 

MODE -file QAREQUESTFILE2 
Check the log file to verify that the 
request was successful 

 

7 Check the metadata exported for the Operational QA flags for the collection Verify that the QA flags are updated 
as requested in the request file 

 

8 Repeat steps 2-7 for a request specifying the localgranuleid   
9 Repeat steps 2-7 for a request specifying the GranuleUR   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
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1304 XCU (ECS-ECSTC-3714) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Ensure that the test granules are installed for the collection   
2 Run XML Check Utility for the test collection. EcDlXcu.pl MODE -ESDT 

snvi 
Verify that there are no errors in the 
XCU log file 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1305 XRU (ECS-ECSTC-3715) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Ensure that the test granule for the collection is ingested   
2 Create the replacement xml file as specified in the 609   
3 Run the XML replacement utility. ./EcDsAmXruStart MODE -xmlfile 

INPUTFILE 
Verify that there are no errors 
displayed after the run and no errors in 
the log file 

 

4 Check the exported granule xml file Verify that the changes in the xml file 
for the granule were successfully 
exported. 
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TEST DATA: 
 
EXPECTED RESULTS: 
 

1306 EMS LONG SHORTNAME END TO END TEST (ECS-ECSTC-3716) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Install an ESDT with a ShortName longer than 8 characters   
2 Run the EMS extractor script to generate a &quot;Meta&quot; file. Verify that the ESDT shows up in the 

&quot;Meta&quot; file. 
 

3 Send the &quot;Meta&quot; file to EMS. Verify that the &quot;Meta&quot; file 
is successfully ingested by EMS. 

 

4 For each of the test ESDTs that was installed.   
5 Ingest 6 granules   
6 Order granule 1 via scp through OMS   
7 Order granule 2 via FtpPush through OMS   
8 Order granule 3 via FtpPull through OMS   
9 Order granule 4 via HTTP through DataAccess   
10 Run EcDlBulkDelete with -dfa flag to DFA granule 5   
11 Use FTP to download granule 6 from DataPool   
12 Run EcDlWuFtpRollup.pl   
13 Run EcDlWuHttpRollup.pl   
14 Run EcDbEMSdataExtractor.pl Verify the ESDT shows up in the 

relevant EMS Ingest and Search 
Expression reports. Verify granules 1-
6 show up in the EMS Archive report.  
Verify granules 1-3 show up in the 
relevant EMS OMS Dist reports.  
Verify that granules 4 and 6 show up 
in the relevant EMS DPL reports.  
Verify granule 5 shows up in the EMS 
DFA report.<br /> 
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TEST DATA: 
 
EXPECTED RESULTS: 
 

1307 MAP GRANULE GENERATION (ECS-ECSTC-3717) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Ensure that the granules are ingested for the test collection   
2 Run the map generation utility to generate the map files for the test granule. 

./EcAmInsertMapGenerationRequest.pl -mode MODE -g GRANULEID 
Verify that there are no errors in the 
log and the map output granules are 
generated in the output directory 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1308 CLEANUP FILES ON DISK (ECS-ECSTC-3718) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Run the CleanupFilesOnDisk for the test collection group. 

./EcDlCleanupFilesOnDisk MODE -collgroup TESTCOLLECTIONGROUP 
Verify the log to check the results of 
the run. 

 

2 Check the output files under /usr/ecs/MODE/CUSTOM/temp/DPL   
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# Action Expected Result Notes 
3 Run the utility with the fix option. /EcDlCleanupFilesOnDisk MODE -

collgroup TESTCOLLECTIONGROUP -fix 
Verify the log for any errors in the run  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1309 CLEANUP GRANULES (ECS-ECSTC-3719) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Verify that there are no errors in the log</i>  #comment 
2 Run ./EcDlCleanupGranules.pl MODE -grans testgranuleid   
3 Ensure that the granules are ingested for the test collection   
4 Run the Inventory Validation tool. ./EcDlInventoryValidationTool.pl MODE Verify that the output files for all the 

discrepancies are created in the default 
output directory defined in 
VALIDATION_OUTPUT_DIR in the 
config file 

 

5 Turn the dup gran switch off.   
6 Ingest the same granule with long short name a few times. Verify the later ingested granule is 

replacing the earlier ones by moving 
the older granules into the hidden 
datapool. 

 

7 Unpublish the latest granule. Verify that the granule is unpublished  
8 Run IVT tool again. ./EcDlInventoryValidationTool.pl MODE Verify the last granule is identified in 

the output directory in the 
InventoryDiscrp_should_be_public_gr
anuleids_RepairByPublish... 

 

9 Turn the dup gran switch on   
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# Action Expected Result Notes 
10 Repeat steps 4-6   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1310 DATAPOOL HIDDEN SCRAMBLER UTILITY (ECS-ECSTC-3720) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Ensure test granules are ingested for test collection   
2 Run the Hidden Scrambler Utility for the test collection . 

./EcDlHiddenScrambler.pl MODE -shortname SHORTNAME -versionid 
VERSIONID 

Verify that the test collection was 
renamed and reencrypted with no 
errors 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1311 SEARCH AND DELETE UTILITIES (ECS-ECSTC-3721) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Ensure that the granule for the test collection is ingested   
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# Action Expected Result Notes 
2 ./EcDsBulkSearch.pl -mode MODE -name SHORTNAME -version 

VERSIONID -geoidfile GEOIDS_FILE 
Verify that all the granules in the test 
collection with the geoids are listed in 
the output file 

 

3 Edit the GEOIDS_FILE to include the just the test granule to delete. Run the 
Bulk Delete utility.  ./EcDsBulkDelete.pl -mode MODE -dfa -geoidfile 
GEOIDS_FILE 

Verify that the granule to be deleted is 
marked for deletion. 
deletefromarchive in amgranule 
should not be null 

 

4 Undelete the granule. /EcDsBulkUnDelete.pl -mode MODE -dfa -geoidfile 
GEOIDS_FILE 

Verify that the granule marked for 
deletion is undeleted. 
deletefromarchive in amgranule 
should be null 

 

5 Logically delete the test granule. ./EcDsBulkDelete.pl -mode MODE -
physical -geoidfile GEOIDS_FILE 

Verify that the granule is marked for 
deletion. Verify that the 
deleteeffective date for the test granule 
is not null in amgranule 

 

6 Unpublish the test granule ./EcDlUnPublishUtility.pl DEV08 -ecs -g 
granule_to_unpublish 

Verify that the isorderonly flag in 
amgranule is set to 'H' in amgranule 

 

7 ./EcDsDeletionCleanup.pl -mode DEV08 Verify that the granule does not exist 
in the amgranule table 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1312 DELETE COLLECTION (ECS-ECSTC-3722) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Delete the granules in the test collection   
2 Remove the collection from the collection group in Datapool Maintenance 

GUI 
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# Action Expected Result Notes 
3 Remove the volume group for the collection from the Ingest GUI   
4 Delete the collection from the ESDT Maintence GUI Verify that the collection was 

successfully deleted 
 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1313 URS AUTHENTICATION - HTTP DOWNLOAD (ECS-ECSTC-3723) 

DESCRIPTION: 
ASDC is currently only support wu-ftp.  This test case in not applicable to production.  
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Using EDF URS Authentication (HTTP download)</i>  #comment 
2 <i>To use Apache URS authentication in EDF DEV09 mode you must have a 

Systems Integration and Test (SIT) URS4 User Profile.  Typically the 
Testbed systems associated with the EDF get integrated with SIT 
applications.  You will also need to allow the URS LANCE application 
access to your profile and then you will be ready to use Datapool drill down 
to access the MISR LANCE data.</i> 

 #comment 

3 1) Create a URS4 profile if you don’t already have one:<br /><br />   a) 
Navigate to the SIT URS login page: https://sit.urs.earthdata.nasa.gov<br />   
b) Click the Register button beneath the Password text entry box.<br />   c) 
Fill in the required information on the page “Register for a URS Profile”.  
Note that you need a valid email address to register for a URS profile.  Also 
the Username, Password, Password Confirmation, First Name, Last Name, 
Email, Country and Affiliation fields are required as marked by a red asterisk.  
When you are finished filling in the fields, click on the “Register for URS” 
green button at the bottom of the page.<br />   d) After registering for your 
URS profile you will be taken to the URS Profile screen indicating that “Your 
URS Profile has been successfully created”:<br />   e) You will need to go to 
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# Action Expected Result Notes 
your email inbox and look for a message similar to the following: urs-
noreply@urs.eosdis.nasa.gov <br /><br />    User Registration System - 
Profile registration<br />Hello, Kenneth Cockerill.<br />A profile in the 
EOSDIS User Registration System has been requested<br />for kencgmail, 
using this email address.To complete the registration, please follow this 
link:<br 
/>http://sit.urs.earthdata.nasa.gov/activations/MXMcN5GhjD2X%2ByLXQv
M6%2BLRdzO%2FzF67K0wc3TzR0zldBov3eehiT58NOzixR%0A<br 
/><br />If your email client does not show the URL as a link, just copy 
and<br />paste it into your Web browser's Location field.  If the URL has<br 
/>wrapped, you will need to edit it to be on a single line.<br /><br />If you 
did not request this profile, you may do nothing, and no further<br />action 
will be taken.  You will receive no further communications from EOSDIS 
URS.<br /><br />The login page can be found at the following link:<br /><br 
/>http://sit.urs.earthdata.nasa.gov/<br /><br />Thanks,<br />The EOSDIS 
User Registration Team<br /><br />   f) You will need to click on the link 
provided in your email to activate your profile.  Once you click on the link 
you will be taken to the acceptance page as     follows:  Click on the “Go to 
your user profile” link in order to navigate to the URS Profile Home page 
prior to moving on to the next steps.<br /> 

4 2) Once your SIT URS Profile is activated you will need to allow the URS 
LANCE application access to your profile:<br /><br />   a) Once you are on 
the Profile Home page click the “My Applications” tab:<br />   b) Under the 
“Approved Applications” section of the “My Applications” page, click on the 
“Approve More Applications” button:<br />   c) In the “Search for 
Applications to Approve” text field, enter “URS4_EDF_LANCE” and click 
the “Search for Applications” green button:<br />   d) Under the “Application 
Search Results/Select the applications you wish to approve.” ,  click the radio 
box next to “URS4_EDF_LANCE” so a blue check mark appears in the 
box:<br />   e) Click the “Approve Selected Applications” green button that 
will allow the URS4_EDF_LANCE application access to your profile.<br />   
f) The preceding action will transition you back to the My Applications 
screen with the message at the top stating “The applications you have 
selected have been added to your applications.”  Also the application 
URS4_EDF_LANCE will appear under your Approved Applications:<br /> 

  

5 3) Now you are ready to use the Data Pool download to download MISR 
LANCE data:<br />   a) Navigate to the data pool root in EDF DEV09 mode: 
http://f5eil01v.edn.ecs.nasa.gov:46519<br />   b) Click on the link FS2/:<br 
/>   c) Click on the link MISR_LANCE/:<br />   d) Click on any of the MISR 
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# Action Expected Result Notes 
Near Real Time (NRT) data collections:<br />   e) Click on the date 
directory:<br />   f) Choose any science file (suffix .hdf) to download by 
clicking on it.  You will be presented with an authentication challenge box 
that requires you to enter your URS4 SIT credentials (User Name and 
Password).  Then click the OK button.<br />   g) You will be presented with 
the typical browser download panel.  Click OK to download your data:<br /> 

6 4) To test ECHO/Reverb access to the LANCE NRT data via the online 
URLs, navigate to the ECHO/Reverb testbed main screen:  
https://testbed.echo.nasa.gov/reverb<br /><br />   a) Login using your URS 
SIT (System Integration and Test environment) profile that you created in 
step 1.<br />   b) In the upper right hand Search Terms text box, enter 
EDF_DEV09 MI1B2_ELLIPSOID_NRT.  The MISR Near Real Time (NRT) 
Level 1B2 Ellipsoid Data V001 should be displayed in the ECHO/Reverb 
Step 2: Select Datasets.  Select the checkbox next to the dataset entry.<br />   
c) On the ECHO/Reverb Step 3: Discover Granules section of the screen, the 
granules should already have a checkmark next to them. Click the Search for 
Granules button at the bottom of the screen.<br />   d) On the following 
screen click the information icon that appears right next to the shopping cart 
for one of the granules.<br />   e) The following screen should provide 
information about the granule that includes links (next to Online Access:).  
Click the http link for the “.hdf” science file.  Because you have previously 
signed on to URS, clicking on the link should immediately take you to the 
download popup for the granule.  <br />   f) Click the OK button to download 
the granule science file.<br /> 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1314 EMS END TO END TEST FOR URS AUTHENTICATED HTTP REQUESTS (ECS-ECSTC-3724) 

DESCRIPTION: 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1315 EMS END TO END TEST FOR URS AUTHENTICATED FTP REQUESTS (ECS-ECSTC-3725) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1316 ORDERS WITH URS AUTHENTICATION (ECS-ECSTC-3726) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 

 
 
TEST DATA: 
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EXPECTED RESULTS: 
 

1317 ESDT WITH LONGNAME FOR A COLLECTION GREATER THAN 80 CHARACTERS (ECS-
ECSTC-3727) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 1) Using the ESDT Maintenance GUI, attempt to install an ESDT with a 

LongName longer than 80 characters. 
  

2 2) Verify that the installation succeeds.   
3 3) Complete the ESDT installation process.   
4 4) Configure the ESDT in BMGT.   
5 5) Using a BMGT manual export, attempt to export the ESDT collection 

metadata to ECHO. 
  

6 6) Verify that the export succeeds.   
7 7) After waiting an appropriate amount of time, login to Reverb and verify 

that the ESDT is displayed in the list of collections and that the LongName 
contains the correct value. 

  

8 8) Run the EMS extractor script to generate a &quot;Meta&quot; file.   
9 9) Verify that the ESDT shows up in the &quot;Meta&quot; file.   
10 10) Send the &quot;Meta&quot; file to EMS.   
11 11) Verify that the &quot;Meta&quot; file is successfully ingested by EMS.   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
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1318 ESDT WITH COLLECTIONDESCRIPTION LONGER THAN 255 CHARACTERS (ECS-ECSTC-
3728) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 1) Using the ESDT Maintenance GUI, attempt to install an ESDT with a 

CollectionDescription longer than 255 characters. 
  

2 2) Verify that the installation succeeds.   
3 3) Complete the ESDT installation process.   
4 4) Configure the ESDT in BMGT.   
5 5) Using a BMGT manual export, attempt to export the ESDT collection 

metadata to ECHO. 
  

6 6) Verify that the export succeeds.   
7 7) After waiting an appropriate amount of time, login to Reverb and verify 

that the ESDT is displayed in the list of collections and that the 
CollectionDescription contains the correct value 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1319 ESDT INSTATALLATION (ECS-ECSTC-3729) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Using the ESDT Maintenance GUI, attempt to install an ESDT with a 

LongName longer than 80 characters. Place the ESDT descriptor files under 
Verify that the ESDT was successfully 
installed in the ESDT Maintenance 
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# Action Expected Result Notes 
/usr/ecs/OPS/CUSTOM/data/ESS and select Install<br /> GUI 

2 Add the collection to a collection group in the DataPool Maintenance GUI Verify that the collection is 
successfully added in the DPM GUI 

 

3 On the Ingest GUI, add volume group for the collection Verify that the amcollection table has 
the new collection and group 

 

4 Restart Ingest and ActionDriver in the mode   
5 Run EcBmConfigureCollection.pl to add the collection to the bmgt table or 

update the bg_collection_configuration manually with the collection 
information from amcollection 

Verify that the 
bg_collection_configuration table has 
an entry for the collection added 

 

6 Enable the collection for bmgt export.   
7 Using a BMGT manual export, attempt to export the ESDT collection 

metadata to ECHO. 
Verify that the export succeeds.  

8 After waiting an appropriate amount of time, login to Reverb and verify that 
the ESDT is displayed in the list of collections and  that the ShortName, 
LongName, CollectionDescription contains the correct value.<br /> 

  

9 Repeat the above steps to install an ESDT with a CollectionDescription 
longer than 255 characters. 

Verify that all the steps succeed.<br />  

10 Repeat the ESDT installation steps with a regular esdt Verify that all the steps succeed<br />  
11 Repeat the ESDT installation steps with a long shortname ESDT Verify that all the steps succeed<br 

/><br /> 
 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1320 EMS END TO END TEST (ECS-ECSTC-3730) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Install an ESDT with longname greater than 80 characters   
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# Action Expected Result Notes 
2 Install an ESDT with collection description greater thatn 255 characters   
3 Install an ESDT with a ShortName longer than 8 characters   
4 Install a regular ESDT   
5 Run the EMS extractor script to generate a &quot;Meta&quot; file. Verify that the ESDT shows up in the 

&quot;Meta&quot; file. 
 

6 Send the &quot;Meta&quot; file to EMS. Verify that the &quot;Meta&quot; file 
is successfully ingested by EMS. 

 

7 For each of the test ESDTs that was installed.   
8 Ingest 6 granules   
9 Order granule 1 via scp through OMS   
10 Order granule 2 via FtpPush through OMS   
11 Order granule 3 via FtpPull through OMS   
12 Order granule 4 via HTTP through DataAccess   
13 Run EcDlBulkDelete with -dfa flag to DFA granule 5   
14 Use FTP to download granule 6 from DataPool   
15 Run EcDlWuFtpRollup.pl   
16 Run EcDlWuHttpRollup.pl   
17 Run EcDbEMSdataExtractor.pl Verify the ESDT shows up in the 

relevant EMS Ingest and Search 
Expression reports. Verify granules 1-
6 show up in the EMS Archive report.  
Verify granules 1-3 show up in the 
relevant EMS OMS Dist reports.  
Verify that granules 4 and 6 show up 
in the relevant EMS DPL reports.  
Verify granule 5 shows up in the EMS 
DFA report.<br /> 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
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1321 INGEST GRANULES - DIFFERENT ESDTS (ECS-ECSTC-3731) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Ensure you have test collections for the following types of ESDTs<br /> - 

ESDT with longname greater than 80 characters<br /> - ESDT with 
collection description greater thatn 255 characters<br /> - ESDT with a 
ShortName longer than 8 characters<br /> - regular ECS ESDT<br /> - 
SMAP ESDT<br /> 

  

2 Ensure that you have a provider configured for the test collections and that it 
is configured correctly (SIPs or NON-SIPS) 

  

3 Ensure a polling location is defined for the provider   
4 Place the PDR file in the polling location for the provider for the test 

collections 
The granule should be ingested 
successfully on Ingest GUI. 

 

5 Verify the granule is stored correctly in the AIM database. select registrationtime, archivetime 
from AmGranule where granuleId = 
&lt; granuleId&gt;<br />Both columns 
should contain non null values. 

 

6 Verify the granule files are stored in the Archive. The granule should be stored under 
/stornext/snfs1/&lt;mode&gt;/*/ 

 

7 Verify the granule files are stored int the Data Pool. select ProcGetGrFiles to find the 
datapool location of the granule. cd to 
the directory  verify that the file 
should be there. 

 

 
 
TEST DATA: 
1 granule with a file size greater than 2 GB. 
 
EXPECTED RESULTS: 
 



 

3401 
 

1322 BMGT NOMINAL EXPORTS - DIFFERENT ESDTS (ECS-ECSTC-3732) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Ensure you have test collections for the following types of ESDTs<br /> - 

ESDT with longname greater than 80 characters<br /> - ESDT with 
collection description greater thatn 255 characters<br /> - ESDT with a 
ShortName longer than 8 characters<br /> - ESDT for a ISO collection<br /> 
- any nominal regular ESDT 

  

2 Ensure a test granule is ingested for the test collections and enabled for 
BMGT export 

  

3 Do a manual export for the test collection. ./EcBmBMGTManualStart  
MODE -metc -c snvi 

Verify that the collection exported 
successfully 

 

4 Do a manual export of the granule. ./EcBmBMGTManualExport MODE -
metg -c snvi 

Verify that the granules for the 
collection exported successfully 

 

5 Login to Reverb Echo and verify that the granules have been exported for the 
test collections 

  

6 Do an automatic export. Update the daynightflag of the test granule. Verify that the granule is exported for 
the collection 

 

7 Do a longform verification.  ./EcBmBMGTManualStart  MODE --long -metc 
-c snvi 

Verify that the verification export is 
successful 

 

8    

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1323 ORDER GRANULES (ECS-ECSTC-3733) 

DESCRIPTION: 
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PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Order a granule from an ESDT with a long short name by an FTP Pull request  

using an OMSCLI client 
  

2 Verify that the order is queued and shipped successfully   
3 Order a granule with the long shortname ESDT by an FTP Push request using 

an OMSCLI client 
  

4 Verify that the order is queued adn shipped successfully   
5 Order a granule with the long shortname ESDT by an SCP request usign an 

OMSCLI client 
  

6 Verify that the order is shipped successfully   
7 Repeat steps 1-6 with a EWOC client   
8 Repeat steps 1-6 with the SSS subscription GUI   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1324 UNPUBLISH GRANULES (ECS-ECSTC-3734) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Locate a granule for the test ESDT that is public.    select granuleid, 

shortname, versionid, isorderonly,getdatafile(granuleid)  from amgranule 
where length(shortname) &gt; 8 and isorderonly is null; 

Verify that the isorderonly flag is null 
in amgranule table 

 

2 Ensure that the granule files are in the public datapool.  Record the file size in 
public datapool.  select getdatafile(granuleid); 

  

3 Unpublish the granule.  EcDlUnpublishStart.pl -mode  -g granuleid Verify that there is no error in the 
Unpublish utility log. 
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# Action Expected Result Notes 
4 Check the amgranule table Verify that the IsOrderOnly is 'H' for 

the granule. 
 

5 Check the granule files in the hidden datapool. select getdatafile(granuleid); cd to the hidden directory, verify the 
granule file is there and it's the same 
size as the one in the public and the 
one in the archive (under /stornext) 

 

6 Repeat the steps for ancillary granules   
7 Repeat the steps for different ESDTS - SMAP, long shortname ESDTs   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1325 PUBLISH GRANULES (ECS-ECSTC-3735) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Identify a granule that is hidden for the test collection Verify that the isorderonly flag is 'H' 

in amgranule 
 

2 Ensure that the granule is in hidden datapool. Record the filesize and 
location. 

  

3 Publish the granule. EcDlPublishUtilityStart MODE -ecs -g granuleid Verify that is no error in the 
PublishUtility log 

 

4 Check the DlInsertActionQueue Verify that the status in 
DlInsertActionQueue is COMPLETE 
for the granule; 

 

5 Check the amgranule table Verify that the isorderonly flag is set 
to null 

 

6 Check the public datapool for the granule. select ProcGetGrFiles(shortname, 
granuleid) to get the public data pool location 

Verify that the file has the same size 
as the one in the hidden and the one in 
the archive (under /stornext) 
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# Action Expected Result Notes 
7 Repeat the steps for ancillary granules   
8 Repeat the steps for different ESDT types - SMAP, long shortname ESDTs   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1326 DUPLICATE GRANULE  (ECS-ECSTC-3736) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Ingest a granule g1a for the test collection Verify that the ingest is successful  
2 Turn on dupgran switch on   
3 Ingest the same PDR for granule g1b Verify that the ingest is successful  
4 Check the amgranule table for both the old g1a and new granule g1b Verify that the old granule is replaced  
5 Check the amgranulereplacement table Verify that the replacement is 

recorded in the amgranulereplacement 
table 

 

6 Turn off dup gran switch   
7 Ingest a different granule g2a   
8 Ingest this granule again g2b   
9 Check the amgranule and amgranulereplacement tables for granules g2a and 

g2b 
Verify that the granule is not replaced. 
There is no entry in the 
amgranulereplacement table 

 

10 Run the script EcDsAmIdentifyDuplicateGranules.pl   
11 Check the amgranulereplacement table Verify that the granule g2a is replaced 

by g2b 
 

12 Duplicate Granule Reporting   
13 Repeat the steps for different ESDTs   
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TEST DATA: 
 
EXPECTED RESULTS: 
 

1327 RESTOREOLAFROMTAPE  (ECS-ECSTC-3737) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Ensure a test granule is ingested for the test collection Verify the location of the file in the 

datapool 
 

2 Modify the granule file in the datapool, Run EcDlRestoreOlaFromTapeStart 
to restore it from archive.  EcDlRestoreOlaFromTapeStart MODE -file 
granuleidsfile -contents granuleids -norecovery 

Verify that there are no errors in the 
RestoreOLAFromTape log. 

 

3 Check the files for the granule in the datapool. Verify that the files in the datapool are 
same as the file in archive  under 
/stornext. 

 

4 Repeat the steps for different ESDTs   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1328 RESTORETAPEFROMOLA (ECS-ECSTC-3738) 

DESCRIPTION: 
 
PRECONDITIONS: 
 



 

3406 
 

STEPS:   
# Action Expected Result Notes 
1 Ensure you have a test granule ingested for the test collection   
2 Modify the granule file in the archive.  Run EcDlRestoreTapeFromOlaStart 

to restore it from archive.  EcDlRestoreTapeFromOlaStart MODE -file 
granuleidfile -contents granuleids -norecovery 

Verify that there are no errors in the 
the RestoreTapeFromOla logs 

 

3 Check the files in the archive and datapool. Verify that the files are the same as the 
ones in datapool. 

 

4 Repeat the steps for different ESDTs   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1329 DPCV  (ECS-ECSTC-3739) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Ensure that a granule is ingested for the test collection Verify that the test granule exists in 

the datapool 
 

2 Use DPCV to checksum the granule:<br /> EcDlDpcvStart MODE -file 
granuleidfile 

Verify that ther is no error on the 
command line. 

 

3 Check DPCV log. Verify that there is no error in the 
DPCV log. 

 

4 Repeat the steps for sample granules for different ESDTs   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
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1330 DATA ACCESS NOMINAL TEST  (ECS-ECSTC-3740) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i></i>  #comment 
2 Ensure that a  granule is ingested for the test collection and has been exported 

to echo 
  

3 Ensure that the data access webservices are up and running in the mode   
4 Run GdalMatrix to configure formats for the test collection. 

./EcDlDaGdalColFmtCfgStart --mode OPS -p DBPORT  -s DBHOST  --
singleCollection snvi 

Verify that there are no errors in the 
matrix.log 

 

5 On the DataAccess GUI. run the configuration for the dataObjects. 
http://f5dpl01v:22500/DataAccessGui/config/datasetService/dataObjects/GD
AL/snvi 

Verify that there are no errors in the 
DA_Gui.log 

 

6 On the DataAccessGUI, Enable the collection for GDAL Service and HEG 
Service and update service for the collection 

  

7 On the ESI Inventory Drilldown, check GranuleInfo and DataObjects for the 
test granule 

Verify that the granule information is 
displayed without errors 

 

8 Order the granule with HEG service Verify that the request is successful  
9 Order the granule with GDAL service Verify that the request is successful  
10 Repeat the steps for different ESDTs   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1331 MOVE COLLECTION  (ECS-ECSTC-3741) 

DESCRIPTION: 
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PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Ensure that the test granule for the collection is ingested in the mode Verify that the granule files exist in 

the datapool directory 
 

2 Run the move collection utility to move the collection from one filesystem to 
another. ./EcDlMoveCollection.pl MODE -shortname SHORTNAME -
versionid VERSIONID -sourcefs FS1 -targetfs FS2 -verbose 

Verify that there are no errors reported 
on the command line 

 

3 Check the logs Verify that there are no errors in the 
MoveCollectionUtility log 

 

4 Check the datapool filesystem for the files for the test collection Verify that all the files for the 
collection and its granules  were 
successfully moved from FS1 to FS2 

 

5 Repeat the steps for different ESDTs   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1332 REMAP COLLECTION GROUP  (ECS-ECSTC-3742) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Update the Insert Enabled to OFF in the DPM GUI for the testcollection. or 

update allowpublishflag in amcollection to a 'N' in the database 
  

2 Run the remap collection group utility. ./EcDlRemap.pl MODE -esdt 
SOURCE_COLLECTION_NAME -version 
SOURCE_COLLECTION_VERSION -oldgrp 
SOURCE_COLLECTION_GROUP -newgrp DESTINATION_GROUP 

Verify that the datapool directory has 
the collection moved to the directory 
of the destination group 

 

3 Repeat steps for different ESDTs   
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TEST DATA: 
 
EXPECTED RESULTS: 
 

1333 QAUU (ECS-ECSTC-3743) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Ensure that a granule is ingested for the test collection   
2 Create a QA request file to update the Science QA flags for the ESDT based 

on the format instructions specified in the 609 
  

3 Run the QAUU utility. ./EcDsAmQAUUStart MODE -file 
QAREQUESTFILE 

Check the log file to verify that the 
request was successful 

 

4 Check the metdata exported for the QA flags for the collection Verify that the QA flags are updated 
as requested in the request file 

 

5 Create a QA request file to update the Operational QA flags for the ESDT   
6 Run the QAUU utility with the new request file.  ./EcDsAmQAUUStart 

MODE -file QAREQUESTFILE2 
Check the log file to verify that the 
request was successful 

 

7 Check the metadata exported for the Operational QA flags for the collection Verify that the QA flags are updated 
as requested in the request file 

 

8 Repeat steps 2-7 for a request specifying the localgranuleid   
9 Repeat steps 2-7 for a request specifying the GranuleUR   
10 Repeat steps for different ESDTs   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
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1334 XCU (ECS-ECSTC-3744) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Ensure that the test granules are installed for the collection   
2 Run XML Check Utility for the test collection. EcDlXcu.pl MODE -ESDT 

snvi 
Verify that there are no errors in the 
XCU log file 

 

3 Repeat steps for different ESDTs   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1335 XRU  (ECS-ECSTC-3745) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Ensure that the test granule for the collection is ingested   
2 Create the replacement xml file as specified in the 609   
3 Run the XML replacement utility. ./EcDsAmXruStart MODE -xmlfile 

INPUTFILE 
Verify that there are no errors 
displayed after the run and no errors in 
the log file 

 

4 Check the exported granule xml file Verify that the changes in the xml file 
for the granule were successfully 
exported. 

 

5 Repeat the steps for different ESDTs   
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TEST DATA: 
 
EXPECTED RESULTS: 
 

1336 CLEANUP FILES ON DISK  (ECS-ECSTC-3746) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Run the CleanupFilesOnDisk for the test collection group. 

./EcDlCleanupFilesOnDisk MODE -collgroup TESTCOLLECTIONGROUP 
Verify the log to check the results of 
the run. 

 

2 Check the output files under /usr/ecs/MODE/CUSTOM/temp/DPL   
3 Run the utility with the fix option. /EcDlCleanupFilesOnDisk MODE -

collgroup TESTCOLLECTIONGROUP -fix 
Verify the log for any errors in the run  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1337 CLEANUP GRANULES  (ECS-ECSTC-3747) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Verify that there are no errors in the log</i>  #comment 
2 Run ./EcDlCleanupGranules.pl MODE -grans testgranuleid   
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# Action Expected Result Notes 
3 Ensure that the granules are ingested for the test collection   
4 Run the Inventory Validation tool. ./EcDlInventoryValidationTool.pl MODE Verify that the output files for all the 

discrepancies are created in the default 
output directory defined in 
VALIDATION_OUTPUT_DIR in the 
config file 

 

5 Turn the dup gran switch off.   
6 Ingest the same granule with long short name a few times. Verify the later ingested granule is 

replacing the earlier ones by moving 
the older granules into the hidden 
datapool. 

 

7 Unpublish the latest granule. Verify that the granule is unpublished  
8 Run IVT tool again. ./EcDlInventoryValidationTool.pl MODE Verify the last granule is identified in 

the output directory in the 
InventoryDiscrp_should_be_public_gr
anuleids_RepairByPublish... 

 

9 Turn the dup gran switch on   
10 Repeat steps 4-6<br />   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1338 SEARCH AND DELETE UTILITIES  (ECS-ECSTC-3748) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Ensure that the granule for the test collection is ingested   
2 ./EcDsBulkSearch.pl -mode MODE -name SHORTNAME -version 

VERSIONID -geoidfile GEOIDS_FILE 
Verify that all the granules in the test 
collection with the geoids are listed in 
the output file 
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# Action Expected Result Notes 
3 Edit the GEOIDS_FILE to include the just the test granule to delete. Run the 

Bulk Delete utility.  ./EcDsBulkDelete.pl -mode MODE -dfa -geoidfile 
GEOIDS_FILE 

Verify that the granule to be deleted is 
marked for deletion. 
deletefromarchive in amgranule 
should not be null 

 

4 Undelete the granule. /EcDsBulkUnDelete.pl -mode MODE -dfa -geoidfile 
GEOIDS_FILE 

Verify that the granule marked for 
deletion is undeleted. 
deletefromarchive in amgranule 
should be null 

 

5 Logically delete the test granule. ./EcDsBulkDelete.pl -mode MODE -
physical -geoidfile GEOIDS_FILE 

Verify that the granule is marked for 
deletion. Verify that the 
deleteeffective date for the test granule 
is not null in amgranule 

 

6 Unpublish the test granule ./EcDlUnPublishUtility.pl DEV08 -ecs -g 
granule_to_unpublish 

Verify that the isorderonly flag in 
amgranule is set to 'H' in amgranule 

 

7 ./EcDsDeletionCleanup.pl -mode DEV08 Verify that the granule does not exist 
in the amgranule table 

 

8 Repeat steps for different ESDTs   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1339 DELETE COLLECTION (ECS-ECSTC-3749) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Delete the granules in the test collection   
2 Remove the collection from the collection group in Datapool Maintenance 

GUI 
  

3 Remove the volume group for the collection from the Ingest GUI   
4 Delete the collection from the ESDT Maintence GUI Verify that the collection was  



 

3414 
 

# Action Expected Result Notes 
successfully deleted 

5 Repeat steps for different ESDTs   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1340 NCR8052187 TEST INSTRUCTION - MISR LANCE FOR ASDC REQUIRES URS 
AUTHENTICATION FOR USERS ACCESSING VIA FTP (ECS-ECSTC-3750) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 1. Run wuftp rollup script against the old xferlog with no URS authentication 

userid field. 
verify that the data are rolled up 
correctly. This is to test the backward 
compatibility.<br /><br /><br /> 

 

2 2. Run wuftp rollup script against the new xferlog with URS authentication 
userid field.<br /> 

  

3 a. ftp one LANCE file, using urs login   
4 b. ftp one non-LANCE file, using regular linux login c. verify in /var/log/xferlog that the 

entry related to the LANCE file 
contains urs userid in the last field and 
the entry related to the non-LANCE 
file contains &quot;-&quot; in the last 
field. 

 

5 d. RunEcDlRollupWuFtpLogs.pl  against the time period, at least a day later. e. Verify DlGranuleAccess table 
contains the entries. 

 

6 f. Run EcDbEMSdataExtractor.pl verify that the *DistFTP_*DataPool.flt 
LANCE report contains the URS 
userid and the non-LANCE report 
contains the &quot;-&quot; as the first 

This is not what EMS wants.  
EMS does not want to have 
to deal with '-' in the URS 
field. They want URS 
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# Action Expected Result Notes 
column<br /> reports and non-URS 

reports. <br />How do we 
know which report is the 
LANCE report an which is 
the non-LANCE report? 

7 <i></i>  #comment 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1341 NCR8052188 TEST INSTRUCTION - MISR LANCE FOR ASDC REQUIRES URS 
AUTHENTICATION FOR USERS ACCESSING VIA HTTPS (ECS-ECSTC-3751) 

DESCRIPTION: 
ASDC does not have HTTP configured for downloads.  This Test case in not currently a real life scenario.  
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Background:<br />Currently EcDlHttpRollup.pl processes the error log to 

get the information needed to populate DlGranuleAccess table.<br />In order 
to add URS authentication information, we have to create a new log, which 
has different format as the error log. Look for the CustomLog that makes use 
of the http_rollup<br />LogFormat in httpd.conf under the mode you use.<br 
/>To make the script to be backward compatible, I added the following in the 
EcDlHttpRollup.CFG:<br /><br />USE_URS_LOG_PATH=Y<br 
/>LOG_PATH=/home/sxu/testftplog  (this one existed before)<br 
/>URS_LOG_PATH=/home/sxu/testftplog1<br /><br />Also, in order to 
process LANCE data(the only one that's URS authenticated), we have to have 
this line in the EcDbEMSdataExtractor.CFG<br />LANCEPROVIDER =<br 
/><br />We can choose to use either one. The LOG_PATH points to the error 
log we currently use, the URS_LOG_PATH points to the new log file that 
contains the URS info.<br />This allows the DAACs to go back to run the old 

 #comment 
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# Action Expected Result Notes 
report, before the new log was created.  The old log contains no URS info, 
the default is &quot;-&quot; which will appear in the report as the first 
column.<br /><br />Test Steps:</i> 

2 1. Pick a mode that has the URS authentication configured.   
3 2. Configure the EcDlHttpRollup.CFG and  EcDbEMSdataExtractor.CFG so 

that they contain the right info for the above lines. test with both the URS and 
non URS cases. 

  

4 3. Make sure the AIM database are patched for the mode for this ncr   
5 4. Do a http download on both the LANCE data and non-LANCE data.   
6 5. Run the rollup and EMS extractor 6. Verify that the LANCE report 

contains the UrsUserId in the first 
column and non LANCE report 
contains &quot;-&quot; in the first 
column, which indicates there's no urs 
authentication.<br />   
*DistFTP_&lt;mode&gt;DataPool.flt 
is the output file to check.  Note: if use 
the old log file, the LANCE report will 
contain &quot;-&quot; as the 
UrsUserId as well.<br /> 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1342 END TO END PARAMETER SUBSETTING FOR SMAP L1/L2 COLLECTIONS (ECS-ECSTC-
3752) 

DESCRIPTION: 
The SMAP HDF5 Processor shall allow the user to specify which HDF5 datasets (parameters/variables/bands) they would like in the output product. Certain 
datasets and HDF5 groups shall always be included in the output files. These include the Latitude/Longitude datasets and the METADATA HDF5 group.  
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 Ensure that the test SMAP L1/L2 collections are installed in the mode and 

and the collections and granules are exported to ECHO. 
  

2 Ensure that the L1/L2 subsetter is configured in the mode and enabled for the 
test collections. 

  

3 Ensure that dataObjects config script has been run for the collection and the 
bands are displayed for the collectons in edf testbed GUI. 

  

4 Ensure that the spatial and band subsetting is enabled for the collection for 
the L1L2 service 

  

5 Upload the service form for the collection to reverb using the GUI or with the 
AutoConfigurePump Script 

  

6 Ensure that the form uploaded and the options are assigned in testbed pump   
7 Navigate to the Reverb testbed GUI. http://testbed.echo.nasa.gov/reverb   
8 Search for granules for the test SMAP L1/L2 collections.   
9 Select one or two granules for each collection and them to the cart and View 

cart. 
  

10 Click on Perform Service. Verify that the service options for the collection 
are displayed correctly 

  

11 Enter a valid email address   
12 Should default to L1L2 subetter. The subset agent should not be selectable   
13 Do not select the spatial subsetting   
14 Select appropriate parameter subset options for granules in each dataset   
15 Submit Service Request. Verify that the service request suceeded.   
16 Verify that the subsetting request, constraints, statistics, outputs are logged. Some of the logging is in 

EcDlDaRqs.debug0.log and Egi logs. 
 

17 Verify that an email is sent to the requested email address that the service 
request is complete with links to download the subsetted files 

  

18 Verify that there is a link to download the request summary.   
19 Verify that the request summary link displays the request summary with all 

the subsetting parameter information, the input and the output granule list 
  

20 Download the files from the output links and verify that the subsetting 
matches the parameter subset options selected in the request. You can verify 
it by using the hdfview tool<br />(If the bands selected are datasets which 
have hardlinks both the dataset and the hardlinks will be in the output)<br 
/><br /> 
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TEST DATA: 
SPL3FTA.001, SPL3SMA.001, SPL3SMAP.001, SPL3SMP.001  
 
SPL4CMDL.001, SPL4SMAU.001, SPL4SMGP.001, SPL4SMLM.001 
 
EXPECTED RESULTS: 
 

1343 END TO END SPATIAL SUBSETTING FOR SMAP L1/L2 COLLECTIONS (ECS-ECSTC-3753) 

DESCRIPTION: 
Submit request to Reverb with a bounding box that spans a small subset of the whole SMAP granule.  Verify that the resulting output file contains only the part 
of the original granule that is covered by the selected spatial subset 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Ensure that the test SMAP L1/L2 collections are installed in the mode and 

and the collections and granules are exported to ECHO. 
  

2 Ensure that the SMAP L1L2 Service is configured in the mode and enabled 
for the test collections. 

  

3 Ensure that dataObjects config script has been run for the collection and the 
bands are displayed for the collectons in edf testbed GUI. 

  

4 Ensure that the spatial and band subsetting is enabled for the collection for 
the SMAPL1L2 service 

  

5 Upload the service form for the collection to reverb using the GUI or with the 
AutoConfigurePump Script 

  

6 Ensure that the form uploaded and the options are assigned in testbed pump   
7 Navigate to the Reverb testbed GUI. http://testbed.echo.nasa.gov/reverb   
8 Search for granules for the test SMAP L1/L2 collections.   
9 Select one or two granules for each collection and them to the cart nd View 

cart. 
  

10 Click on the Granule Detail icon (i) and download the OnlineAccess URL for 
the granules 

  

11 Run hdfview or h5dump manually to get the longitude, latitude as follows.. -   
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# Action Expected Result Notes 
it is different for each SMAP dataset.<br /> locate the latitude and longitude 
dataset with a h5ls -f -r to get the list of datasets <br /> To get the list of 
latitudes <br /> h5dump -w 20 -y -m '%.15f' -d '&lt;LATITUDE_DATASET' 
-o lat.dat &lt;SMAP_INPUT_GRANULE.h5&gt;<br /> To get the list of 
longtitudes<br /> h5dump -w 20 -y -m '%.15f' -d 
'&lt;LONGITUDE_DATASET&gt;' -o lon.dat 
&lt;SMAP_INPUT_GRANULE.h5&gt;<br /> 

12 Record the spatial extent for the test granule from hdfview or h5dump tool or 
from the info and map view of the granule in reverb 

  

13 Click on Perform Service. Verify that the service options for the collection 
are displayed correctly. 

  

14 Enter a valid email address<br />   
15 Spatial Subsetting: Enter bounding box options that are within the spatial 

extent of each granule using the spatial extent latitudes and longitudes that 
were downloaded with  hdfview or h5dump earlier or graphically from the 
mapview in reverb. 

  

16 Submit Service Request. Verify that the service request suceeded.   
17 Verify that the subsetting request, constraints, statistics, outputs are logged. Some of the logging is in 

EcDlDaRqs.debug0.log and Egi logs. 
 

18 Verify that an email is sent to the requested email address that the service 
request is complete with links to download the subsetted files 

  

19 Download the subsetted file.   
20 Verify that there is a link to download the request summary   
21 Verify that the subsettedoutput file has latitude and longitude values that are 

within the spatial options in the subset request.  <br />  Run hdf5view or use 
h5dump manually to get the values of longitude, latitude as follows...<br /> 
To get the list of latitudes<br /> h5dump -w 20 -y -m '%.15f' -d 
'&lt;LATITUDE_DATASET&gt;' -o lat.dat 
&lt;SMAP_subsetted_output.H5&gt;<br /> To get the list of longtitudes<br 
/> h5dump -w 20 -y -m '%.15f' -d '&lt;LONGITUDE_DATASET&gt;' -o 
lon.dat &lt;SMAP_subsetted_output.H5&gt;<br /><br /><br /> 

  

 
 
TEST DATA: 
SPL3FTA.001, SPL3SMA.001, SPL3SMAP.001, SPL3SMP.001  
 
SPL4CMDL.001, SPL4SMAU.001, SPL4SMGP.001, SPL4SMLM.001 
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EXPECTED RESULTS: 
 

1344 CONCURRENT PROCESSING FOR SMAP L1/L2 COLLECTIONS (ECS-ECSTC-3754) 

DESCRIPTION: 
Configure HegService to a large number of concurrent requests.  Submit a large load of SMAP and other HEG requests into the system and verify all the requests 
complete succesfully.  
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Configure max granules per request in the Data Access GUI . Set 

MAX_GRANS_SINGLE_ASYNC_REQUEST to 2 
  

2 Configure max requests in the Data Access GUI. Set 
MAX_GRANS_QUEUE_ASYNC_REQUESTS to 5 

  

3 Submit concurrent requests for SMAP L1L2 for different SMAP L1 L2 
granules and collections. Submit subset requests for 2 granules. 

  

4 Verify that the requests complete successfully   
5 Submit requests exceeding the configured request limit. Submit subset 

requests for 10 granules. 
  

6 Verify that not more than the max configured requests are queued.<br />   

 
 
TEST DATA: 
SPL3FTA.001, SPL3SMA.001, SPL3SMAP.001, SPL3SMP.001  
 
SPL4CMDL.001, SPL4SMAU.001, SPL4SMGP.001, SPL4SMLM.001 
 
EXPECTED RESULTS: 
 

1345 ORDERS FOR SMAP L1/L2 COLLECTIONS (ECS-ECSTC-3755) 

DESCRIPTION: 
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PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Ensure that the SMAP L1/L2 test collections and granules have been ingested 

and exported to ECHO 
  

2 Configure the SMAP L1/L2 collections for SMAPL1L2 Service  in the 
DataAccess GUI 

  

3 Configure SMAP L1L2 service in OM GUI in the DataProcessing Service 
configuration 

  

4 Export the order form to ECHO by using the AutoConfigurePump script   
5 Search for the test SMAP granules and add them to cart   
6 Perform orders without service   
7 Verify that the order request is successful   
8 Perform orders with SMAP L1L2 Service with FtpPull with spatial 

parameters and selected parameters 
  

9 Verify that the form displays correctly and the request is successful   
10 Perform orders with SMAPL1L2 with Ftp Push with spatial parameters and 

selected parameters 
  

11 Verify that the request is successful   
12 Verify that an email is sent to the requestor   
13 Verify that the outputs in each case is as requested   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1346 NCR8052088 TEST INSTRUCTIONS (ECS-ECSTC-3756) 

DESCRIPTION: 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 <i>Testing Instructions:</i>  #comment 
2 <i>Design Summary:</i>  #comment 
3 <i>1. LANCE data are reported separately from the non-LANCE data under a 

different provider(reflected in the flt filename) .</i> 
 #comment 

4 <i>2. LANCE data contains no ancillary granules so all the browse, qa, ph, 
hdf_map data are reported in the non-LANCE report.</i> 

 #comment 

5 <i>3. LANCE data can only be reported if LANCEPROVIDER is present in 
EcDbEMSdataExtractor.CFG and the value is different from 
PROVIDER.</i> 

 #comment 

6 <i>If LANCEPROVIDER is present in the config file and there aren't any 
LANCE data in the database, empty LANCE flt files will be generated.</i> 

 #comment 

7 <i>If LANCEPROVIDER is missing in the config file and there ARE 
LANCE data in the database, no LANCE flt files will be generated.</i> 

 #comment 

8 <i>4. There are some rare cases when CollectionDataType is not available in 
AmCollection because the ESDT has been removed, or the granules have</i> 

 #comment 

9 <i>been removed. In which case the data will be reported in the non-LANCE 
data report.</i> 

 #comment 

10 <i>General testing:</i>  #comment 
11 <i>Case1. LANCEPROVIDER is absent(or has no value) from 

/usr/ecs/&lt;mode&gt;/CUSTOM/cfg/EcDbEMSdataExtractor.CFG</i> 
 #comment 

12 <i>This is the case when everything should behave the same as baseline 
code.</i> 

 #comment 

13 1. Run the new version of the script for all extract types. 2. Verify that there aren't any LANCE 
flt files generated.<br /> 

 

14 <i>Case2. LANCEPROVIDER is present (and contains value) in the 
/usr/ecs/&lt;mode&gt;/CUSTOM/cfg/EcDbEMSdataExtractor.CFG</i> 

 #comment 

15 1. assign it to the same value as PROVIDER Run the script and verify the script 
exits with error stating 
LANCEPROVIDER needs to be 
different from PROVIDER. 

 

16 2. assign it to a different value from PROVIDER<br /> +  Run the script for 
all extract types and verify that both LANCE and Non-LANCE flt(the 
filenames contain the value of LANCEPROVIDER in the cfg file) files are 
generated, for each extract type. Some or all of them might be empty.<br /> 

  

17 <i>Detailed testing:</i>  #comment 
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# Action Expected Result Notes 
18 <i>Assumption:</i>  #comment 
19 <i>1. LANCEPROVIDER contains different value from PROVIDER in the 

config file.</i> 
 #comment 

20 <i>2. LANCE data is available in the database for the mode.</i>  #comment 
21 <i>Testing steps:</i>  #comment 
22 <i>Perform the following activities on both LANCE and non-LANCE data. 

Run the associated rollup scripts to capture the activities in the logs and 
populate them in the database.</i> 

 #comment 

23 <i>Run EMS script to generate the reports. Verify both LANCE and non-
LANCE *flt files are generated, for each extract type and the contents are</i> 

 #comment 

24 <i>correct.</i>  #comment 
25 1. FTP and HTTP download (*DistFTP_*DataPool*.flt is generated)   
26 2. DataAccess HTTP transfer (*DistHTTP_*.flt is generated) This is only for non LANCE (non-

MISR NRT) ESDTs 
 

27 3. OMS orders (scp, ftppush, 
ftppull)(*DistFTP_*&lt;Scp|FtpPull|FtpPush&gt;.flt is generated) 

  

28 4. ESDT installed (*searchExp*.flt is generated)   
29 5. Granules DFAed (*ArchDel*.flt is generated)   
30 6. Granules Ingested (*_Ing_*.flt is generated)   
31 7. Collection Installed/Updated (*_Meta_*.flt is generated)   
32 8. Granules Ingested/updated (*Arch_*.flt is generated)<br />   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1347 NCR8052155 TEST INSTRUCTIONS (ECS-ECSTC-3757) 

DESCRIPTION: 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 <i>Test Instruction:</i>  #comment 
2 <i>This is to test the uploading and deleting the Service and Order forms.</i>  #comment 
3 1. First generate a token file to be used<br />cd /workingdata/PUMP<br />rm 

./OPS/BmgtTestUser_EDF_OPS_token.xml<br />run 
/usr/ecs/OPS/CUSTOM/utilities/AutoConfigurePump.rb --echo-domain 
testbed --use-token ./OPS/BmgtTestUser_EDF_OPS_token.xml<br />type in 
Username(BmgtTestUser), EDF_OPS as provider, password, when 
prompted. 

This will generate the token file 
./OPS/BmgtTestUser_EDF_OPS_toke
n.xml<br />Some error will occur 
which is normal because in order to 
run AutoConfigurePump.rb, more 
paraters need to be passed. but for 
generating the token<br />file, this is 
enough.<br /> 

 

4 2. Cleanup the Service and Order Forms before uploading them.<br />Login 
to PUMP, using your Reverb credentials: 
https://testbed.echo.nasa.gov/pump/faces/login_pump.jsp<br /><br />Select 
the tab &quot;Provider Context&quot; and choose the appropriate provider 
(if configured for access to more than one provider)<br /><br />In the 
sidebar, under &quot;Service Management,&quot; and &quot;Data 
Management&quot;, Delete the Option Definitions for both AE_Ocean.002 
and MOD10A1.005. 

Verify that the Option Assignments 
are no longer there for the 
collections(For order forms, the 
Option Assignments for the 
collections might still be there<br />in 
the GUI, but when click on 
&quot;Display Option Assignments, 
they shouldn't be linked to the 2 
collections.)<br /> 

 

5 3. Run the following on f5dpl01v: (Can add GLAH05.034 to the 
collections)<br />cd /workingdata/PUMP<br />upload the order forms<br 
/>/usr/ecs/OPS/CUSTOM/utilities/AutoConfigurePump.rb --echo-domain 
testbed --use-token ./OPS/BmgtTestUser_EDF_OPS_token.xml --upload-
form esi --collections AE_Ocean.002 MOD10A1.005 --replace --orders<br 
/>Go to Verification1<br /><br />upload the service forms<br 
/>/usr/ecs/OPS/CUSTOM/utilities/AutoConfigurePump.rb --echo-domain 
testbed --use-token ./OPS/BmgtTestUser_EDF_OPS_token.xml --upload-
form esi --collections AE_Ocean.002 MOD10A1.005 --replace --services --
associate-service EDF_OPS EOSDIS Service Implementation<br />Go to 
Verification2<br /><br />delete the order forms<br 
/>/usr/ecs/OPS/CUSTOM/utilities/AutoConfigurePump.rb --echo-domain 
testbed --use-token ./OPS/BmgtTestUser_EDF_OPS_token.xml --delete-form 
esi --collections AE_Ocean.002 MOD10A1.005 --replace --orders<br />Go 
to Verification3<br /><br />delete the service forms<br 
/>/usr/ecs/OPS/CUSTOM/utilities/AutoConfigurePump.rb --echo-domain 
testbed --use-token ./OPS/BmgtTestUser_EDF_OPS_token.xml --delete-form 
esi --collections AE_Ocean.002 MOD10A1.005 --replace --services --

4. Verify that the output files for the 
first two use cases above have 
ADD_OK and ASSIGN_OK set to 
true<br />   and the outpufiles for the 
last two use cases above have 
DELETE_OK set to true.<br /><br 
/>f5dpl01v{cmshared}102: cd 
/workingdata/PUMP<br 
/>f5dpl01v{cmshared}103: ls -lrt<br 
/>total 24<br />drwxrwxr-x 2 
cmshared cmshared 2048 Apr 15 
17:17 OPS<br />drwxrwxr-x 2 
cmshared cmshared 2048 Apr 15 
17:18 DEV06<br />-rw-rw-r-- 1 
cmshared cmshared 2273 Apr 20 
15:36 
PUMP_MGMT_DEBUG_201504201
53633.txt<br />-rw-rw-r-- 1 cmshared 
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# Action Expected Result Notes 
associate-service EDF_OPS EOSDIS Service Implementation<br />Go to 
Verification4<br /> 

cmshared 1890 Apr 20 15:40 
PUMP_MGMT_DEBUG_201504201
53832.txt<br />-rw-rw-r-- 1 cmshared 
cmshared 3657 Apr 20 16:14 
PUMP_MGMT_DEBUG_201504201
61357.txt<br />-rw-rw-r-- 1 cmshared 
cmshared 1420 Apr 20 16:37 
PUMP_MGMT_DEBUG_201504201
63541.txt<br /><br /> 

6 5. Verify for the above use cases<br />Login to PUMP, using your Reverb 
credentials: https://testbed.echo.nasa.gov/pump/faces/login_pump.jsp<br 
/><br />Select the tab &quot;Provider Context&quot; and choose the 
appropriate provider (if configured for access to more than one provider)<br 
/><br />In the sidebar, under &quot;Service Management,&quot;<br />  
select &quot;Option Definition.&quot; Verify the existence of option 
definition for the use cases described above. 

Verification2: After Uploading the 
Service forms, AE_Ocean.2 ESI 
Service and MOD10A1.5 ESI Service 
should be present under 
&quot;Name&quot;.<br /><br 
/>Verification4: After Deleting the 
Service forms, AE_Ocean.2 ESI 
Service and MOD10A1.5 ESI Service 
should NOT be present under 
&quot;Name&quot;. 

 

7 select &quot;Option Assignments.&quot;<br />  If &quot;EDF_OPS 
EOSDIS Service Implementation&quot; is available, select it. Click 
&quot;Display Service Option Assignments.&quot;<br />  Verify the 
existence of option assignments for the use cases described above. 

Verification2: After Uploading the 
Service forms, AE_Ocean.2 ESI 
Service and MOD10A1.5 ESI Service 
should be present under &quot;Option 
Definition Name&quot;<br /><br 
/>Verification4: After Deleting the 
Service forms, AE_Ocean.2 ESI 
Service and MOD10A1.5 ESI Service 
should NOT be present under 
&quot;Option Definition 
Name&quot;<br /> 

 

8 6. Repeat this for order option assignments (Data Management &gt; Option 
Definition/Option Assignments) 

Option Definition<br />    
Verification1: After Uploading the 
Order forms, AE_Ocean.2 Order and 
MOD10A1.5 Order should be present 
under &quot;Name&quot;<br /><br />   
Verification3: After Deleting the 
Order forms, AE_Ocean.2 Order and 
MOD10A1.5 Order should NOT be 
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# Action Expected Result Notes 
present under &quot;Name&quot; 
(Note: there's no padded '0's<br />          
for the versionid.)<br />Option 
Assignment<br />     Verification1: 
After Upploading the Order forms, 
AE_Ocean 2 and MOD10A1 5 should 
be present under ShortName and 
VersionID and when click on<br />        
&quot;Display Option 
Assignment&quot;, it should be linked 
to the Option Definition<br /><br />     
Verification3: After Deleting the 
Order forms, AE_Ocean 2 and 
MOD10A1 5 should still be present 
under ShortName and VersionID but 
when click on<br />                       
&quot;Display Option 
Assignment&quot;, it is not linked to 
any Option Definition.<br /><br /><br 
/><br /> 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1348 WUFTP WITH URS AUTHENTICATION COMPATIBILITY TEST WITH VERSION 8.3.3 (ECS-
ECSTC-3758) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>As a prerequisite for release 8.3.4 we require that all of the DAACs install  #comment 
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# Action Expected Result Notes 
the latest version of WuFtp. The updated version of WuFTP allows the 
DAACs to configure URS authentication.<br /><br />This test is designed to 
test and verify compatibility of the 8.3.3 with the updated WuFtp software in 
place.</i> 

2 Verify that the updated WuFtp is installed.<br />Login to the x5eil01 
machine<br />and view the WuFtp configuration file:  /etc/ftpd/ftpaccess 

The updated configuration file should 
have these entries that look like the 
following EDF example: <br /><br 
/>## LDAP URS Authentication 
Configuration for MISR NRT<br 
/><br /># deny access to 'anonymous' 
and 'ftp' users,<br /># urs users will 
have anonymous type of access if 
enable_ldap_auth is set to 1<br 
/>deny_anon_users   0<br /><br /># 
LDAP server configuration<br 
/>enable_ldap_auth   1<br 
/>ldap_server        
ldaps://prod.urs.eosdis.nasa.gov<br 
/>ldap_people_ou     
ou=people,ou=prod,dc=urs,dc=eosdis,
dc=nasa,dc=gov<br /><br /># Restrict 
file retrieval capability for anonymous 
users<br />noretrieve 
user=anonymous 
/datapool/*/user/FS1/MISR_LANCE<
br />noretrieve user=ftp 
/datapool/*/user/FS1/MISR_LANCE<
br />noretrieve user=anonymous 
/datapool/*/user/FS2/MISR_LANCE<
br />noretrieve user=ftp 
/datapool/*/user/FS2/MISR_LANCE<
br /><br /><br /> 

 

3 Verify that the 8.3.3 version of EcDlRollupWuFtpLogs.pl is installed on 
x5eil01 

ssh f5eil01v<br />cd 
/usr/ecs/OPS/CUSTOM/utilities<br 
/>grep LANCE 
./EcDlRollupWuFtpLogs.pl <br 
/>(this command should return no 
result for the 8.3.3 version)<br /><br 
/> 

 



 

3428 
 

# Action Expected Result Notes 
4 Use ftp to login to the x5eil01 machine and download data as the anonymous 

user.<br /><br />Please note the time of each download. 
f5dpl01v{cmshared}116: ftp<br 
/>ftp&gt; open f5eil01v<br 
/>Connected to f5eil01v 
(172.28.129.25).<br />220 
f5eil01v.edn.ecs.nasa.gov FTP server 
(Version wu-2.8.0-CC4(4) Tue Mar 31 
12:46:22 EDT 2015) ready.<br 
/>Name (f5eil01v:cmshared): 
anonymous<br />331 Guest login ok, 
send your complete e-mail address as 
password.<br />Password:<br /><br 
/>ftp&gt; cd 
/pub/FS2/SMAP/SPL1BTB.000/2013.
10.27/<br /><br />ftp&gt; get 
SMAP_L1B_TB_00362_D_20131027
T180003_R05002_000.h5<br />local: 
SMAP_L1B_TB_00362_D_20131027
T180003_R05002_000.h5 remote: 
SMAP_L1B_TB_00362_D_20131027
T180003_R05002_000.h5<br />227 
Entering Passive Mode 
(172,28,129,25,177,169)<br />150 
Opening BINARY mode data 
connection for 
SMAP_L1B_TB_00362_D_20131027
T180003_R05002_000.h5 (3405332 
bytes).<br />226 Transfer complete. 
Checksum matched.<br />3405332 
bytes received in 0.0652 secs 
(52262.68 Kbytes/sec)<br /><br 
/>ftp&gt; cd 
/FS2/MISR_LANCE/MI1B2_TERRA
IN_NRT.001/2014.09.01<br /><br 
/>ftp&gt; get 
MISR_AM1_GRP_TERRAIN_GM_T
20140901001659_P094_O078210_A
A_F03_0024.hdf<br />local: 
MISR_AM1_GRP_TERRAIN_GM_T
20140901001659_P094_O078210_A
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# Action Expected Result Notes 
A_F03_0024.hdf remote: 
MISR_AM1_GRP_TERRAIN_GM_T
20140901001659_P094_O078210_A
A_F03_0024.hdf<br />227 Entering 
Passive Mode 
(172,28,129,25,176,27)<br />550 
/FS2/MISR_LANCE/MI1B2_TERRA
IN_NRT.001/2014.09.01/MISR_AM1
_GRP_TERRAIN_GM_T2014090100
1659_P094_O078210_AA_F03_0024.
hdf is marked unretrievable<br /><br 
/><br />Note: It is ok that the LANCE 
granule was marked as unretrievable. 
We are not suppose to have access to 
it as anonymous ftp user. 

5 Use ftp to login to the x5eil01 machine using an URS account and download 
data.<br /><br />Please note the time of each download. 

f5dpl01v{cmshared}117: ftp<br 
/>ftp&gt; open f5eil01v<br 
/>Connected to f5eil01v 
(172.28.129.25).<br />220 
f5eil01v.edn.ecs.nasa.gov FTP server 
(Version wu-2.8.0-CC4(4) Tue Mar 31 
12:46:22 EDT 2015) ready.<br 
/>Name (f5eil01v:cmshared): 
jsoohoo<br />331 Password required 
for jsoohoo.<br />Password:<br /><br 
/>ftp&gt; cd 
/pub/FS2/SMAP/SPL1BTB.000/2013.
10.27/<br /><br />ftp&gt; get 
SMAP_L1B_TB_00362_D_20131027
T180003_R05002_000.h5<br />local: 
SMAP_L1B_TB_00362_D_20131027
T180003_R05002_000.h5 remote: 
SMAP_L1B_TB_00362_D_20131027
T180003_R05002_000.h5<br />227 
Entering Passive Mode 
(172,28,129,25,179,112)<br />150 
Opening BINARY mode data 
connection for 
SMAP_L1B_TB_00362_D_20131027
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# Action Expected Result Notes 
T180003_R05002_000.h5 (3405332 
bytes).<br />226 Transfer complete. 
Checksum matched.<br />3405332 
bytes received in 0.0255 secs 
(133636.76 Kbytes/sec)<br /><br 
/>ftp&gt; cd 
/FS2/MISR_LANCE/MI1B2_TERRA
IN_NRT.001/2014.09.01<br /><br 
/>ftp&gt; get 
MISR_AM1_GRP_TERRAIN_GM_T
20140901001659_P094_O078210_A
A_F03_0024.hdf<br />local: 
MISR_AM1_GRP_TERRAIN_GM_T
20140901001659_P094_O078210_A
A_F03_0024.hdf remote: 
MISR_AM1_GRP_TERRAIN_GM_T
20140901001659_P094_O078210_A
A_F03_0024.hdf<br />227 Entering 
Passive Mode 
(172,28,129,25,177,33)<br />150 
Opening BINARY mode data 
connection for 
MISR_AM1_GRP_TERRAIN_GM_T
20140901001659_P094_O078210_A
A_F03_0024.hdf (60871913 
bytes).<br />226 Transfer complete. 
Checksum matched.<br />60871913 
bytes received in 0.63 secs (96625.91 
Kbytes/sec)<br /> 

6 On the following day run EcDlRollupWuFtpLogs.pl on x5eil01<br />(this 
script only rollsup the previous 24 hours) 

f5eil01v{cmshared}107: 
EcDlRollupWuFtpLogs.pl OPS<br 
/><br />...<br /><br />The DPASU 
will examine the logs for access 
entries<br />between the following 
times:<br />                Year    Month   
Day     Hour    Minute<br />------------
----------------------------------------------
-<br />BEGINNING:      2015    04      
22      03      00<br />   ENDING:      
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# Action Expected Result Notes 
2015    04      23      02      59<br /><br 
/>Checking for already covered rollup 
periods...OK<br />Gathering 
collection groups...OK<br 
/>Processing FTP logs...<br />3 total 
FTP access counts found in all 
FIREWALL FTP logs<br /><br /><br 
/>Cleaning up table 
&quot;DlFtpAccessLog&quot;...OK<
br /><br />Exporting flat file to 
Postgres...04/23/2015 13:16:09 
[0024287] : successfully imported 3 
rows.<br />OK<br /><br />Rolling up 
and inserting data...OK<br /><br 
/>Rows inserted into database: 3<br 
/>Rollup completed.<br />Removing 
flat file...OK<br />Gracefully 
exiting...<br /><br /><br /> 

7 Verify download entries are inserted into the DlGranuleAccess table select * from DlGranuleAccess where 
accesstime &gt; '2015-04-23' 

 

8 Run the EcDbEMSdataExtractor.pl on x5dpl01. <br />Then verify the 
download entries show up in the DistFTP_&lt;MODE&gt;DataPool flat 
file.<br /><br /> 

Go to EMS' configured 
DESTINATION directory (located in 
the config file)<br /><br />cd 
/datapool/OPS/user/FS1/EMS/DESTI
NATIONDIR/<br /><br />view  
20150423_EDF_DistFTP_OPSDataPo
ol.flt 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1349 ERROR HANDLING FOR SMAP L1L2 (ECS-ECSTC-3759) 

DESCRIPTION: 
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PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Ensure that the test SMAP L1/L2 collections are installed in the mode and 

and the collections and granules are exported to ECHO. 
  

2 Ensure that the SMAPL1L2 Service is configured in the mode and enabled 
for the test collections. 

  

3 Ensure that dataObjects config script has been run for the collection and the 
bands are displayed for the collectons in edf testbed GUI. 

  

4 Ensure that the spatial and band subsetting is enabled for the collection for 
the SMAPL1L2 

  

5 Upload the service form for the collection to reverb using the GUI or with the 
AutoConfigurePump Script 

  

6 Ensure that the form uploaded and the options are assigned in testbed pump   
7 Navigate to the Reverb testbed GUI. http://testbed.echo.nasa.gov/reverb   
8 Search for granules for the test SMAP L1/L2 collections.   
9 Select one or two granules for each collection and them to the cart and View 

cart. 
  

10 Click on the Granule Detail icon (i) and download the OnlineAccess URL for 
the granules 

  

11 Run hdfview or h5dump manually to get the longitude, latitude as follows.. - 
it is different for each SMAP dataset.<br /> locate the latitude and longitude 
dataset with a h5ls -f -r to get the list of datasets <br /> To get the list of 
latitudes <br /> h5dump -w 20 -y -m '%.15f' -d '&lt;LATITUDE_DATASET' 
-o lat.dat &lt;SMAP_INPUT_GRANULE.h5&gt;<br /> To get the list of 
longtitudes<br /> h5dump -w 20 -y -m '%.15f' -d 
'&lt;LONGITUDE_DATASET&gt;' -o lon.dat 
&lt;SMAP_INPUT_GRANULE.h5&gt;<br /> 

  

12 Record the spatial extent for the test granule from hdfview or h5dump tool or 
from the info and map view of the granule in reverb 

  

13 Click on Perform Service. Verify that the service options for the collection 
are displayed correctly. 

  

14 Enter a valid email address<br />   
15 Spatial Subsetting: Enter bounding box options that are NOT within the 

spatial extent of each granule using the spatial extent latitudes and longitudes 
that were downloaded with  hdfview or h5dump earlier or graphically from 
the mapview in reverb.<br /> 
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# Action Expected Result Notes 
16 Submit Service Request. Verify that the service request suceeded.   
17 Verify that the subsetting request, constraints, statistics, outputs are logged. Some of the logging is in 

EcDlDaRqs.debug0.log and Egi logs. 
 

18 Verify that an email is sent to the requested email address that the service 
request is complete with the message<br />&quot;The files you selected 
contained no data that satisfy your subset constraints.&quot;<br /><br /> 

  

19 Repeat the request with spatial parameters with N &lt; S or E &lt; W Verify that there are no form errors 
and the request succeeds if the spatial 
area is still in the granule spatial 
extent 

 

20 Repeat the error cases for an order form request   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1350 SMAP L1L2 SUBSETTER - NO SUBSETTING FOR SMAP L1 COLLECTIONS (ECS-ECSTC-
3760) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Create a test directory which is writable.   
2 Run the subset map without any subsetting options. <br />e.g.<br 

/>/usr/ecs/DEV07/CUSTOM/bin/DPL/subset_smap --filename 
/datapool/DEV07/user/FS1/SMAP/SPL1CTB.001/2015.03.31/SMAP_L1C_
TB_00869_D_20150331T235250_R11340_001.h5 --outfile 
subsetted_SMAP_L1C_TB_00869_D_20150331T235250_R11340_001.h5<
br /> 

  

3 do a h5dump of the source file<br />h5dump -o 
SMAP_L1C_TB_00869_D_20150331T235250_R11340_001.h5.dmp 

  



 

3434 
 

# Action Expected Result Notes 
/datapool/DEV07/user/FS1/SMAP/SPL1CTB.001/2015.03.31/SMAP_L1C_
TB_00869_D_20150331T235250_R11340_001.h5<br /> 

4 do a h5dump of the subsetter output<br />h5dump -o 
subsetted_SMAP_L1C_TB_00869_D_20150331T235250_R11340_001.h5.d
mp 
subsetted_SMAP_L1C_TB_00869_D_20150331T235250_R11340_001.h5<
br /> 

  

5 do a diff of both the input and output dumps<br />vimdiff 
SMAP_L1C_TB_00869_D_20150331T235250_R11340_001.h5.dmp 
subsetted_SMAP_L1C_TB_00869_D_20150331T235250_R11340_001.h5.d
mp<br /> 

  

6 There should be no difference in the data<br />   
7 Compare the attributes in the input and the output. <br />    Verify that the 

only difference in the two files should be an extra warning attribute. <br 
/>e.g.<br /> h5dump -A 
SMAP_L1C_TB_00869_A_20150331T230335_R11340_001.h5 &gt; 
input_attr<br />h5dump -A subsetted_ 
SMAP_L1C_TB_00869_A_20150331T230335_R11340_001.h5 &gt; 
output_attr<br /><br />diff input_attr output_attr should contain just the 
following.<br />1c1<br />&lt; HDF5 
&quot;SMAP_L1C_TB_00869_A_20150331T230335_R11340_001.h5&quo
t; {<br />---<br />&gt; HDF5 
&quot;subsetted_SMAP_L1C_TB_00869_A_20150331T230335_R11340_0
01.h5&quot; {<br />2a3,14<br />&gt;    ATTRIBUTE &quot;A Subsetted 
File Warning Attribute&quot; {<br />&gt;       DATATYPE  H5T_STRING 
{<br />&gt;          STRSIZE 71;<br />&gt;          STRPAD 
H5T_STR_NULLTERM;<br />&gt;          CSET H5T_CSET_ASCII;<br 
/>&gt;          CTYPE H5T_C_S1;<br />&gt;       }<br />&gt;       
DATASPACE  SCALAR<br />&gt;       DATA {<br />&gt;       (0): 
&quot;This file has been subsetted. The following attributes may not be 
valid&quot;<br />&gt;       }<br />&gt;    }<br /> 

  

8 Compare the datasets in the input and subsetted output with hdfview or with 
h5dump -n<br />    The groups and datasets in the output should match the 
input file 

  

 
 
TEST DATA: 
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EXPECTED RESULTS: 
 

1351 EMS UPDATE FOR NON ECS COLLECTION (ECS-ECSTC-3761) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 1. Update a non-ECS Collection   
2 2. Run EcDbEMSdataExtractor.pl -mode &lt;mode&gt; -x Meta   
3 3. Verify that the second field in the resulting *Meta*.flt file, for the non-

ECS collection, contains CollectionDescription in AmCollection table, rather 
than &quot;Not Available&quot;. 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1352 EMS TEST FOR SMAP COLLECTIONS (ECS-ECSTC-3762) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 1. Find a date when a SMAP ESDT was installed, including a SMAP ESDT 

that contains &quot;OTHER&quot; keywords that does NOT contain 
&quot;GLOBAL&quot;<br />    Note: There are Platform keywords, 
Instrument Keywords, Topic Keywords(science keywords) and 
&quot;OTHER&quot; keywords.  OTHER keywords<br />    should not be 
included in the Topic Keywords. Before the fix, the code only excluded the 
keywords that contain &quot;GLOBAL&quot;. Now we are<br />    only 
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# Action Expected Result Notes 
including the keywords that matches &quot;EARTH SCIENCE&quot; 
because all the Topic Keywords are supposed to start with &quot;EARTH 
SCIENCE&quot;.<br />    The ESDT that fits this test criteria is 
SPL3FTA.001. 

2 2. delete from EcEMSextractRecord where runcompletiontime &gt; &lt;the 
date the SMAP ESDT was installed&gt; 

  

3 3. Run EMS extractor script against -x &quot;Meta&quot; -s &lt;the date the 
SMAP ESDT was installed&gt; -e &lt;the date after the SMAP ESDT was 
installed&gt; 

  

4 4. Verify that the *Meta*.flt file generated contains the right information for 
the Mission, instrument and TopicKeyword 

  

5 5. Verify that the TopicKeyword field does not contain the &quot;Northern 
Hemisphere&quot; for SPL3FTA.001 because its &quot;OTHER&quot; 
keyword<br />    doesn't contain &quot;GLOBAL&quot;, it would have been 
mistakenly included in the TopicKeyword before the fix. 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1353 SMAP L1L2 SUBSETTER - NO SUBSETTING FOR SMAP L2 COLLECTIONS (ECS-ECSTC-
3763) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Create a test directory which is writable.   
2 Run the subset map without any subsetting options. <br />e.g.<br 

/>/usr/ecs/DEV07/CUSTOM/bin/DPL/subset_smap --filename 
/datapool/OPS/user/FS1/SMAP/SPL2SMP.001/2015.03.31/SMAP_L2_SM_
P_00868_D_20150331T221420_R11340_001.h5 --outfile 
subsetted_SMAP_L2_SM_P_00868_D_20150331T221420_R11340_001.h5

  



 

3437 
 

# Action Expected Result Notes 
<br /> 

3 do a h5dump of the source file<br />h5dump -o 
SMAP_L2_SM_P_00868_D_20150331T221420_R11340_001.h5.dmp 
/datapool/OPS/user/FS1/SMAP/SPL2SMP.001/2015.03.31/SMAP_L2_SM_
P_00868_D_20150331T221420_R11340_001.h5<br /> 

  

4 do a h5dump of the subsetter output<br />h5dump -o 
subsetted_SMAP_L2_SM_P_00868_D_20150331T221420_R11340_001.h5.
dmp 
subsetted_SMAP_L2_SM_P_00868_D_20150331T221420_R11340_001.h5
<br /> 

  

5 do a diff of both the input and output dumps<br />vimdiff 
SMAP_L2_SM_P_00868_D_20150331T221420_R11340_001.h5.dmp 
subsetted_SMAP_L2_SM_P_00868_D_20150331T221420_R11340_001.h5.
dmp<br /> 

  

6 There should be no difference in the data<br />   
7 Compare the attributes in the input and the output. <br />    Verify that the 

only difference in the two files should be an extra warning attribute. <br 
/>e.g.<br /> h5dump -A 
SMAP_L2_SM_P_00868_D_20150331T221420_R11340_001.h5 &gt; 
input_attr<br />h5dump -A subsetted_ 
SMAP_L2_SM_P_00868_D_20150331T221420_R11340_001.h5 &gt; 
output_attr<br /><br />diff input_attr output_attr should contain just the 
following.<br />1c1<br />&lt; HDF5 
&quot;SMAP_L2_SM_P_00868_D_20150331T221420_R11340_001.h5&qu
ot; {<br />---<br />&gt; HDF5 
&quot;subsetted_SMAP_L2_SM_P_00868_D_20150331T221420_R11340_
001.h5&quot; {<br />2a3,14<br />&gt;    ATTRIBUTE &quot;A Subsetted 
File Warning Attribute&quot; {<br />&gt;       DATATYPE  H5T_STRING 
{<br />&gt;          STRSIZE 71;<br />&gt;          STRPAD 
H5T_STR_NULLTERM;<br />&gt;          CSET H5T_CSET_ASCII;<br 
/>&gt;          CTYPE H5T_C_S1;<br />&gt;       }<br />&gt;       
DATASPACE  SCALAR<br />&gt;       DATA {<br />&gt;       (0): 
&quot;This file has been subsetted. The following attributes may not be 
valid&quot;<br />&gt;       }<br />&gt;    }<br /><br /> 

  

8 Compare the datasets in the input and subsetted output with hdfview or with 
h5dump -n<br />    The groups and datasets in the output should match the 
input file 
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TEST DATA: 
 
EXPECTED RESULTS: 
 

1354 REPROJECTION TEST FOR SPL3FTA (NCR 8052312) (ECS-ECSTC-3764) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Do a service request for SPL3FTA with Geographic projection.   
2 Verify that the request is successful   
3 Verify that the output file is not empty   
4 Verify that the output file has all the HDF groups and datasets   
5 Repeat the above steps for UTM projection   
6 Repeat the above steps for Lambert Conic Conformal   
7 Repeat the above steps for Polar Stereographic   
8 Repeat the above steps for an order request   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1355 SPATIAL SUBSETING TEST FOR SPL3FTA (NCR 8052313) (ECS-ECSTC-3765) 

DESCRIPTION: 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 An order for SPL3FTA  data with a spatial subset (W-E: 170-180; N-S: 90-

80) has the following issues: <br /> 
  

2 Returns a data file with less parameters than expected. All parameters are 
expected, but only 5 (altitude_dem, EASE_column_index, EASE_row_index, 
cell_lat, cell_lon) are returned. <br /> 

  

3 Not all 3 dimensions of these parameters are returned. Only 2-D arrays are 
returned. The parameters that are showing up do, however, appear to be 
spatially subsetted. <br /> 

  

4 The values within the arrays dont appear to be correct. For each parameter, 
only one unique value is present in all array cells (altitude_dem = 0, 
EASE_column_index = 65534, EASE_row_index = 65534, cell_lat = -9999, 
cell_lon = -9999). In comparison with the original HDF file, I dont think this 
is to be expected. 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1356 ASCII REFORMATTING FOR SPL3FTA  (ECS-ECSTC-3766) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 ASCII reformatting for SPL3FTA returning failed order errors.<br />   
2 Example - error: 7877901:ParametersInvalidForData-216:TimeOut<br />   
3 I also tried the following, which all failed:<br />- applying a parameter subset 

(just the freeze_thaw field)<br />- applying a parameter subset (just Band_1 
of the freeze_thaw field)<br />- applying a parameter subset (just Band_1 of 
the freeze_thaw field) and a spatial subset (W-E: 170-180, N-S:50-40)<br /> 

  

4 However, the following order was successful:<br /> applying a parameter 
subset (just Band_1 of the freeze_thaw field) and a spatial subset (W-E: 170-
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# Action Expected Result Notes 
180, N-S:85-80). However, note that EASE-Grid and lat/lon fields were also 
returned when only the freeze_thaw field was requested (this issue is noted in 
another NCR).<br /> <br /> 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1357 EDSC TEST - REFORMATTING L1/L2 COLLECTIONS FOR NETCDF-3 OUTPUT FORMAT 
(ECS-ECSTC-3767) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Ensure that the test SMAP L1 collections are installed in the mode and and 

the collections and granules are exported to ECHO. 
  

2 Ensure that the SMAPL1L2 is configured in the mode and enabled for the test 
collections. 

  

3 Ensure that dataObjects config script has been run for the collection and the 
bands are displayed for the collectons in edf testbed GUI. 

  

4 Ensure that the NetCDF-3 formats is enabled for SMAPL1L2   
5 Ensure that the spatial and band subsetting is enabled for the collection for 

the SMAPL1L2 
  

6 Upload the service form for the collection to reverb using the GUI or with the 
AutoConfigurePump Script 

  

7 Ensure that the form uploaded and the options are assigned in testbed pump   
8 Navigate to the Reverb testbed GUI. http://testbed.echo.nasa.gov/reverb   
9 Search for granules for the test SMAP L1/L2 collections.   
10 Click on Perform Service. Verify that the service options for the collection 

are displayed correctly 
  

11 Enter a valid email address   
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# Action Expected Result Notes 
12 Select the netcdf format - NetCDF-3   
13 Submit Service Request. Verify that the service request suceeded.   
14 Verify that the subsetting request, constraints, statistics, outputs are logged. Some of the logging is in 

EcDlDaRqs.debug0.log and Egi logs. 
 

15 Verify that an email is sent to the requested email address that the service 
request is complete with links to download the subsetted files 

  

16 Download the subsetted file.   
17 Verify that there is a link to download the request summary   
18 Verify that the output file has all the datasets in the subset request.    Panoply 

can be used to view netcdf outputs. ncdump can also be used to verify the 
output data 

  

19 Verify that the request summary link displays the request summary with all 
the subsetting parameter information, the input and the output granule list 

  

20 Download the files from the output links and verify that the output file format 
is the output format selected in the request. 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1358 EDSC TEST - REFORMATTING SMAP L1/L2 COLLECTIONS FOR ASCII OUTPUT FORMAT 
(ECS-ECSTC-3768) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Ensure that the test SMAP L1/L2 collections  are installed in the mode and 

and the collections and granules are exported to ECHO. 
  

2 Ensure that the SMAPL1L2 service is configured in the mode and enabled for 
the test collections. 

  

3 Ensure that dataObjects config script has been run for the collection and the   
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# Action Expected Result Notes 
bands are displayed for the collectons in edf testbed GUI. 

4 Ensure that the ASCII format is enabled for SMAPL1L2 service   
5 Ensure that the spatial and band subsetting is enabled for the collection for 

the SMAPL1L2 
  

6 Upload the service form for the collection to reverb using the GUI or with the 
AutoConfigurePump Script 

  

7 Ensure that the form uploaded and the options are assigned in testbed pump   
8 Navigate to the Reverb testbed GUI. http://testbed.echo.nasa.gov/reverb   
9 Search for granules for the test SMAP L1/L2 collections.   
10 Click on Perform Service. Verify that the service options for the collection 

are displayed correctly 
  

11 Enter a valid email address   
12 Select the supported ascii format   
13 Submit Service Request. Verify that the service request suceeded.   
14 Verify that the subsetting request, constraints, statistics, outputs are logged. Some of the logging is in 

EcDlDaRqs.debug0.log and Egi logs. 
 

15 Verify that an email is sent to the requested email address that the service 
request is complete with links to download the subsetted files 

  

16 Download the subsetted file.   
17 Verify that there is a link to download the request summary   
18 Verify that the output file has all the datasets in the subset request.   
19 Verify that the request summary link displays the request summary with all 

the subsetting parameter information, the input and the output granule list 
  

20 Download the files from the output links and verify that the output file format 
is the output format selected in the request. 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1359 REFORMATTING L1 COLLECTIONS FOR KML OUTPUT FORMAT (ECS-ECSTC-3769) 

DESCRIPTION: 
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PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Ensure that the test SMAP L1 collections are installed in the mode and and 

the collections and granules are exported to ECHO. 
  

2 Ensure that the SMAPL1L2 is configured in the mode and enabled for the test 
collections. 

  

3 Ensure that dataObjects config script has been run for the collection and the 
bands are displayed for the collectons in edf testbed GUI. 

  

4 Ensure that the KML format is enabled for the SMAPL1L2 service   
5 Ensure that the spatial and band subsetting is enabled for the SMAPL1L2   
6 Upload the service form for the collection to reverb using the GUI or with the 

AutoConfigurePump Script 
  

7 Ensure that the form uploaded and the options are assigned in testbed pump   
8 Navigate to the Reverb testbed GUI. http://testbed.echo.nasa.gov/reverb   
9 Search for granules for the test SMAP L1 collections.   
10 Click on Perform Service. Verify that the service options for the collection 

are displayed correctly 
  

11 Enter a valid email address   
12 Select the KML output format   
13 Submit Service Request. Verify that the service request suceeded.   
14 Verify that the subsetting request, constraints, statistics, outputs are logged. Some of the logging is in 

EcDlDaRqs.debug0.log and Egi logs. 
 

15 Verify that an email is sent to the requested email address that the service 
request is complete with links to download the subsetted files 

  

16 Download the subsetted file.   
17 Verify that there is a link to download the request summary   
18 Verify that the output file has all the datasets in the subset request.    KML 

output can be verified using google earth. 
  

19 Verify that the request summary link displays the request summary with all 
the subsetting parameter information, the input and the output granule list 

  

20 Download the files from the output links and verify that the output file format 
is the output format selected in the request. 

  

21 Repeat the request with  the supported KML output format using the order 
form 

  

22 Verify that all the requests are successful   
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TEST DATA: 
 
EXPECTED RESULTS: 
 

1360 REFORMATTING SMAP L1/L2 FOR GEO (GEOTIFF) OUTPUT FORMAT (ECS-ECSTC-3770) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Unit Testing<br />   
2 Copy ruby scripts from clearcase: 

/ecs/formal/DPL/DataAccess/adapters/SMAP/test/*.rb<br />     to a working 
directory - on a machine with access to /sotestdata and to /workingdata, e.g. 
f5dpl01v.  <br />     You will need all ruby scripts in the same working 
directory <br />      - they call each other and assume the home directory of 
the currently executing script <br />        is where the other scripts will be 
found. <br /> 

  

3 Edit the submitSPL1L2.rb script to make any adjustments for working host, 
port, mode, output-directory, etc.  <br />    By default the scripts will write to 
/workingdata/TestResults/RelB/DataAccess/SPL1L2<br /><br />    If there is 
data already there, check if it needs to be moved to establish baseline-results 
<br />    for a previous release or test run.<br /> 

  

4 sudosh to cmshared<br />   
5 Run &quot;ruby SPL1L2GeoTiffTest.rb&quot;  (no parameters), <br />     

Console will show Curl command executions.  <br />     Outputs will be 
saved to TestResults directory, along with .time and .xml summary files per 
test case.<br />     Script will summarizes the results<br />     Console will 
show summary listing of any cases that did not generate outputs.<br /> 

  

6 Run OpenEV and begin an inspection of all output files in the output 
directories<br />    (e.g. 
/workingdata/TestResults/RelB/DataAccess/SPL1L2/SPL1L2_&lt;n&gt;)<br 
/>    Each .tif file should be opened in OpenEV and show the path of the 
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# Action Expected Result Notes 
satellite.  <br />    You may have to adjust the color mapping to see the output 
data more clearly.<br /><br />    There will be a pair of files for each test case 
- a lat or latitude and a lon or longitude.<br /><br />    By dragging the mouse 
over the image of the satellite path you should see latitude <br />    and 
longitude display in the lower-left border of the window, along with the cell 
value at that point.<br />    The cell values will be the latitude or longitude 
extracted from the source file.  You should see<br />    a close 
correspondence of values with the cell-value and the calculated latitude or 
longitude.<br /><br />    It is likely you will not get exact values.  If 
necessary, you can zoom in and attempt to locate the<br />    center-point of 
the cell, to see if you get better correspondence at that point.  Values should 
be<br />    within 10% throughout the grid area.<br /> 

7 <i>End to End Testing</i>  #comment 
8 Ensure that the test SMAP L1/L2 collections are installed in the mode and 

and the collections and granules are exported to ECHO. 
  

9 Ensure that the SMAPL1L2 is configured in the mode and enabled for the test 
collections. 

  

10 Ensure that dataObjects config script has been run for the collection and the 
bands are displayed for the collectons in edf testbed GUI. 

  

11 Ensure that the right Geo(GeoTiff) format is enabled for the SMAPL1L2   
12 Ensure that the spatial and band subsetting is enabled for the collection for 

the SMAPL1L2 
  

13 Upload the service form for the collection to reverb using the GUI or with the 
AutoConfigurePump Script 

  

14 Ensure that the form uploaded and the options are assigned in testbed pump   
15 Navigate to the Reverb testbed GUI. http://testbed.echo.nasa.gov/reverb   
16 Search for granules for the test SMAP L1/L2 collections.   
17 Click on Perform Service. Verify that the service options for the collection 

are displayed correctly 
  

18 Enter a valid email address   
19 Select Geo (GeoTiff) output format   
20 Submit Service Request. Verify that the service request suceeded.   
21 Verify that the subsetting request, constraints, statistics, outputs are logged. Some of the logging is in 

EcDlDaRqs.debug0.log and Egi logs. 
 

22 Verify that an email is sent to the requested email address that the service 
request is complete with links to download the subsetted files 

  

23 Download the subsetted file.   
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# Action Expected Result Notes 
24 Verify that there is a link to download the request summary   
25 Verify that the output file has all the datasets in the subset request.   
26 Verify that the request summary link displays the request summary with all 

the subsetting parameter information, the input and the output granule list 
  

27 Download the files from the output links and verify that the output file format 
is the output format selected in the request. 

  

28 Repeat the service request with specific bands selected for parameter 
subsetting 

e.g. 
SMAP_L1C_TB_00869_D_20150331
T235250_R11340_001.h5<br />select 
just cell_lon parameter. 

 

29 Repeat the service request with a spatial constraint for spatial subsetting   
30 Repeat the request with order form   
31 Verify that all the requests are successful   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1361 NCR 8052399:SUBSET_SMAP DOES NOT SPATIALLY SUBSET ALL DATASETS IN SPL2SMAP 
GRANULES (ECS-ECSTC-3771) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Ensure that the SMAPL1L2 service is configured in the mode.   
2 Ensure that SPL2SMAP collection is installed and test granules are ingested.   
3 Do a service request for a SPL2SMAP granule   
4 Verify that the request is sucessful and the subsetted output contains all the 

groups and bands in the input granule<br />  use hdfview or h5dump 
  

5 Repeat the service request for a spatial subset parameters.<br />  e.g. 
/datapool/OPS/user/FS1/SMAP   /SPL2SMAP.001/2015.03.31 <br />            
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# Action Expected Result Notes 
/SMAP_L2_SM_AP_00869_D_20150331T235250_R11340_001.h5, <br />     
BBOX =  6,-85,16,85, <br /> 

6 Verify the request is successful.   
7 Verify that the subsetted output contains spatially subsetted values for both 

top-level groups, latitude,longitude and latitude_3km, longitude_3km. <br />  
The values can be verified using hdfview or h5dump 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1362 NCR 8052388:ATTRIBUTES AND DATASETS FOR HARDLINKS ARE NOT IN THE 
SUBSETTED OUTPUT FOR SMAP L2 COLLECTIONS (ECS-ECSTC-3772) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Compare input and output datasets<br />h5dump -n 

SMAP_L2_SM_P_00868_D_20150331T221420_R11340_001.h5 &gt; 
input_ds<br />h5dump -n 
subsetted_SMAP_L2_SM_P_00868_D_20150331T221420_R11340_001.h5 
&gt; output_ds<br /> <br />f5dpl01v (83_UPDATES_linux) &gt;diff 
input_ds output_ds<br />1c1<br />&lt; HDF5 
&quot;../../SPL2SMP/SMAP_L2_SM_P_00868_D_20150331T221420_R113
40_001.h5&quot; {<br />---<br />&gt; HDF5 
&quot;subsetted_SMAP_L2_SM_P_00868_D_20150331T221420_R11340_
001.h5&quot; {<br /><br />Verify that the only difference is the filename<br 
/> 

  

2 Compare input and output attributes<br />h5dump -A 
SMAP_L2_SM_P_00868_D_20150331T221420_R11340_001.h5 &gt; 
input_attr<br />h5dump -A 
subsetted_SMAP_L2_SM_P_00868_D_20150331T221420_R11340_001.h5 
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# Action Expected Result Notes 
&gt; output_attr<br />f5dpl01v (83_UPDATES_linux) &gt;diff input_attr 
output_attr<br />1c1<br />&lt; HDF5 
&quot;../../SPL2SMP/SMAP_L2_SM_P_00868_D_20150331T221420_R113
40_001.h5&quot; {<br />---<br />&gt; HDF5 
&quot;subsetted_SMAP_L2_SM_P_00868_D_20150331T221420_R11340_
001.h5&quot; {<br />2a3,14<br />&gt;    ATTRIBUTE &quot;A Subsetted 
File Warning Attribute&quot; {<br />&gt;       DATATYPE  H5T_STRING 
{<br />&gt;          STRSIZE 71;<br />&gt;          STRPAD 
H5T_STR_NULLTERM;<br />&gt;          CSET H5T_CSET_ASCII;<br 
/>&gt;          CTYPE H5T_C_S1;<br />&gt;       }<br />&gt;       
DATASPACE  SCALAR<br />&gt;       DATA {<br />&gt;       (0): 
&quot;This file has been subsetted. The following attributes may not be 
valid&quot;<br />&gt;       }<br />&gt;    }<br /><br />Verify that the only 
difference is the warning attribute added in the subsetted output.<br /> 

3 Compare output and input h5dumps<br />h5dump -o 
SMAP_L2_SM_P_00869_D_20150331T235250_R11340_001.h5.dmp 
SMAP_L2_SM_P_00869_D_20150331T235250_R11340_001.h5<br 
/>h5dump -o 
subsetted_SMAP_L2_SM_P_00869_D_20150331T235250_R11340_001.h5.
dmp 
subsetted_SMAP_L2_SM_P_00869_D_20150331T235250_R11340_001.h5
<br />f5dpl01v (83_UPDATES_linux) &gt;diff 
SMAP_L2_SM_P_00869_D_20150331T235250_R11340_001.h5.dmp 
subsetted_SMAP_L2_SM_P_00869_D_20150331T235250_R11340_001.h5.
dmp<br />Verify that the input and output dumps are identical 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1363 SMAP L1/L2 SUBSETTING - AUTOMATED RQS TESTS  (ECS-ECSTC-3773) 

DESCRIPTION: 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 Go to a host where you have access to /sotestdata and the MODE to test (e.g., 

f5dpl01v). 
  

2 Set environment variable MODE to the mode to test, for example, 
&quot;DEV08&quot;. 

  

3 Go to the clearcase directory  
/ecs/formal/DPL/DataAccess/rqs/test/SMAP_L1L2_Subsetting/ to access the 
test scripts, testHarness_h5smapsubsetter_L1L2.pl and 
test_h5smapsubsetter_*.t, where script files with the extension 
&quot;.t&quot; are individual tests. You can run the tests out of the clearcase 
directory, or copy the test scripts to a working directory. If you choose the 
latter, make sure copy testHarness_h5smapsubsetter_L1L2.pl and all *.t files 
to a same directory. 

  

4 Run the test: Run testHarness_h5smapsubsetter_L1L2.pl without any 
argument and it will execute all individual tests (&quot;.t&quot; files). A test 
report will be displayed on screen after the run finishes, and it should indicate 
either PASS or FAILED:<br /><br />shell&gt; 
testHarness_h5smapsubsetter_L1L2.pl<br /><br />If you see any of the tests 
fails, you can run an individual test to get more details on where it failed, for 
example:<br /><br />shell&gt; perl 
test_h5smapsubsetter_SPL1CTB001_HDF5.2p2g.t 

In the end of the run, you should see a 
line that reads &quot;Result: 
PASS&quot; on screen to indicate that 
all tests have passed.  Otherwise, one 
or more tests are failed with 
information on which one(s) have 
failed. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1364 SINGLE GRANULE FTPPULL AND FTPPUSH ORDER (ECS-ECSTC-3774) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Submit a FtpPull and FtpPush order through EWOC.   
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# Action Expected Result Notes 
2 Verify that both the FtpPull order and the FtpPush order shipped.   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1365 ORDER STATUS GUI: DISPLAY ORDER STATUS BASED ON HISTORY RANGE, 0D_S6_05, 
CRITERION 180 - SPECIFIC TO PVC LITTLE LANCE (ECS-ECSTC-3775) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Request order history by specifying a starting and ending date, user contact 

email address, and one valid Order Id for the user. Ensure that the date range 
requires the Order Status Interface to retrieve information from both the 
Order Manager operational tables and archive tables. 

  

2 Verify that the correct orders are returned and sorted by submission 
date/time. 

  

3 For each order verify the following:   
4 a. Order Id is correctly displayed.   
5 b. Submission date/time is correctly displayed.   
6 c. Order state is correctly displayed.   
7 d. Order completion date/time is correctly displayed.   
8 e. Request information (Request Id, request state, media type, number of 

granules, request completion date/time) is correctly displayed, in a manner 
which should be generally understandable by the user. 

  

9 f. Order state and request states are presented in terms that an end user can 
understand. 

  

10 g. Order and request information are properly segmented across html pages in 
accordance with the user-configurable number of items per page. 

  

11 h. An indication is provided when request details are not available for an   



 

3451 
 

# Action Expected Result Notes 
order. 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1366 CONFIGURING COLLECTIONS FOR EXPORT FOR LANCE (ECS-ECSTC-3776) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Ensure a collection is installed.   
2 Add a row for the collection to the bg_collection_configuration table, setting 

both export flags to 'Y'.<br /><br />See EcBgPopulateCollections.ksh for 
examples. 

  

3 Verify the BMGT GUI's collection configuration page lists the collection.   
4 Verify the BMGT GUI indicates that the collection is enabled for both 

collection and granule export. 
  

5 Request the manual export of collection and granule metadata for this 
collection.<br /><br /><br />EcBmBMGTManualStart --mode 
&lt;MODE&gt; --metg --metc --collections 
&lt;SHORT_NAME&gt;.&lt;VERSION_ID&gt; 

  

6 Verify that both collection and granule metadata is exported.   
7 Verify a BMGT log records a single export request for the collection 

metadata. 
  

8 Verify a BMGT log records a single export request for each of collection 
granules (excepting those which are logically deleted). 

  

9    
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TEST DATA: 
 
EXPECTED RESULTS: 
 

1367 CONNECTING TO ECHO FOR LANCE (ECS-ECSTC-3777) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Verify configurations - config files, properties files or database settings 

validate correctly for mode, host, and application. 
  

2 Verify database connections to ecs connected to ecs db successfully in the 
configured mode. 

  

3 Verify the mock ECHO is running.   
4 Verify collections under  /sotestdata/DROP_802/BE_82_01/630 with ECS 

metadata 
  

5 Ensure collection C1 has been installed in the mode.   
6 Ensure collection C1 is enabled for Collection and Granule Export.   
7 Assume &lt;user2&gt; as a regular user without update privileges (default, 

read-only). 
  

8 Assume &lt;user1&gt; as a privileged user with configuration update 
privileges (password required; write access). 

  

9 Assume &lt;EchoURL1&gt; and &lt;EchoURL2&gt; are two Mock ECHO 
connections 

  

10 Ensure a mock ECHO or TCP proxy is configured to capture and log BMGT 
requests. 

  

11 <i>Setup</i>  #comment 
12 <i>S-1 Go to the BMGT GUI without logging in as a privileged user.<br 

/>View and attempt to modify the ECHO connection information (ECHO 
URL, username, password, provider, etc.)</i> 

 #comment 

13 Login to BMGT GUI as &lt;user2&gt;, without a password.   
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TEST DATA: 
 
EXPECTED RESULTS: 
 

1368 WUFTP REGRESSION TEST (PVC LITTLE LANCE) (ECS-ECSTC-3778) 

DESCRIPTION: 
Perform the following regression tests used for previous WU-FTPD release testing for compatibility with ECS release 8.x.x custom code and databases: 
 
  
 

1. Download an uncompressed .xml file with no checksum using (.zip, .gz, .Z), and verify that the download succeeds without a problem. 
 

2. Download a .hdf file with no checksum using (uncompressed, .zip, .gz, .Z), and verify that the download succeeds without a problem. 
 

3. Download a .hdf file with an MD5 checksum using (uncompressed, .zip, .gz, .Z), and verify that the download succeeds without a problem.  
 

4. Download a folder using (.zip, tar, tar.gz, tar.Z), and verify that the download succeeds without problem.  
 

5. Submit an FtpPull order for public granules whose files are not retrievable by anonymous/ftp users (configurable via /etc/ftpd/ftpaccess noretrieve 
directives). 
 

  
 

125. Submit another order for hidden granules.  
 

126. Verify that the orders (non-compressed and compressed) are only retrievable with earth data login.  
 

127. Submit an FtpPull order for granules, some granules whose files are marked as noretrieve, some whose aren't. Verify that the files that are marked as 
noretrieve can only be retrieved with earth data login, and other can also retrieved by anonymous/ftp user, and that the compressed files can only be 
retrieved with earth data login.  
 

128. Verify that the compressed file download is reported to EMS (This is not part of this ncr, but we want to know this type of download is reported).  
 
 

PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 Download an uncompressed .xml file with no checksum using (.zip, .gz, .Z), 

and verify that the download succeeds without a problem.<br /> 
  

2 Download a .hdf file with no checksum using (uncompressed, .zip, .gz, .Z), 
and verify that the download succeeds without a problem.<br /> 

  

3 Download a .hdf file with an MD5 checksum using (uncompressed, .zip, .gz, 
.Z), and verify that the download succeeds without a problem. <br /> 

  

4 Download a folder using (.zip, tar, tar.gz, tar.Z), and verify that the download 
succeeds without problem. 

  

5 Submit an FtpPull order for public granules whose files are not retrievable by 
anonymous/ftp users (configurable via /etc/ftpd/ftpaccess noretrieve 
directives).<br /> <br />Submit another order for hidden granules. <br 
/>Verify that the orders (non-compressed and compressed) are only 
retrievable with earth data login. <br />Submit an FtpPull order for granules, 
some granules whose files are marked as noretrieve, some whose aren't. 
Verify that the files that are marked as noretrieve can only be retrieved with 
earth data login, and other can also retrieved by anonymous/ftp user, and that 
the compressed files can only be retrieved with earth data login. <br />Verify 
that the compressed file download is reported to EMS (This is not part of this 
ncr, but we want to know this type of download is reported). <br /><br /> 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1369 WUFTP REGRESSION TEST (ECS-ECSTC-3779) 

DESCRIPTION: 
Perform the following tests used for previous WU-FTPD release testing for compatibility with ECS release 8.x.x custom code and databases: 
 
  
 

1. Download an uncompressed .xml file with no checksum using (.zip, .gz, .Z), and verify that the download succeeds without a problem. 
 

2. Download a .hdf file with no checksum using (uncompressed, .zip, .gz, .Z), and verify that the download succeeds without a problem. NOTE:- (you 
might need to change the ingest checksumming percentage to 0 for the provider that you use for 
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ingesting the granule.  You should be able to use a PDR from 
/sotestdata/DROP_723/sample_full_size/ACRIM/L2/ACR3L2DM.001 for this). 
 

3. Download a .hdf file with an ECS checksum using (uncompressed, .zip, .gz, .Z), and verify that the 
download succeeds without a problem.  (NOTE:- You should be able to use the PDR from 
/sotestdata/DROP_801/DP_81_05/Criteria/100/MOD29P1D.005 for this). 
 

4. Download a .hdf file with a CKSUM using (uncompressed, .zip, .gz, .Z), and verify that the download 
succeeds without a problem. (Note:- You should be able to use a PDR from 
/sotestdata/DROP_723/sample_full_size/MODIS/L2/MOD10_L2.005 for this). 
 

5. Download a .hdf file with MD5 checksum using (uncompressed, .zip, .gz, .Z), and verify that the 
download succeeds without a problem.   (Notes:- You should be able to use a PDR from 
/sotestdata/DROP_723/sample_full_size/TES/L3/TL3ATD.003 for this). 
 

6. Download a file with an ECS checksum, but with files that have corrupt checksums using (.zip, .gz, 
.Z), and verify that the download succeeds without a problem. You should be able to use the PDR from 
/sotestdata/DROP_801/DP_81_05/Criteria/100/MCD12Q1.005 for this if you change the checksum in the 
database after ingesting the granule. 
 

7. Download a folder using (.zip, tar, tar.gz, tar.Z), and verify that the download succeeds without a 
problem.  
 

8. Run the wuftp rollup script to verify that Wu-ftp includes and properly sets a URS authentication userid field in its "xferlog" log file.  
 
 

129. ftp one LANCE file using a login registered in URS 
 

130. ftp one non-LANCE file using a Linux login not registered in URS.  
 

131. verify that the entry in /var/log/xferlog related to the LANCE file contains the URS userid in the last field and that the entry related to the non-LANCE 
file contains "-" in the last field. ftp one non-LANCE file using a Linux login not registered in URS 
 

9.  Submit an FtpPull order for public granules whose files are not retrievable by anonymous/ftp users (configurable via /etc/ftpd/ftpaccess noretrieve directives). 
 
  
 

14. Submit another order for hidden granules.  
 

15. Verify that the orders (non-compressed and compressed) are only retrievable with earth data login. 



 

3456 
 

 
16. Submit an FtpPull order for granules, some granules whose files are marked as noretrieve, some whose aren't. Verify that the files that are marked as 

noretrieve can only be retrieved with earth data login, and other can also retrieved by anonymous/ftp user, and that the compressed files can only be 
retrieved with earth data login. 
 

17. Verify that the compressed file download is reported to EMS (This is not part of this ncr, but we want to know this type of download is reported).  
 

     
 
  
 
  
 
  
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Download an uncompressed .xml file with no checksum using (.zip, .gz, .Z), 

and verify that the download succeeds without a problem.<br /> 
  

2 Download a .hdf file with no checksum using (uncompressed, .zip, .gz, .Z), 
and verify that the download succeeds without a problem. <br /><br 
/>NOTE:- (you might need to change the ingest checksumming percentage to 
0 for the provider that you use for ingesting the granule.  You should be able 
to use a PDR from 
/sotestdata/DROP_723/sample_full_size/ACRIM/L2/ACR3L2DM.001 for 
this).<br /> 

  

3 Download a .hdf file with an ECS checksum using (uncompressed, .zip, .gz, 
.Z), and verify that the download succeeds without a problem.  <br 
/>(NOTE:- You should be able to use the PDR from 
/sotestdata/DROP_801/DP_81_05/Criteria/100/MOD29P1D.005 for this).<br 
/> 

  

4 Download a .hdf file with a CKSUM using (uncompressed, .zip, .gz, .Z), and 
verify that the download succeeds without a problem.<br />(Note:- You 
should be able to use a PDR from 
/sotestdata/DROP_723/sample_full_size/MODIS/L2/MOD10_L2.005 for 
this).<br /> 

  

5 Download a .hdf file with MD5 checksum using (uncompressed, .zip, .gz, .Z),   
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# Action Expected Result Notes 
and verify that the download succeeds without a problem.   <br />(Notes:- 
You should be able to use a PDR from 
/sotestdata/DROP_723/sample_full_size/TES/L3/TL3ATD.003 for this).<br 
/> 

6 Download a file with an ECS checksum, but with files that have corrupt 
checksums using (.zip, .gz, .Z), and verify that the download succeeds 
without a problem. You should be able to use the PDR from 
/sotestdata/DROP_801/DP_81_05/Criteria/100/MCD12Q1.005 for this if you 
change the checksum in the database after ingesting the granule.<br /> 

  

7 Download a folder using (.zip, tar, tar.gz, tar.Z), and verify that the download 
succeeds without a problem. <br /> 

  

8 Run the wuftp rollup script to verify that Wu-ftp includes and properly sets a 
URS authentication userid field in its &quot;xferlog&quot; log file. <br /><br 
/>i)   ftp one LANCE file using a login registered in URS<br />ii)  ftp one 
non-LANCE file using a Linux login not registered in URS. <br />iii) verify 
that the entry in /var/log/xferlog related to the LANCE file contains the URS 
userid in the last field and that the entry related to the non-LANCE file 
contains &quot;-&quot; in the last field. ftp one non-LANCE file using a 
Linux login not registered in URS<br /> 

  

9 Submit an FtpPull order for public granules whose files are not retrievable by 
anonymous/ftp users (configurable via /etc/ftpd/ftpaccess noretrieve 
directives).<br /> <br />i)   Submit another order for hidden granules. <br 
/>ii)  Verify that the orders (non-compressed and compressed) are only 
retrievable with earth data login.<br />iii) Submit an FtpPull order for 
granules, some granules whose files are marked as noretrieve, some whose 
aren't. Verify that the files that are marked as noretrieve can only be retrieved 
with earth data login, and other can also retrieved by anonymous/ftp user, and 
that the compressed files can only be retrieved with earth data login.<br />iv) 
Verify that the compressed file download is reported to EMS (This is not part 
of this ncr, but we want to know this type of download is reported). <br /> 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
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1370 REFORMATTING FOR SMAP L1/L2 COLLECTIONS (ECS-ECSTC-3780) 

DESCRIPTION: 
  
 
The SMAP HDF5 Processor shall provide the ability for the user to obtain the processed output product in either HDF5, GeoTIFF, or Multiband GeoTIFF 
formats.   
 
  
 
Request SMAP HDF5 processing of all L3 and L4 products reformatting to each of the three possible output types.  Verify that output files are created that are 
readable and match the input granule data. 
 
  
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Ensure that the test SMAP L1/L2 collections are installed in the mode and 

and the collections and granules are exported to ECHO. 
  

2 Ensure that the SMAPL1L2 Service is configured in the mode and enabled 
for the test collections. 

  

3 Ensure that dataObjects config script has been run for the collection and the 
bands are displayed for the collectons in edf testbed GUI. 

  

4 Ensure that the SMAPL1L2 supported formats are enabled for the collection   
5 Ensure that the spatial and band subsetting is enabled for the collection for 

the SMAPL1L2 service 
  

6 Upload the service form for the collection to reverb using the GUI or with the 
AutoConfigurePump Script 

  

7 Ensure that the form uploaded and the options are assigned in testbed pump   
8 Navigate to the Reverb testbed GUI. http://testbed.echo.nasa.gov/reverb   
9 Search for granules for the test SMAP L1/L2 collections.   
10 Click on Perform Service. Verify that the service options for the collection 

are displayed correctly 
  

11 Enter a valid email address   
12 Ensure that all the supported SMAPL1L2 output formats are displayed in the 

output format drop down list.<br />  - It should include No Reformatting, 
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# Action Expected Result Notes 
GeoTiff, KML, Ascii, NetCdf, NetCdf4-Classic 

13 Select output format to be one of the supported output formats.   
14 Submit Service Request. Verify that the service request suceeded.   
15 Verify that the subsetting request, constraints, statistics, outputs are logged. Some of the logging is in 

EcDlDaRqs.debug0.log and Egi logs. 
 

16 Verify that an email is sent to the requested email address that the service 
request is complete with links to download the subsetted files 

  

17 Download the subsetted file.   
18 Verify that there is a link to download the request summary   
19 Verify that the output file has all the datasets in the subset request.   
20 Verify that the request summary link displays the request summary with all 

the subsetting parameter information, the input and the output granule list 
  

21 Download the files from the output links and verify that the output file format 
is the output format selected in the request. 

  

22 Repeat the request with all the supported output formats   
23 Verify that all the requests are successful   
24 Verify that the output files match the subsetted request constraints   
25 Verify that the output bands match the bands in the input. This can be done 

with hdfviewer or doing h5dump<br /><br />e.g.<br />h5dump --contents 
SMAP_L2_SM_A_02299_D_20150707T183242_R12170_001.h5 &gt; 
SMAP_L2_SM_A_02299_D_20150707T183242_R12170_001.h5.band<br 
/><br />h5dump --contents 
subsetted_processed_SMAP_L2_SM_A_02299_D_20150707T183242_R121
70_001.h5.he5 &gt; 
subsetted_processed_SMAP_L2_SM_A_02299_D_20150707T183242_R121
70_001.h5.he5.bands<br /> 

  

26 Spot check to verify that the data fields in output match the input field 
data<br /> 

  

27 Check the utc bands in the output. Verify that the data match the input<br 
/>e.g.<br />h5dump -w 20 -y -m '%.15f' -d 
'/Soil_Moisture_Retrieval_Data/spacecraft_overpass_time_utc' -o 
SPL2SMA_spacecraft_overpass_time_utc.dat 
SMAP_L2_SM_A_02299_D_20150707T183242_R12170_001.h5<br /><br 
/>h5dump -w 20 -y -m '%.15f' -d 
'/HDFEOS/GRIDS/Soil_Moisture_Retrieval_Data/Data 
Fields/spacecraft_overpass_time_utc' -o 
SPL2SMA_he5_spacecraft_overpass_time_utc.dat *.he5<br /> 
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# Action Expected Result Notes 
28 Verify that there are no missing fields in the output by doing a h5dump and a 

wc of the output dump versus the input dump<br />e.g. wc 
SPL2SMP_tb_time_utc.dat<br /> 18565  18565 631209<br /><br />e.g. grep 
-v &quot;N/A&quot; SPL2SMP_he5_tb_time_utc.dat | wc<br />  18566   
18565  631211<br />(for hdfeos5 outputs - the extra &quot;N/A&quot; fields 
can be ignored 

  

 
 
TEST DATA: 
SPL3FTA.001, SPL3SMA.001, SPL3SMAP.001, SPL3SMP.001  
 
SPL4CMDL.001, SPL4SMAU.001, SPL4SMGP.001, SPL4SMLM.001 
 
EXPECTED RESULTS: 
 

1371 MANUAL EXPORT - OPENDAP URL (ECS-ECSTC-3781) 

DESCRIPTION: 
S 180 1 Request the manual export of metadata for a single granule, specifying the granule ID. S 180 2 Request the manual export of metadata fro granules in a 
specified collection. Ensure that the collection contains at least one logically deleted granule. S 180 3 Request, in a single manual operation, the export of 
metadata for the following: a) Normal granule b) Logically deleted granule. c) Physically deleted granule (specify Short Name, VersionId and GranuleId – 
NOTE: it is easiest to use a valid ShortName and VersionID but a made up granuleID) S 180 4 Request, in a single manual operation, specifying the export of 
inserts-only, the export of metadata for the following: a) Normal granule b) Logically deleted granule. c) Physically deleted granule (specify Short Name, 
VersionId and GranuleId– NOTE: it is easiest to use a valid ShortName and VersionID but a made up granuleID) S 180 5 Request, in a single manual operation, 
specifying the export of deletes-only, the export of metadata for the following: a) Normal granule b) Logically deleted granule. c) Physically deleted granule 
(specify Short Name, VersionId and GranuleId– NOTE: it is easiest to use a valid ShortName and VersionID but a made up granuleID) 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Pre-Conditions</i>  #comment 
2 Verify configurations - config files, properties files or database settings 

validate correctly for mode, host, and application 
  

3 Verify database connections to ecs connected to ecs db successfully in the 
configured mode 
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# Action Expected Result Notes 
4 Verify ECHO REST API service connections to ECHO connected to ECHO 

REST API successfully 
  

5 Verify collections under  /sotestdata/DROP_802/BE_82_01/10 with ECS 
metadata 

  

6 Ensure a mock ECHO or TCP proxy is capturing BMGT traffic.<br />or use 
the bmgt exporter log 

  

7 <i>Setup</i>  #comment 
8 Ensure  Collections C1, C2, C3 has been installed in the mode.   
9 Ensure Collections C1, C2, C3 are enabled for Collection, Granule, and 

OPeNDAP URL Export. 
  

10 Ensure the Collections C1, C2, C3 have a few ingested granules.   
11 Ensure collections C1, C2, C3 have been exported to ECHO.   
12 Ensure granules in collections C1, C2, C3 have been exported to ECHO.   
13 <i>S-1 Request the manual export of metadata for a single granule, 

specifying the granule ID.</i> 
 #comment 

14 Identify a granule g1 in Collection C1 that can be exported.   
15 EcBmBMGTManualStart &lt;MODE&gt; --metg -g 

&lt;g1_GRANULEID&gt; 
  

16 <i>V-1 Verify that the operation in S-1 results in the export of a single HTTP 
PUT containing the full granule metadata and opendap url of the requested 
granule.</i> 

 #comment 

17 Verify that the TCP proxy log 
(/tools/common/test/BE_82_01/proxy/&lt;MODE&gt;/tcp.log) shows an 
HTTP PUT request for granule g1.<br />(There may be more than one HTTP 
request, e.g., if there are network issues.)<br /><br />or check the bmgt 
exporter log 

  

18 Verify that the TCP proxy log shows that the request contains the full granule 
metadata and opendap url for granule g1.<br /><br />or check the bmgt 
exporter log 

  

19 <i>S-2 Request the manual export of metadata for granules in a specified 
collection.<br />Ensure that the collection contains at least one logically 
deleted granule.</i> 

 #comment 

20 Identify granules g2, g3 in Collection C2 that can be logically deleted.   
21 Logically delete a granule g2, g3:<br />./EcDsBulkDelete.pl -physical -user 

&lt;dbuser&gt; -password &lt;passwd&gt; -geoidfile 
/path/to/geoids_g2_g3.txt 
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# Action Expected Result Notes 
22 Manually Export granules in Collection C2<br />./EcBmBMGTManualStart 

&lt;MODE&gt; --metg -c 
&lt;C2_SHORTNAME&gt;.&lt;C2_VERSIONID&gt; 

  

23 <i>V-2 Verify that the operation in S-2 results in the export of a single HTTP 
PUT containing the full granule metadata and opendap url of the requested 
granule for each granule in the specified collection.<br />Verify that an 
HTTP DELETE is also exported for any logically deleted granules in the 
collection.</i> 

 #comment 

24 Verify that the TCP proxy log shows an HTTP PUT request for each granule 
in Collection C2 except for g2 and g3.<br />(There may be more than one 
HTTP request, e.g., if there are network issues.)<br /><br />or check the 
bmgt exporter log 

  

25 Verify that the TCP proxy shows that the request contains the full granule 
metadata and opendap url for each granule in Collection C2 except for g2 and 
g3.<br /><br />or check the bmgt exporter log 

  

26 Verify that an HTTP DELETE is exported for each of granules g2 and g3<br 
/>(There may be more than one HTTP request, e.g., if there are network 
issues.) 

  

27 <i>S-3 Request, in a single manual operation, the export of metadata for the 
following:<br />    a) Normal granule<br />    b) Logically deleted 
granule.<br />    c) Physically deleted granule (specify Short Name, 
VersionId and GranuleId – NOTE: it is easiest to use a valid ShortName and 
VersionID but a made up granuleID)</i> 

 #comment 

28 Identify granule g4 in Collection C3 as a normal science granule that can be 
exported. 

  

29 Identify granule g5 that is logically deleted in Collection C3<br 
/>./EcDsBulkDelete.pl -physical -user &lt;dbuser&gt; -password 
&lt;passwd&gt; -geoidfile /path/to/geoids_g5.txt 

  

30 Identify granule g6 which is physically deleted in Collection C3 or make up a 
nonexistent granuleid in Collection C3<br />./EcDsBulkDelete.pl -physical -
user &lt;dbuser&gt; -password &lt;passwd&gt; -geoidfile 
/path/to/geoids_g6.txt<br />./EcDlUnpublishStart.pl -mode &lt;MODE&gt; -
granules &lt;g6&gt;<br />./EcDeletionCleanup.pl -user &lt;db_user&gt;<br 
/>./EcBmBMGTManualStart --mode &lt;MODE&gt; --metg -g 
&lt;g4_granuleid&gt;,&lt;g5_granuleid&gt;,&lt;g6_granuleid&gt; 

  

31 <i>V-3 Verify that the operation in S-3 is in a complete state and the 
following are exported for each respective operation:<br />    a) HTTP PUT 
for containing the full granule metadata and opendap url.<br />    b) HTTP 

 #comment 
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# Action Expected Result Notes 
DELETE<br />    c) HTTP DELETE</i> 

32 Verify that the TCP proxy log shows an HTTP PUT request  for granule 
g4.<br />(There may be more than one HTTP request, e.g., if there are 
network issues.)<br /><br /><br />or check the bmgt exporter log 

  

33 Verify that the TCP proxy log shows that the request contains the full granule 
metadata and opendap url for granule g4.<br /><br />or check the bmgt 
exporter log 

  

34 Verify that the TCP proxy log shows an HTTP DELETE exported for granule 
g5.<br />(There may be more than one HTTP request, e.g., if there are 
network issues.)<br /><br /><br />or check the bmgt exporter log 

  

35 Verify that the TCP proxy log shows an HTTP DELETE exported for granule 
g6.<br />(There may be more than one HTTP request, e.g., if there are 
network issues.)<br /><br /><br />or check the bmgt exporter log 

  

36 <i>S-4 Request, in a single manual operation, specifying the export of 
inserts-only, the export of metadata for the following:<br />    a) Normal 
granule<br />    b) Logically deleted granule.<br />    c) Physically deleted 
granule (specify Short Name, VersionId and GranuleId– NOTE: it is easiest 
to use a valid ShortName and VersionID but a made up granuleID)</i> 

 #comment 

37 ./EcBmBMGTManualStart --mode &lt;MODE&gt; --insertonly --metg -g 
&lt;g4_granuleid&gt;,&lt;g5_granuleid&gt;,&lt;g6_granuleid&gt; 

  

38 <i>V-4 Verify that the operation in S-4 is in a complete state and the 
following are exported for each respective operation:<br />    a) HTTP PUT 
for containing the full granule metadata.<br />    b) No export<br />    c) No 
export</i> 

 #comment 

39 Verify that the TCP proxy log shows an HTTP PUT request for granule 
g4.<br />(There may be more than one HTTP request, e.g., if there are 
network issues.)<br /><br /><br />or check the bmgt exporter log 

  

40 Verify that the TCP proxylog shows that the request contains the full granule 
metadata and opendap url for granule g4.<br /><br /><br />or check the bmgt 
exporter log 

  

41 Verify that the TCP proxy log does not show any export request for granule 
g5.<br /><br /><br />or check the bmgt exporter log 

  

42 Verify that the TCP proxy log does not show any export request for granule 
g6.<br /><br /><br />or check the bmgt exporter log 

  

43 <i>S-5 Request, in a single manual operation, specifying the export of 
deletes-only, the export of metadata for the following:<br />    a) Normal 
granule<br />    b) Logically deleted granule.<br />    c) Physically deleted 

 #comment 
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# Action Expected Result Notes 
granule (specify Short Name, VersionId and GranuleId– NOTE: it is easiest 
to use a valid ShortName and VersionID but a made up granuleID)</i> 

44 ./EcBmBMGTManualStart &lt;MODE&gt; --deleteonly --metg -g 
&lt;g4_granuleid&gt;,&lt;g5_granuleid&gt;,&lt;g6_granuleid&gt; 

  

45 <i>V-5 Verify that the operation in S-5 is in a complete state and the 
following are exported for each respective operation:<br />    a) No export<br 
/>    b) HTTP DELETE<br />    c) HTTP DELETE</i> 

 #comment 

46 Verify that the TCP proxy log shows no HTTP export request  for granule 
g4.<br /><br /><br />or check the bmgt exporter log 

  

47 Verify that the TCP proxy log shows an HTTP DELETE exported for granule 
g5.<br />(There may be more than one HTTP request, e.g., if there are 
network issues.)<br /><br /><br />or check the bmgt exporter log 

  

48 Verify that the TCP proxy log shows an HTTP DELETE exported for granule 
g6.<br />(There may be more than one HTTP request, e.g., if there are 
network issues.)<br /><br /><br />or check the bmgt exporter log 

  

 
 
TEST DATA: 
Crit id Crit ccr no Test Data Description Data Type Requirements Metadata Requirements Volume Requirements Size Requirements Data Location Readiness 
Status 3 collections with at least 3 granules in each 
 
EXPECTED RESULTS: 
V 180 1 Verify that the operation in S-1 results in the export of a single HTTP PUT containing the full granule metadata and opendap url of the requested 
granule. V 180 2 Verify that the operation in S-2 results in the export of a single HTTP PUT containing the full granule metadata and opendap url of the 
requested granule for each granule in the specified collection. Verify that an HTTP DELETE is also exported for any logically deleted granules in the collection. 
V 180 3 Verify that the operation in S-3 is in a complete state and the following are exported for each respective operation: a) HTTP PUT for containing the full 
granule metadata and opendap url. b) HTTP DELETE c) HTTP DELETE V 180 4 Verify that the operation in S-4 is in a complete state and the following are 
exported for each respective operation: a) HTTP PUT for containing the full granule metadata and opendap url. b) No export c) No export V 180 5 Verify that the 
operation in S-5 is in a complete state and the following are exported for each respective operation: a) No export b) HTTP DELETE c) HTTP DELETE 
 

1372 HEGSERVICE END TO END TEST- NO SUBSETTING FOR SMAP L3/L4 COLLECTIONS (ECS-
ECSTC-3782) 

DESCRIPTION: 
The SMAP HDF5 Processor shall allow the user to specify which HDF5 datasets (parameters/variables/bands) they would like in the output product. Certain 
datasets and HDF5 groups shall always be included in the output files. These include the Latitude/Longitude datasets and the METADATA HDF5 group.  
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PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Ensure that the test SMAP L3/L4 collections are installed in the mode and 

and the collections and granules are exported to ECHO. 
  

2 Ensure that the HEG Service is configured in the mode and enabled for the 
test collections. 

  

3 Ensure that dataObjects config script has been run for the collection and the 
bands are displayed for the collectons in edf testbed GUI. 

  

4 Ensure that the HegService supported formats are enabled for the collection   
5 Ensure that the spatial and band subsetting is enabled for the collection for 

the HegService 
  

6 Upload the service form for the collection to reverb using the GUI or with the 
AutoConfigurePump Script 

  

7 Ensure that the form uploaded and the options are assigned in testbed pump   
8 Navigate to the Reverb testbed GUI. http://testbed.echo.nasa.gov/reverb   
9 Search for granules for the test SMAP L3/L4 collections.   
10 Select one or two granules for each collection and them to the cart and View 

cart. 
  

11 Click on Perform Service. Verify that the service options for the collection 
are displayed correctly 

  

12 Enter a valid email address   
13 Select HEG   
14 Do not select the spatial subsetting   
15 Select default parameter subset options for granules in each dataset   
16 Submit Service Request. Verify that the service request suceeded.   
17 Verify that the subsetting request, constraints, statistics, outputs are logged. Some of the logging is in 

EcDlDaRqs.debug0.log and Egi logs. 
 

18 Verify that an email is sent to the requested email address that the service 
request is complete with links to download the subsetted files 

  

19 Verify that there is a link to download the request summary.   
20 Verify that the request summary link displays the request summary with all 

the subsetting parameter information, the input and the output granule list 
  

21 Download the files from the output links and verify that the subsetting 
matches the default parameter subset options selected in the request. You can 
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# Action Expected Result Notes 
verify it by using the hdfview tool<br /><br /><br /> 

 
 
TEST DATA: 
SPL3FTA.001, SPL3SMA.001, SPL3SMAP.001, SPL3SMP.001  
 
SPL4CMDL.001, SPL4SMAU.001, SPL4SMGP.001, SPL4SMLM.001 
 
EXPECTED RESULTS: 
 

1373 REFORMAT SMAP PRODUCTS TO KML THROUGH ESI (ECS-ECSTC-3783) 

DESCRIPTION: 
Use an ESI client to request a covering set of SMAP granules processing them so they are reformatted to KML 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Login to Reverb.<br />Search for &quot;&lt;mode&gt; SMAP&quot;<br 

/>Select all SMAP ESDTs<br />Add at least one granule to your shopping 
cart, or choose one ascending and one descending granule (_D_,_A_ in 
filename), etc., for each ESDT.<br /> 

Reverb responds as expected. Your 
shopping cart has the granules that you 
added. 

 

2 Choose &quot;Perform Service&quot;<br />Choose &quot;set&quot; for 
each ESDT. 

You are presented with an ECHO 
form. 

 

3 Choose the drop down for Output Format and select KML. You may have to repeat for each 
ESDT 

 

4 Submit the request<br /> Granules stayed in your shopping cart 
if you check the box for them to do so. 

 

5 Wait for the processing to take place. A progress bar is shown in the client 
indicating percent complete. 

 

6 Note the timing of when granules finish processing. The rate at which they finish matches 
the size of the granule and the number 
of concurrent async jobs set in ESI 

 

7 Download .zip output file and view html page describing output. Successful download of .zip and html 
displays results correctly 
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# Action Expected Result Notes 
8 View output files in a KML client KML client displays KML output that 

matches data in original granule. 
 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
KML outputs will show correct data in any KML client. 
 

1374 DATAACCESS HEGSERVICE END TO END TESTING FOR NON SMAP COLLECTIONS (ECS-
ECSTC-3784) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Find a collection which is enabled for HEG  processing in Data Access. 

Ensure that the service options forms have been uploaded to ECHO. 
  

2 Go to ECHO and add  a few granules from this collection to the cart.   
3 In the cart select &quot;perform service&quot;.   
4 Set different order options for each of the three granules:   
5 4a. select HEG processing with different format options   
6 4b. select HEG processing with different projection options   
7 4c. select HEG processing with  different resampling options   
8 4d. select HEG processing with parameter subsetting options   
9 4e. select HEG processing with different spatial options   
10 Submit the requests and verify that they succeed.   
11 Verify that the output files were processed correctly by opening and viewing 

them. 
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TEST DATA: 
 
EXPECTED RESULTS: 
 

1375 DATA ACCESS END TO END DPT CHECKOUT (ECS-ECSTC-3785) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Upload service and order forms for all SMAP L1 L2 L3 L4 collections   
2 Upload service and order forms for AE_Ocean collection   
3 On reverb add a couple of granules to each of these test collections and 

perform service 
  

4 For each of the SMAP collections and AE_Ocean, check if the DPT 
exclusions match as listed in test data. 

  

5 Perform requests for all bands and individual bands for all formats in the 
exclusion list 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1376 INTEGRATED SMAP - CHAINING - FORMATS (NC4, HE5) - GEOTIFF REPROJECTION (REL. 
8.4) (ECS-ECSTC-3786) 

DESCRIPTION: 
An integrated test script for evaluating SMAP processing options for release 8.4. 
 
PRECONDITIONS: 
ESI configured for SMAP collections, NetCDF4-CF and HDF-EOS5 formats and GeoTiff reprojection (GeoTiff format enabled, reprojection enabled).  This test 
is not concerned with Exclusions/Required entries, the Echo/CMR Form or End-to-End testing using EGI.  Also, chaining entries are established as required for 
the test capabilities. 
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STEPS:   
# Action Expected Result Notes 
1 Copy scripts from clearcase: 

/ecs/formal/DPL/DataAccess/test/TestSMAPChainFormats/*<br />     to a 
working directory <br />     - on a machine with access to /sotestdata <br />       
and to /workingdata, e.g. f5dpl01v.  <br />     You will need all ruby scripts in 
the same working directory <br />      - they call each other <br />         and 
assume the home directory of the currently <br />         executing script is 
where the other scripts will be found. 

Scripts are available for update and 
execution 

 

2 Edit the TSCF_L1L2.rb script, and also the TSCF_L3L4.rb script<br />   to 
make any adjustments for working host, port, mode, output-directory, etc.  By 
default the scripts will write to 
/workingdata/TestResults/RelB/DataAccess/TSCF<br />   - If there is data 
already there, check if it needs to be moved to establish baseline-results for a 
previous release or test run, or if for this test a different output-directory 
should be set. 

Script is ready for execution  

3 sudosh to cmshared<br /><br />(so results are commonly owned and 
manageable) 

terminal session is running as 
cmshared account 

 

4 Run &quot;ruby TSCF_L1L2.rb&quot;  (no parameters) Terminal will show Curl command 
executions.  <br />Outputs will be 
saved to &lt;output-directory&gt;, 
along with .time and .xml summary 
files per test case. 

 

5 Run &quot;ruby TSCF_L3L4.rb&quot;  (no parameters)<br /><br 
/>Optionally - this script can be run in a separate terminal in parallel with 
TSCF_L1L2.rb. 

Terminal will show Curl command 
executions.  <br />Outputs will be 
saved to &lt;output-directory&gt;, 
along with .time and .xml summary 
files per test case. 

 

6 When both scripts (TSCF_L1L2.rb and TSCF_L3L4.rb) have completed, run 
&quot;./summarize.csh &lt;output directory&gt;&quot; 

Terminal will show a summary of any 
exception cases (failed runs), any 
cases with &quot;failed&quot; in the 
message, and a listing of subdirectory 
file counts.  Also listed are the URLs 
invoked for the test. There should be 
no cases of zero files in a subdirectory.  
A comparison with previous runs 
should show the same number of files. 

 

7 Walk through the output subdirectories and evaluate the generated output Generated output files open and  
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# Action Expected Result Notes 
files.  Different viewers are required for different file types as described in 
the following steps.  The different test cases are outlined below with the 
expected results. 

display as expected. 

8 For .h5 files (HDF-5, native input file type) - <br />Open in hdfview - 
without the HDF-EOS plug-in.  <br /> 

Generated .h5 files open and display 
as expected in hdfview.<br /> - The 
data objects should be in the same 
organization as the input file, but 
subsetted as defined by the test case.  
<br /> - The groups should have the 
same data objects contents as the input 
file, when present, excepting for the 
cases of spatial subsetting that don't 
have matches for some data 
objects.<br /> - Each test case has its 
own parameter subsetting selection, 
and there are rules for 
including/excluding certain parameters 
per output format, so there will be 
differnces in parameter outputs when 
comparing between formats.  SMAP 
L1/L2 HDF-5 outputs should have no 
exclusions, nor special inclusions.  <br 
/> - SMAP L3/L4 Lat/Lon and 
Row/Col, even time data may show up 
even when not requested, as their 
presence is implicitly provided to 
support the other data that is provided.  
Also, there may be differences in the 
output results for Lat/Lon and 
Row/Col data when comparing 
explicitly requested results to 
implicitly included results.  When 
implicitly included, to support the 
other data explicitly requested, the 
data is calculated and reflects the 
subsetting and reprojection 
specifications.  When implicitly 
requested the data is copied from the 
provided inputs.  See a known correct 
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# Action Expected Result Notes 
baseline output to observe these 
differences. 

9 For .tif files (GeoTIFF) -<br /> - Open representative .tif files in OpenEV <br 
/>   - or open in a &quot;lesser&quot; viewer, if preferred and available for 
those cases with integer data.<br />   - In particular look at the science data 
parameters, vs. row/col/lat/lon, if not all cases can be looked at. 

Generated .tif files open and display as 
expected<br /> - Note that the list of 
.tif files in the output directory 
corresponds to the selected parameters 
for parameter subsetting (all cases 
have parameter subsetting, 
subset_data_layers=&lt;&gt;).<br /> - 
Note the general shape of the polar 
projection parameter images (LAEA 
projection, square) vs. the global 
parameters (CEA, rectangular)<br /> - 
Note for the non-spatial subset cases 
the entirety of the input data is 
evident.<br /> - Note for the spatial 
subset case the data is spatially 
subsetted<br /><br />Each test case 
has its own parameter subsetting 
selection, and there are rules for 
implicitly including/excluding certain 
parameters per output format, so there 
will differnces in parameter outputs 
when comparing between formats.  
GeoTIFF should have no exclusions, 
but may have special inclusions. 

 

10 For .he5 files (HDF-EOS5) -<br />Open in hdfview - with the HDF-EOS 
plug-in<br /> 

Generated .he5 files open and display 
as expected.<br /> - The HDF-EOS 
organization should be evident, with 
only the group and dataset items being 
shown.<br /> - The HDF-EOS symbol 
(cross-hatched globe icon) should 
mark these groups and datasets, 
different from the HDF-5 files.<br /> - 
The datasets available should 
correspond to the parameter subsetting 
selection (subset_data_layers).<br /> - 
The HDF-EOS datasets, for the SMAP 
L1/L2 cases, will be 
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# Action Expected Result Notes 
&quot;gridded&quot; into 2D objects 
vs. the 1D objects in the HDF-5 input 
file.  Open-As should offer a 
thumbnail image and the option to 
open as a plotted image.<br /> - The 
spatially subset cases should make 
evident the spatial subsetting of the 
input data. 

11 For .nc4 files (NetCDF4-CF) -<br />Open in panoply<br /> Generated .nc4 files open and display 
as expected.<br /> - The data 
organization should be similar to 
HDF-EOS, simply the top-level group 
and contained datasets.<br /> - Many 
of the datasets, in particular the 
science data items, should be marked 
as being Geo2D items, vs. the lesser 
2D typed objects.  The Geo2D objects 
can be presented and laid-out on a 
map view, with gridlines and continent 
outlines, etc. to help in viewing the 
geo-location of the data.<br />   - the 
lat/lon objects will not be Geo2D 
themselves.<br />   - Currently, it 
appears panoply is unable to present 
files with more than one group as 
having Geo2D datasets.  Panoply 
appears to have some issues that 
prevents some datasets that should be 
Geo2D from appearing as Geo2D.<br 
/> - The spatially subset cases should 
make evident the spatial subsetting of 
the input data. 

 

12 There are a number of test cases, each with a series of test runs for the 
different format, bbox or projection options.  The following outlines the test 
cases and expected results for each.<br /><br />Test Case 1, Test Runs L1  0-
3 : <br />SPL1CTB.002, North Polar Projection with tb_4_fore, 
tb_time_seconds, tb_time_utc &amp; lat / lon.  Runs 0-3 are for formats 
HDF-5, GeoTiff, NetCDF4-CF, HDF-EOS5 respectively.<br /><br />This 
was intended as a nominal test case with success in all formats, though the 

All of the data objects are in one 
group, North Polar projection 
(LAEA), lat/lon is included along with 
a floating point science data item, time 
in seconds, and the ASCII (string) 
time (UTC). 
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# Action Expected Result Notes 
ASCII UTC time may fail, or may be a built-in exclusion until String data is 
supported. 

13 Tests Case 2, Test Runs L1 4-7 :<br />SPL1CTB.002 - alternate parameters 
Global Projection, cell lat/lon and cell row/col only - a somewhat 
disfunctional case as there is no science data specified and cell row/col are 
now considered invalid for .Netcdf4-CF and HDF-EOS5 outputs (should not 
appear in outputs).  Runs 4-7 are for formats HDF-5, GeoTiff, NetCDF4-CF, 
HDF-EOS5 respectively. 

All of the data objects are in one 
group, Cylindrical-Equal-Area 
projection (CEA).  Lat/Lon should 
appear in all formats.  Row/Col will 
appear in HDF-5 and GeoTiff outputs 
only. 

 

14 Test Case 3, Test Runs L1 8-14 :<br />SPL1CTB.002 - alternate parameters - 
a mix across the groups - has Global, North-Polar and South-Polar.  All above 
parameters plus North/South Polar Projection - lat/lon + row/col.  A 
corresponding mix of outputs is expected.  Runs 8-11 are for formats HDF-5, 
GeoTiff, NetCDF4-CF, HDF-EOS5 respectively. <br /><br />Runs 12, 13 
and 14 are addiitonal test cases for GeoTiff reprojection - Geographic, 
Mercator and Sinusoidal Equal Area respectively. 

Data objects appear across three 
groups - Global, North-Polar &amp; 
South-Polar.  Row/Col will appear in 
HDF-5 and GeoTiff outputs only.<br 
/><br />For the GeoTiff reprojection 
case, note the ouputs reflect the 
different overall shape of these 
reprojections<br /> - stretched slightly 
north-south for geographic<br /> - 
stretched signficantly north-south for 
mercator<br /> - projected to a curved 
surface for sinusoidal equal area <br 
/>OpenEV can be used to show that 
the lat/lon values remain true to the 
data when comparing these 
reprojected images to the non-
reprojected geotiff output produced in 
test run 9. 

 

15 Test Case 4, Test Runs L1 15-18:<br />SPL1CTB.002 - same alternate 
parameters but with an additional spatial-subset (BBOX=-100,50,-75,60).  
Runs 15-18 are for formats HDF-5, GeoTiff, NetCDF4-CF, HDF-EOS5 
respectively. 

Same Data-Objects as for step above.  
Check outputs for proper spatial 
subsetting. 

 

16 Test Case 5, Test Runs L2 19-25:<br />SPL2SMP.002 - Basic parameter 
subsetting, one science data item (Soil_Moisture) plus row/col, lat/lon, no 
BBOX.  Runs 19-22 are for  formats HDF-5, GeoTiff, NetCDF4-CF, HDF-
EOS5 respectively.  Runs 23, 24 and 25 are similar to Runs 12-14 above, 
with reprojection to Geographic, Mercator and Sinusoidal Equal Area 
respectively. 

Output should be requested data-
objects only, no spatial-subsetting, For 
the reprojection cases, note the ouputs 
reflect the different overall shape of 
these reprojections<br /> - stretched 
slightly north-south for geographic<br 
/> - stretched signficantly north-south 
for mercator<br /> - projected to a 
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# Action Expected Result Notes 
curved surface for sinusoidal equal 
area. 

17 Test Case 6, Test Runs L3a 0-5:<br />SPL3FTA.002 - Basic parameter 
subsetting, one science data item (Freeze_Thaw) plus row/col, lat/lon, no 
BBOX.  Runs 0-3 are for  formats HDF-5, GeoTiff, NetCDF4-CF, HDF-
EOS5 respectively.  Runs 4 and 5 are for GeoTiff with Reprojection, 
Geographic and Sinusoidal Equal Area respectively.  Mercator was left out to 
shorten run times. 

All of the data objects are in one 
group, Lambert-Azimuthal-Equal-
Area projection (LAEA) multiple 
orbits (swaths).  Lat/Lon &amp; 
Row/Col should appear in all formats.  
The last two cases show a cylindrical 
grid reprojection, but only the area 
relevant to the data, results only near 
the poles. <br /> - projected to a 
curved surface for sinusoidal equal 
area. 

 

18 Test Case 7, Test Runs L3b 6-11:<br />SPL3SMP.002 - Similar to above, 
science data item is soil moisture plus row/col, lat/lon, no BBox.  Runs 6-9 
are for formats HDF-5, GeoTiff, NetCDF4-CF, HDF-EOS5 respectively.  
Runs 10 and 11 are for GeoTiff with Reprojection, Geographic and 
Sinusoidal Equal Area respectively. 

All of the data objects are in one 
group, CEA projection, multiple orbits 
(swaths).  Lat/Lon &amp; Row/Col 
should appear in all formats.  For the 
reprojection cases, note the ouputs 
reflect the different overall shape of 
these reprojections<br /> - stretched 
slightly north-south for geographic<br 
/> - projected to a curved surface for 
sinusoidal equal area. 

 

19 Test Case 8, Test Runs L4a 12-17:<br />SPL4CMDL.001 - Similar to above, 
science data item is gpp_mean and gpp_pft1_mean, plus lat/lon, no BBox.  
Runs 12-15 are for  formats HDF-5, GeoTiff, NetCDF4-CF, HDF-EOS5 
respectively.  Runs 16 and 17 are for GeoTiff with Reprojection, Geographic 
and Sinusoidal Equal Area respectively. 

All of the data objects are in one 
group, CEA projection, consolidated 
global data (no swaths).  Lat/Lon 
should appear in all formats.  The last 
two cases show a cylindrical grid 
reprojection. <br /> - stretched slightly 
north-south for geographic<br /> - 
projected to a curved surface for 
sinusoidal equal area.<br />Use 
OpenEV for the science data GeoTiffs, 
since the lat/lon and science data is 
floating point and will not show up in 
normal viewers. 

 

20 Test Case 9, Test Runs L4b 18-23:<br />SPL4SMAU.001 - Similar to above, 
science data item is soil_temp_layer1_analysis, plus lat/lon, no BBox.  Runs 

All of the data objects are in one 
group, CEA projection, consolidated 
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# Action Expected Result Notes 
12-15 are for  formats HDF-5, GeoTiff, NetCDF4-CF, HDF-EOS5 
respectively.  Runs 16 and 17 are for GeoTiff with Reprojection, Geographic 
and Sinusoidal Equal Area respectively. 

global data (no swaths).  Lat/Lon 
should appear in all formats.  For the 
reprojection cases, note the ouputs 
reflect the different overall shape of 
these reprojections<br /> - stretched 
slightly north-south for geographic<br 
/> - projected to a curved surface for 
sinusoidal equal area.<br />Use 
OpenEV for the science data GeoTiffs, 
since the lat/lon and science data is 
floating point and will not show up in 
normal viewers. 

 
 
TEST DATA: 
TSCF_L1L2.rb:   ,file: "SPL1CTB.002/SMAP_L1C_TB_03969_A_20151029T221445_R12170_001.h5" \ 
 
TSCF_L1L2.rb:   ,file: "/SPL2SMP.002/SMAP_L2_SM_P_03937_D_20151027T183311_R12170_001.h5" \ 
 
TSCF_L3L4.rb:   ,file: "/SPL3FTA/SMAP_L3_FT_A_20150415_R11400_001.h5" \ 
 
TSCF_L3L4.rb:   ,file: "/SPL3SMP/SMAP_L3_SM_P_20150910_R11920_001.h5" \ 
 
TSCF_L3L4.rb:   ,file: "/SPL4CMDL/SMAP_L4_C_mdl_20150413T000000_V10002_001.h5" \ 
 
TSCF_L3L4.rb:   ,file: "/SPL4SMAU/SMAP_L4_SM_aup_20150331T030000_V10002_001.h5" \ 
 
EXPECTED RESULTS: 
A series of output files.  Summary.csh shows no errors and the expected number of output files.  Output files are manually verified as correct per test case. 
 

1377 EGI TESTS - SMAPL1L2 COLLECTIONS (ECS-ECSTC-3787) 

DESCRIPTION: 
S 40 1 [Nominal Granule Export] Find two collections with ECS metadata and which share the same short name, but have different version IDs. Ensure that both 
collections are enabled for collection and granule export. Request the manual export of granule metadata for all granules in one of these collections. S 40 2 For 
one of the collections in S-1 (or another collection which has ECS metadata, and is enabled for collection and granule export): a) Ingest a new granule into the 
ECS inventory. b) Logically delete a granule from the ECS inventory. c) Physically delete a granule from the ECS inventory. d) DFA a granule. e) Hide a 
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granule. f) Restrict a granule. g) Unrestrict a granule. h) Perform a QAUpdate on a granule. i) Publish a granule in the datapool. j) Unpublish a granule in the 
datapool. k) Link a granule to a browse granule. l) Unlink a granule from a browse granule. m) Change the collection to which a granule belongs. n) Move a 
collection. o) Perform XML replacement on a granule. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Login as cmshared on f5dpl01 and set view to AUTOTEST   
2 setenv MODE OPS   
3 cd /ecs/formal/COMMON/automation/autotest directory   
4 <i>Run each of the following SMAPL1L2 cucumber tests</i>  #comment 
5 Run each feature file individually under features/DataAccess/egi/smap/ for l1 

and l2(*smapl1* and *smapl2*)<br /><br />cucumber -c -p feature_log 
features/DataAccess/egi/smap/&lt;featurefile&gt; 

Check 
/workingdata/cucumber/OPS/&lt;featu
re file log&gt; and Verify that the 
scenario is passed. 

 

 
 
TEST DATA: 
See Test Case 603. 
 
EXPECTED RESULTS: 
V 40 1 Verify that the manual export in S-1 results in multiple HTTP PUT requests containing the full granule metadata for each granule in the requested 
collection (but no granules belonging to other collections sharing a short name but with a different version ID). V 40 2 Verify that the operations in S-2, except 
subclauses b – d each result in the export of a single HTTP PUT containing the full granule metadata. V 40 3 Verify that the operations in S-2 subclauses b – d 
each result in the export of a single HTTP DELETE, with the ID of the granule in the URL, but containing no granule metadata in the request body. V 40 4 
Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b – d, validates against the ECHO granule metadata schema ( 
https://api.echo.nasa.gov/ingest/schema/Granule.xsd ). V 40 5 Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b – d has the following 
elements: a) Visible = true b) Orderable = false c) InsertTime = The insert time of the granule recorded in the AIM database. d) LastUpdate = The last update 
time of the granule recorded in the AIM database V 40 6 Verify that the metadata generated by the action in S-2 subclause e contains a Restriction Flag value of 
255. V 40 7 Verify that the metadata generated by the action in S-2 subclause f contains the restriction flag value that was set in the database for that granule. V 
40 8 Verify that the metadata generated by the action in S-2 subclause g (and any other subclauses for which the affected granule did not have a restriction flag 
set) the restriction flag element is absent. V 40 9 Verify that the metadata generated by the action in S-2 subclause h contains the QA values reflecting the update 
which was performed. V 40 10 Verify that the metadata generated by the action in S-2 subclause i contains URLs for the science and metadata files, as well as 
any other ancillary files (e.g. browse) associated with the affected granule. V 40 11 Verify that the metadata generated by the action in S-2 subclause j contains 
no datapool URLs. V 40 12 Verify that the metadata generated by the action in S-2 subclause k contains a browse linkage URL, in addition to any datapool 
URLs. V 40 13 Verify that the metadata generated by the action in S-2 subclause l contains no browse linkage URLs. V 40 14 Verify that the metadata generated 
by the action in S-2 subclause m contains a reference to the newly assigned collection. V 40 15 Verify that the action performed in S-2 subclause n results in the 
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export of full granule metadata for every granule in the collection affected. V 40 16 Verify that the metadata generated by the action in S-2 subclause o contains 
XML reflecting the replacement which was performed. 
 

1378 EGI TESTS -  SMAPL3L4 COLLECTIONS (ECS-ECSTC-3788) 

DESCRIPTION: 
S 40 1 [Nominal Granule Export] Find two collections with ECS metadata and which share the same short name, but have different version IDs. Ensure that both 
collections are enabled for collection and granule export. Request the manual export of granule metadata for all granules in one of these collections. S 40 2 For 
one of the collections in S-1 (or another collection which has ECS metadata, and is enabled for collection and granule export): a) Ingest a new granule into the 
ECS inventory. b) Logically delete a granule from the ECS inventory. c) Physically delete a granule from the ECS inventory. d) DFA a granule. e) Hide a 
granule. f) Restrict a granule. g) Unrestrict a granule. h) Perform a QAUpdate on a granule. i) Publish a granule in the datapool. j) Unpublish a granule in the 
datapool. k) Link a granule to a browse granule. l) Unlink a granule from a browse granule. m) Change the collection to which a granule belongs. n) Move a 
collection. o) Perform XML replacement on a granule. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Login as cmshared on f5dpl01 and set view to AUTOTEST   
2 setenv MODE OPS   
3 cd /ecs/formal/COMMON/automation/autotest directory   
4 <i>Run each of the following SMAPL3L4 cucumber tests</i>  #comment 
5 Run each feature file individually under features/DataAccess/egi/smap/&lt;l3 

and l4 feature file&gt; (egi_smapl3*.feature and egi_smapl3*.feature)<br 
/><br />cucumber -c -p feature_log 
features/DataAccess/egi/smap/&lt;featurefile&gt; 

Check 
/workingdata/cucumber/OPS/&lt;featu
re file log&gt; and Verify that the 
scenario is passed.<br /> 

 

 
 
TEST DATA: 
See Test Case 603. 
 
EXPECTED RESULTS: 
V 40 1 Verify that the manual export in S-1 results in multiple HTTP PUT requests containing the full granule metadata for each granule in the requested 
collection (but no granules belonging to other collections sharing a short name but with a different version ID). V 40 2 Verify that the operations in S-2, except 
subclauses b – d each result in the export of a single HTTP PUT containing the full granule metadata. V 40 3 Verify that the operations in S-2 subclauses b – d 
each result in the export of a single HTTP DELETE, with the ID of the granule in the URL, but containing no granule metadata in the request body. V 40 4 
Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b – d, validates against the ECHO granule metadata schema ( 
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https://api.echo.nasa.gov/ingest/schema/Granule.xsd ). V 40 5 Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b – d has the following 
elements: a) Visible = true b) Orderable = false c) InsertTime = The insert time of the granule recorded in the AIM database. d) LastUpdate = The last update 
time of the granule recorded in the AIM database V 40 6 Verify that the metadata generated by the action in S-2 subclause e contains a Restriction Flag value of 
255. V 40 7 Verify that the metadata generated by the action in S-2 subclause f contains the restriction flag value that was set in the database for that granule. V 
40 8 Verify that the metadata generated by the action in S-2 subclause g (and any other subclauses for which the affected granule did not have a restriction flag 
set) the restriction flag element is absent. V 40 9 Verify that the metadata generated by the action in S-2 subclause h contains the QA values reflecting the update 
which was performed. V 40 10 Verify that the metadata generated by the action in S-2 subclause i contains URLs for the science and metadata files, as well as 
any other ancillary files (e.g. browse) associated with the affected granule. V 40 11 Verify that the metadata generated by the action in S-2 subclause j contains 
no datapool URLs. V 40 12 Verify that the metadata generated by the action in S-2 subclause k contains a browse linkage URL, in addition to any datapool 
URLs. V 40 13 Verify that the metadata generated by the action in S-2 subclause l contains no browse linkage URLs. V 40 14 Verify that the metadata generated 
by the action in S-2 subclause m contains a reference to the newly assigned collection. V 40 15 Verify that the action performed in S-2 subclause n results in the 
export of full granule metadata for every granule in the collection affected. V 40 16 Verify that the metadata generated by the action in S-2 subclause o contains 
XML reflecting the replacement which was performed. 
 

1379 VERIFY A URL LIST OF HEG REQUESTS (ECS-ECSTC-3789) 

DESCRIPTION: 
This test will allow the tester to compare the outputs of a new delivery of HEG with a previous version, hopefully catching any unintended changes to the output 
files.  
 
PRECONDITIONS: 
HegService is up and running 
 
STEPS:   
# Action Expected Result Notes 
1 create a directory in which you want to run your test case. This directory 

should have a lot of space in it (&gt;100MB). 
  

2 cp /home/akhan/sandbox/DataAccess/url_list/newtest.py .<br />   
3 cp /home/akhan/sandbox/DataAccess/url_list/runtest.csh .<br />   
4 run newtest.py to get usage statement   
5 run newtest.py to create script to run url list and put outputs in versioned 

directory 
  

6 rerun against a different mode with a different version (or use old results).   
7 compare the file sizes in the two output directories Note that there may be differences in 

the PRODUCTIONDATETIME that 
may change the files sizes.  I saw a 6 
byte file size difference in the output 
hdf files from 8.4 to 8.4.1.  Also, I ran 
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# Action Expected Result Notes 
the test on OPS vs. DEV07 and the 
Hist.xmlf files had a longer DAAC 
Name in them which made them 
larger.  The .met files matched up 
from the previous run. 

 
 
TEST DATA: 
/sotestdata contains the input files 
 
/home/akhan/sandbox/DataAccess/url_list contains the script newtest.py along with the input file runtest.csh that the user can copy and perform the test with.  
 
EXPECTED RESULTS: 
The differences between the two output directores are all accounted for.  
 

1380 ESI TESTS - SMAP L1L2 - GEOTIFF - SPATIAL SUBSETTING (ECS-ECSTC-3790) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Login as cmshared on f5oml01v and set view to AUTOTEST   
2 setenv MODE OPS   
3 cd /ecs/formal/COMMON/automation/autotest directory   
4 <i>Run each of the following SMAPL1L2 cucumber tests</i>  #comment 
5 Run<br />cucumber --profile feature_log 

features/DataAccess/esi/esi_smapl1_spatial_subset_geotiff.feature 
Check 
/workingdata/cucumber/OPS/&lt;featu
re file log&gt; and Verify that the 
scenario is passed. 

 

6 Run<br /> cucumber --profile feature_log 
features/DataAccess/esi/esi_smapl2_spatial_subset_geotiff.feature 

Check 
/workingdata/cucumber/OPS/&lt;featu
re file log&gt; and Verify that the 
scenario is passed. 

 



 

3480 
 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1381 MAKE SURE IMAGEMAGICK CAN ANNOTATE A PNG FILE WITH TEXT (ECS-ECSTC-3791) 

DESCRIPTION: 
In order to add legends to KML outputs we need to annotate the PNG files with text.  This test should allow the tester to begin with a PNG file which is just data 
and add text to it using imagemagick's convert  
 
PRECONDITIONS: 
User has PNG file they want to add text to.  One of these files can be ordered in DEV06 by request PNG output format. David should have a DEV06 URL that 
allows this to happen.  
 
STEPS:   
# Action Expected Result Notes 
1 Generate a PNG file using DataAccess (see David Auty to add specific steps 

here) 
The PNG file is viewable in a browser  

2 run &quot;convert ~akhan/npp_cell_tb_v_aft.tif.png -draw &quot;gravity 
south fill white text 0,100 'Test Legend' &quot; out.png<br /><br />Note: 
Substitute your image for the first parameter to convert, and you may have to 
play with the other options to get it to work. 

The new PNG file out.png is viewable 
in the browser and you can see the text 
&quot;Test Legend&quot; in it. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
output PNG file has added text in it 
 

1382 RESUBMIT A REQUEST THAT INLCUDES DUPLICATE GRANULES FROM A SPLIT 
COLLECTION (ECS-ECSTC-3792) 

DESCRIPTION: 
The goal of this test is to reproduce NCR 89052892.  Please see that NCR for the log information that needs to be reproduced.   
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PRECONDITIONS: 
You need at least 2 duplicate granules from a collection that has been split using the EcDlCollectionSplitUtilityStart script.  The granules need to have existed 
prior to the script being run. 
 
STEPS:   
# Action Expected Result Notes 
1 Find two duplicate granules from a collection that has been split   
2 Submit a one FTPPULL request to OMS that includes these two granules The request should ship  
3 Find the orderdata directory in the datapool for these granules and verify that 

the distribution metadata files exist for atleast one of these granules 
The file names will resemble the name 
below:<br /><br />&lt;xml file 
name&gt;.dist:&lt;number&gt;:&lt;re
questid&gt; 

 

4 Quickly resubmit the request after it has been shipped. The request should ship again.  For 
NCR 8052892, the requests were 
getting stuck at the Staged status 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
The request, upon resubmit, is expected to get to not get stuck in the Staged state and remain there.  In the NCR the granules were failing an explanation code set 
to 157 which is "Granule files missing," which is not wanted. 
 

1383 ESI TESTS - SMAPL1L2 COLLECTIONS - NETCDF3 REFORMATTING (ECS-ECSTC-3793) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 

 
 
TEST DATA: 
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EXPECTED RESULTS: 
 

1384 ESI TESTS - SMAPL1L2 COLLECTIONS - FORMATTING (ECS-ECSTC-3794) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Login as cmshared on f5oml01v and set view to baseline or the latest view   
2 setenv MODE OPS   
3 cd /ecs/formal/COMMON/automation/autotest directory   
4 <i>Run each of the following SMAPL1L2 cucumber tests</i>  #comment 
5 Run<br /> cucumber --profile feature_log 

features/DataAccess/esi/smap/esi_smapl1_format.feature 
Check 
/workingdata/cucumber/OPS/&lt;featu
re file log&gt; and Verify that the 
scenario is passed. 

 

6 Run<br /> cucumber --profile feature_log 
features/DataAccess/esi/smap/esi_smapl2_format.feature 

Check 
/workingdata/cucumber/OPS/&lt;featu
re file log&gt; and Verify that the 
scenario is passed. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1385 ESI TESTS - SMAPL3L4 COLLECTIONS - NETCDF3 REFORMATTING (ECS-ECSTC-3795) 

DESCRIPTION: 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1386 EDSC TEST - REFORMATTING L3/L4 COLLECTIONS FOR NETCDF-3 OUTPUT FORMAT 
(ECS-ECSTC-3796) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Ensure that the test SMAP L3/L4 collections are installed in the mode and 

and the collections and granules are exported to ECHO. 
  

2 Ensure that the HEG service is configured in the mode and enabled for the 
test collections. 

  

3 Ensure that dataObjects config script has been run for the collection and the 
bands are displayed for the collectons in edf testbed GUI. 

  

4 Ensure that the NetCDF-3 formats is enabled for HEG Service   
5 Ensure that the spatial and band subsetting is enabled for the collection for 

the HEG service 
  

6 Upload the service form for the collection to reverb using the GUI or with the 
AutoConfigurePump Script 

  

7 Ensure that the form uploaded and the options are assigned in testbed pump   
8 Navigate to the Reverb testbed GUI. http://testbed.echo.nasa.gov/reverb   
9 Search for granules for the test SMAP L3/L4 collections.   
10 Click on Perform Service. Verify that the service options for the collection 

are displayed correctly 
  

11 Enter a valid email address   
12 Select the netcdf format - NetCDF-3   
13 Submit Service Request. Verify that the service request suceeded.   
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# Action Expected Result Notes 
14 Verify that the subsetting request, constraints, statistics, outputs are logged. Some of the logging is in 

EcDlDaRqs.debug0.log and Egi logs. 
 

15 Verify that an email is sent to the requested email address that the service 
request is complete with links to download the subsetted files 

  

16 Download the subsetted file.   
17 Verify that there is a link to download the request summary   
18 Verify that the output file has all the datasets in the subset request.    Panoply 

can be used to view netcdf outputs. ncdump can also be used to verify the 
output data 

  

19 Verify that the request summary link displays the request summary with all 
the subsetting parameter information, the input and the output granule list 

  

20 Download the files from the output links and verify that the output file format 
is the output format selected in the request. 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1387 EDSC TEST - REFORMATTING SMAP L3/L4 COLLECTIONS FOR ASCII OUTPUT FORMAT 
(ECS-ECSTC-3797) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Ensure that the test SMAP L3/L4 collections  are installed in the mode and 

and the collections and granules are exported to ECHO. 
  

2 Ensure that the HEG service is configured in the mode and enabled for the 
test collections. 

  

3 Ensure that dataObjects config script has been run for the collection and the 
bands are displayed for the collectons in edf testbed GUI. 

  

4 Ensure that the ASCII format is enabled for HEG service   
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# Action Expected Result Notes 
5 Ensure that the spatial and band subsetting is enabled for the collection for 

HEG service 
  

6 Upload the service form for the collection to reverb using the GUI or with the 
AutoConfigurePump Script 

  

7 Ensure that the form uploaded and the options are assigned in testbed pump   
8 Navigate to the Reverb testbed GUI. http://testbed.echo.nasa.gov/reverb   
9 Search for granules for the test SMAP L3/L4 collections.   
10 Click on Perform Service. Verify that the service options for the collection 

are displayed correctly 
  

11 Enter a valid email address   
12 Select the supported ascii format   
13 Submit Service Request. Verify that the service request suceeded.   
14 Verify that the subsetting request, constraints, statistics, outputs are logged. Some of the logging is in 

EcDlDaRqs.debug0.log and Egi logs. 
 

15 Verify that an email is sent to the requested email address that the service 
request is complete with links to download the subsetted files 

  

16 Download the subsetted file.   
17 Verify that there is a link to download the request summary   
18 Verify that the output file has all the datasets in the subset request.   
19 Verify that the request summary link displays the request summary with all 

the subsetting parameter information, the input and the output granule list 
  

20 Download the files from the output links and verify that the output file format 
is the output format selected in the request. 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1388 EGI TESTS FOR SMAPL1L2 COLLECTIONS - FORMATTING AND EXCLUSIONS (ECS-
ECSTC-3798) 

DESCRIPTION: 
S 40 1 [Nominal Granule Export] Find two collections with ECS metadata and which share the same short name, but have different version IDs. Ensure that both 
collections are enabled for collection and granule export. Request the manual export of granule metadata for all granules in one of these collections. S 40 2 For 
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one of the collections in S-1 (or another collection which has ECS metadata, and is enabled for collection and granule export): a) Ingest a new granule into the 
ECS inventory. b) Logically delete a granule from the ECS inventory. c) Physically delete a granule from the ECS inventory. d) DFA a granule. e) Hide a 
granule. f) Restrict a granule. g) Unrestrict a granule. h) Perform a QAUpdate on a granule. i) Publish a granule in the datapool. j) Unpublish a granule in the 
datapool. k) Link a granule to a browse granule. l) Unlink a granule from a browse granule. m) Change the collection to which a granule belongs. n) Move a 
collection. o) Perform XML replacement on a granule. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Login as cmshared on f5oml01 and set view to the latest autotest view or the 

baseline 
  

2 setenv MODE OPS   
3 cd /ecs/formal/COMMON/automation/autotest directory if runnign from the 

view or the appropriate autoetst folder<br /> 
  

4 <i>Run each of the following SMAPL1L2 cucumber tests</i>  #comment 
5 Run<br /> cucumber --profile feature_log 

features/DataAccess/egi/smap/egi_smapl1_format.feature 
Check 
/workingdata/cucumber/OPS/&lt;featu
re file log&gt; and Verify that the 
scenario is passed.<br /> 

 

6 Run<br /> cucumber --profile feature_log 
features/DataAccess/egi/smap/egi_smapl2_smp_format.feature 

Check 
/workingdata/cucumber/OPS/&lt;featu
re file log&gt; and Verify that the 
scenario is passed.<br /> 

 

7 Run<br /> cucumber --profile feature_log 
features/DataAccess/egi/smap/egi_smapl2_sma_format.feature 

Check 
/workingdata/cucumber/OPS/&lt;featu
re file log&gt; and Verify that the 
scenario is passed.<br /> 

 

8 Run<br /> cucumber --profile feature_log 
features/DataAccess/egi/smap/egi_smapl2_smap_format.feature 

Check 
/workingdata/cucumber/OPS/&lt;featu
re file log&gt; and Verify that the 
scenario is passed.<br /><br /> 

 

 
 
TEST DATA: 
See Test Case 603. 
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EXPECTED RESULTS: 
V 40 1 Verify that the manual export in S-1 results in multiple HTTP PUT requests containing the full granule metadata for each granule in the requested 
collection (but no granules belonging to other collections sharing a short name but with a different version ID). V 40 2 Verify that the operations in S-2, except 
subclauses b – d each result in the export of a single HTTP PUT containing the full granule metadata. V 40 3 Verify that the operations in S-2 subclauses b – d 
each result in the export of a single HTTP DELETE, with the ID of the granule in the URL, but containing no granule metadata in the request body. V 40 4 
Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b – d, validates against the ECHO granule metadata schema ( 
https://api.echo.nasa.gov/ingest/schema/Granule.xsd ). V 40 5 Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b – d has the following 
elements: a) Visible = true b) Orderable = false c) InsertTime = The insert time of the granule recorded in the AIM database. d) LastUpdate = The last update 
time of the granule recorded in the AIM database V 40 6 Verify that the metadata generated by the action in S-2 subclause e contains a Restriction Flag value of 
255. V 40 7 Verify that the metadata generated by the action in S-2 subclause f contains the restriction flag value that was set in the database for that granule. V 
40 8 Verify that the metadata generated by the action in S-2 subclause g (and any other subclauses for which the affected granule did not have a restriction flag 
set) the restriction flag element is absent. V 40 9 Verify that the metadata generated by the action in S-2 subclause h contains the QA values reflecting the update 
which was performed. V 40 10 Verify that the metadata generated by the action in S-2 subclause i contains URLs for the science and metadata files, as well as 
any other ancillary files (e.g. browse) associated with the affected granule. V 40 11 Verify that the metadata generated by the action in S-2 subclause j contains 
no datapool URLs. V 40 12 Verify that the metadata generated by the action in S-2 subclause k contains a browse linkage URL, in addition to any datapool 
URLs. V 40 13 Verify that the metadata generated by the action in S-2 subclause l contains no browse linkage URLs. V 40 14 Verify that the metadata generated 
by the action in S-2 subclause m contains a reference to the newly assigned collection. V 40 15 Verify that the action performed in S-2 subclause n results in the 
export of full granule metadata for every granule in the collection affected. V 40 16 Verify that the metadata generated by the action in S-2 subclause o contains 
XML reflecting the replacement which was performed. 
 

1389 EGI TESTS FOR SMAPL3 COLLECTIONS - NETCDF3 AND ASCII FORMAT (ECS-ECSTC-
3799) 

DESCRIPTION: 
S 40 1 [Nominal Granule Export] Find two collections with ECS metadata and which share the same short name, but have different version IDs. Ensure that both 
collections are enabled for collection and granule export. Request the manual export of granule metadata for all granules in one of these collections. S 40 2 For 
one of the collections in S-1 (or another collection which has ECS metadata, and is enabled for collection and granule export): a) Ingest a new granule into the 
ECS inventory. b) Logically delete a granule from the ECS inventory. c) Physically delete a granule from the ECS inventory. d) DFA a granule. e) Hide a 
granule. f) Restrict a granule. g) Unrestrict a granule. h) Perform a QAUpdate on a granule. i) Publish a granule in the datapool. j) Unpublish a granule in the 
datapool. k) Link a granule to a browse granule. l) Unlink a granule from a browse granule. m) Change the collection to which a granule belongs. n) Move a 
collection. o) Perform XML replacement on a granule. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Login as cmshared on f5oml01v and set view to latest AUTOTEST view or 

baseline 
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# Action Expected Result Notes 
2 setenv MODE OPS   
3 cd /ecs/formal/COMMON/automation/autotest directory or the folder where 

it is installed 
  

4 <i>Run each of the following SMAP L3 cucumber tests</i>  #comment 
5 Run<br /> cucumber --profile feature_log 

features/DataAccess/egi/smap/egi_smapl3_fta_format_opendap.feature 
Check 
/workingdata/cucumber/OPS/&lt;featu
re file log&gt; and Verify that the 
scenario is passed.<br /> 

 

6 Run<br /> cucumber --profile feature_log 
features/DataAccess/egi/smap/egi_smapl3_ftp_format_opendap.feature 

Check 
/workingdata/cucumber/OPS/&lt;featu
re file log&gt; and Verify that the 
scenario is passed.<br /> 

 

7 Run<br /> cucumber --profile feature_log 
features/DataAccess/egi/smap/egi_smapl3_sma_format_opendap.feature 

Check 
/workingdata/cucumber/OPS/&lt;featu
re file log&gt; and Verify that the 
scenario is passed.<br /> 

 

8 Run<br /> cucumber --profile feature_log 
features/DataAccess/egi/smap/egi_smapl3_sma_parameter_subset_opendap.f
eature 

Check 
/workingdata/cucumber/OPS/&lt;featu
re file log&gt; and Verify that the 
scenario is passed.<br /> 

 

9 Run<br /> cucumber --profile feature_log 
features/DataAccess/egi/smap/egi_smapl3_sma_parameter_subset_reprojecti
on_opendap.feature 

Check 
/workingdata/cucumber/OPS/&lt;featu
re file log&gt; and Verify that the 
scenario is passed.<br /> 

 

10 Run<br /> cucumber --profile feature_log 
features/DataAccess/egi/smap/egi_smapl3_sma_reprojection_opendap.featur
e 

Check 
/workingdata/cucumber/OPS/&lt;featu
re file log&gt; and Verify that the 
scenario is passed.<br /> 

 

11 Run<br /> cucumber --profile feature_log 
features/DataAccess/egi/smap/egi_smapl3_smap_format_opendap.feature 

Check 
/workingdata/cucumber/OPS/&lt;featu
re file log&gt; and Verify that the 
scenario is passed.<br /> 

 

12 Run<br /> cucumber --profile feature_log 
features/DataAccess/egi/smap/egi_smapl3_smap_parameter_subset_opendap.
feature 

Check 
/workingdata/cucumber/OPS/&lt;featu
re file log&gt; and Verify that the 
scenario is passed.<br /> 

 

13 Run<br /> cucumber --profile feature_log Check  
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# Action Expected Result Notes 
features/DataAccess/egi/smap/egi_smapl3_smap_parameter_subset_reproject
ion_opendap.feature 

/workingdata/cucumber/OPS/&lt;featu
re file log&gt; and Verify that the 
scenario is passed.<br /> 

14 Run<br /> cucumber --profile feature_log 
features/DataAccess/egi/smap/egi_smapl3_smap_reprojection_opendap.featu
re 

Check 
/workingdata/cucumber/OPS/&lt;featu
re file log&gt; and Verify that the 
scenario is passed.<br /> 

 

15 Run<br /> cucumber --profile feature_log 
features/DataAccess/egi/smap/egi_smapl3_smp_format_opendap.feature 

Check 
/workingdata/cucumber/OPS/&lt;featu
re file log&gt; and Verify that the 
scenario is passed.<br /> 

 

16 Run<br /> cucumber --profile feature_log 
features/DataAccess/egi/smap/egi_smapl3_smp_parameter_subset_opendap.f
eature 

Check 
/workingdata/cucumber/OPS/&lt;featu
re file log&gt; and Verify that the 
scenario is passed.<br /> 

 

17 Run<br /> cucumber --profile feature_log 
features/DataAccess/egi/smap/egi_smapl3_smp_parameter_subset_reprojecti
on_opendap.feature 

Check 
/workingdata/cucumber/OPS/&lt;featu
re file log&gt; and Verify that the 
scenario is passed.<br /> 

 

18 Run<br /> cucumber --profile feature_log 
features/DataAccess/egi/smap/egi_smapl3_smp_reprojection_opendap.featur
e 

Check 
/workingdata/cucumber/OPS/&lt;featu
re file log&gt; and Verify that the 
scenario is passed.<br /><br /><br /> 

 

 
 
TEST DATA: 
See Test Case 603. 
 
EXPECTED RESULTS: 
V 40 1 Verify that the manual export in S-1 results in multiple HTTP PUT requests containing the full granule metadata for each granule in the requested 
collection (but no granules belonging to other collections sharing a short name but with a different version ID). V 40 2 Verify that the operations in S-2, except 
subclauses b – d each result in the export of a single HTTP PUT containing the full granule metadata. V 40 3 Verify that the operations in S-2 subclauses b – d 
each result in the export of a single HTTP DELETE, with the ID of the granule in the URL, but containing no granule metadata in the request body. V 40 4 
Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b – d, validates against the ECHO granule metadata schema ( 
https://api.echo.nasa.gov/ingest/schema/Granule.xsd ). V 40 5 Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b – d has the following 
elements: a) Visible = true b) Orderable = false c) InsertTime = The insert time of the granule recorded in the AIM database. d) LastUpdate = The last update 
time of the granule recorded in the AIM database V 40 6 Verify that the metadata generated by the action in S-2 subclause e contains a Restriction Flag value of 
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255. V 40 7 Verify that the metadata generated by the action in S-2 subclause f contains the restriction flag value that was set in the database for that granule. V 
40 8 Verify that the metadata generated by the action in S-2 subclause g (and any other subclauses for which the affected granule did not have a restriction flag 
set) the restriction flag element is absent. V 40 9 Verify that the metadata generated by the action in S-2 subclause h contains the QA values reflecting the update 
which was performed. V 40 10 Verify that the metadata generated by the action in S-2 subclause i contains URLs for the science and metadata files, as well as 
any other ancillary files (e.g. browse) associated with the affected granule. V 40 11 Verify that the metadata generated by the action in S-2 subclause j contains 
no datapool URLs. V 40 12 Verify that the metadata generated by the action in S-2 subclause k contains a browse linkage URL, in addition to any datapool 
URLs. V 40 13 Verify that the metadata generated by the action in S-2 subclause l contains no browse linkage URLs. V 40 14 Verify that the metadata generated 
by the action in S-2 subclause m contains a reference to the newly assigned collection. V 40 15 Verify that the action performed in S-2 subclause n results in the 
export of full granule metadata for every granule in the collection affected. V 40 16 Verify that the metadata generated by the action in S-2 subclause o contains 
XML reflecting the replacement which was performed. 
 

1390 EGI TESTS FOR SMAPL1L2 COLLECTIONS PARAMETER SUBSETTING, FORMATTING 
AND EXCLUSIONS (ECS-ECSTC-3800) 

DESCRIPTION: 
S 40 1 [Nominal Granule Export] Find two collections with ECS metadata and which share the same short name, but have different version IDs. Ensure that both 
collections are enabled for collection and granule export. Request the manual export of granule metadata for all granules in one of these collections. S 40 2 For 
one of the collections in S-1 (or another collection which has ECS metadata, and is enabled for collection and granule export): a) Ingest a new granule into the 
ECS inventory. b) Logically delete a granule from the ECS inventory. c) Physically delete a granule from the ECS inventory. d) DFA a granule. e) Hide a 
granule. f) Restrict a granule. g) Unrestrict a granule. h) Perform a QAUpdate on a granule. i) Publish a granule in the datapool. j) Unpublish a granule in the 
datapool. k) Link a granule to a browse granule. l) Unlink a granule from a browse granule. m) Change the collection to which a granule belongs. n) Move a 
collection. o) Perform XML replacement on a granule. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Login as cmshared on f5oml01v and set view to AUTOTEST   
2 setenv MODE OPS   
3 cd /ecs/formal/COMMON/automation/autotest directory   
4 <i>Run each of the following SMAPL1L2 cucumber tests</i>  #comment 
5 Run<br /> cucumber --profile feature_log 

features/DataAccess/egi/smap/egi_smapl1_parameter_subset.feature 
Check 
/workingdata/cucumber/OPS/&lt;featu
re file log&gt; and Verify that the 
scenario is passed.<br /> 

 

6 Run<br /> cucumber --profile feature_log 
features/DataAccess/egi/smap/egi_smapl2_smp_parameter_subset.feature 

Check 
/workingdata/cucumber/OPS/&lt;featu
re file log&gt; and Verify that the 
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# Action Expected Result Notes 
scenario is passed.<br /> 

7 Run<br /> cucumber --profile feature_log 
features/DataAccess/egi/smap/egi_smapl2_sma_parameter_subset.feature 

Check 
/workingdata/cucumber/OPS/&lt;featu
re file log&gt; and Verify that the 
scenario is passed.<br /> 

 

8 Run<br /> cucumber --profile feature_log 
features/DataAccess/egi/smap/egi_smapl2_smap_parameter_subset.feature 

Check 
/workingdata/cucumber/OPS/&lt;featu
re file log&gt; and Verify that the 
scenario is passed.<br /><br /><br /> 

 

 
 
TEST DATA: 
See Test Case 603. 
 
EXPECTED RESULTS: 
V 40 1 Verify that the manual export in S-1 results in multiple HTTP PUT requests containing the full granule metadata for each granule in the requested 
collection (but no granules belonging to other collections sharing a short name but with a different version ID). V 40 2 Verify that the operations in S-2, except 
subclauses b – d each result in the export of a single HTTP PUT containing the full granule metadata. V 40 3 Verify that the operations in S-2 subclauses b – d 
each result in the export of a single HTTP DELETE, with the ID of the granule in the URL, but containing no granule metadata in the request body. V 40 4 
Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b – d, validates against the ECHO granule metadata schema ( 
https://api.echo.nasa.gov/ingest/schema/Granule.xsd ). V 40 5 Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b – d has the following 
elements: a) Visible = true b) Orderable = false c) InsertTime = The insert time of the granule recorded in the AIM database. d) LastUpdate = The last update 
time of the granule recorded in the AIM database V 40 6 Verify that the metadata generated by the action in S-2 subclause e contains a Restriction Flag value of 
255. V 40 7 Verify that the metadata generated by the action in S-2 subclause f contains the restriction flag value that was set in the database for that granule. V 
40 8 Verify that the metadata generated by the action in S-2 subclause g (and any other subclauses for which the affected granule did not have a restriction flag 
set) the restriction flag element is absent. V 40 9 Verify that the metadata generated by the action in S-2 subclause h contains the QA values reflecting the update 
which was performed. V 40 10 Verify that the metadata generated by the action in S-2 subclause i contains URLs for the science and metadata files, as well as 
any other ancillary files (e.g. browse) associated with the affected granule. V 40 11 Verify that the metadata generated by the action in S-2 subclause j contains 
no datapool URLs. V 40 12 Verify that the metadata generated by the action in S-2 subclause k contains a browse linkage URL, in addition to any datapool 
URLs. V 40 13 Verify that the metadata generated by the action in S-2 subclause l contains no browse linkage URLs. V 40 14 Verify that the metadata generated 
by the action in S-2 subclause m contains a reference to the newly assigned collection. V 40 15 Verify that the action performed in S-2 subclause n results in the 
export of full granule metadata for every granule in the collection affected. V 40 16 Verify that the metadata generated by the action in S-2 subclause o contains 
XML reflecting the replacement which was performed. 
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1391 EGI TESTS FOR SMAPL4 COLLECTIONS - NETCDF-3 AND ASCII FORMATTING AND 
EXCLUSIONS (ECS-ECSTC-3801) 

DESCRIPTION: 
S 40 1 [Nominal Granule Export] Find two collections with ECS metadata and which share the same short name, but have different version IDs. Ensure that both 
collections are enabled for collection and granule export. Request the manual export of granule metadata for all granules in one of these collections. S 40 2 For 
one of the collections in S-1 (or another collection which has ECS metadata, and is enabled for collection and granule export): a) Ingest a new granule into the 
ECS inventory. b) Logically delete a granule from the ECS inventory. c) Physically delete a granule from the ECS inventory. d) DFA a granule. e) Hide a 
granule. f) Restrict a granule. g) Unrestrict a granule. h) Perform a QAUpdate on a granule. i) Publish a granule in the datapool. j) Unpublish a granule in the 
datapool. k) Link a granule to a browse granule. l) Unlink a granule from a browse granule. m) Change the collection to which a granule belongs. n) Move a 
collection. o) Perform XML replacement on a granule. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Login as cmshared on f5oml01 and set view to latest AUTOTEST view or 

baseline 
  

2 setenv MODE OPS   
3 cd /ecs/formal/COMMON/automation/autotest directory or the folder where 

it is installed 
  

4 <i>Run each of the following SMAP L4 cucumber tests</i>  #comment 
5 Run<br /> cucumber --profile feature_log 

features/DataAccess/egi/smap/egi_smapl4_cmdl_format_opendap.feature 
Check 
/workingdata/cucumber/OPS/&lt;featu
re file log&gt; and Verify that the 
scenario is passed.<br /> 

 

6 Run<br /> cucumber --profile feature_log 
features/DataAccess/egi/smap/egi_smapl4_smgp_format_opendap.feature<br 
/> 

  

7 Run<br /> cucumber --profile feature_log 
features/DataAccess/egi/smap/egi_smapl4_cmdl_parameter_subset_opendap.
feature <br /> 

  

8 Run<br /> cucumber --profile feature_log 
features/DataAccess/egi/smap/egi_smapl4_smgp_parameter_subset_opendap.
feature<br /> 

  

9 Run<br /> cucumber --profile feature_log 
features/DataAccess/egi/smap/egi_smapl4_cmdl_reprojection_opendap.featur
e     <br /> 
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# Action Expected Result Notes 
10 Run<br /> cucumber --profile feature_log  

features/DataAccess/egi/smap/egi_smapl4_smgp_reprojection_opendap.featu
re<br /> 

  

11 Run<br /> cucumber --profile feature_log 
features/DataAccess/egi/smap/egi_smapl4_cmdl_spatial_subset_opendap.feat
ure   <br /> 

  

12 Run<br /> cucumber --profile feature_log  
features/DataAccess/egi/smap/egi_smapl4_smlm_format_opendap.feature<br 
/> 

  

13 Run<br /> cucumber --profile feature_log 
features/DataAccess/egi/smap/egi_smapl4_smau_format_opendap.feature         
<br /> 

  

14 Run<br /> cucumber --profile feature_log 
features/DataAccess/egi/smap/egi_smapl4_smlm_parameter_subset_opendap
.feature<br /> 

  

15 Run<br /> cucumber --profile feature_log 
features/DataAccess/egi/smap/egi_smapl4_smau_parameter_subset_opendap.
feature  <br /> 

  

16 Run<br /> cucumber --profile feature_log 
features/DataAccess/egi/smap/egi_smapl4_smlm_reprojection_opendap.featu
re<br /> 

  

17 Run<br /> cucumber --profile feature_log 
features/DataAccess/egi/smap/egi_smapl4_smau_reprojection_opendap.featu
re 

Check 
/workingdata/cucumber/OPS/&lt;featu
re file log&gt; and Verify that the 
scenario is passed. 

 

 
 
TEST DATA: 
See Test Case 603. 
 
EXPECTED RESULTS: 
V 40 1 Verify that the manual export in S-1 results in multiple HTTP PUT requests containing the full granule metadata for each granule in the requested 
collection (but no granules belonging to other collections sharing a short name but with a different version ID). V 40 2 Verify that the operations in S-2, except 
subclauses b – d each result in the export of a single HTTP PUT containing the full granule metadata. V 40 3 Verify that the operations in S-2 subclauses b – d 
each result in the export of a single HTTP DELETE, with the ID of the granule in the URL, but containing no granule metadata in the request body. V 40 4 
Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b – d, validates against the ECHO granule metadata schema ( 
https://api.echo.nasa.gov/ingest/schema/Granule.xsd ). V 40 5 Verify that the metadata exported in S-1 and S-2, except S-2 subclauses b – d has the following 



 

3494 
 

elements: a) Visible = true b) Orderable = false c) InsertTime = The insert time of the granule recorded in the AIM database. d) LastUpdate = The last update 
time of the granule recorded in the AIM database V 40 6 Verify that the metadata generated by the action in S-2 subclause e contains a Restriction Flag value of 
255. V 40 7 Verify that the metadata generated by the action in S-2 subclause f contains the restriction flag value that was set in the database for that granule. V 
40 8 Verify that the metadata generated by the action in S-2 subclause g (and any other subclauses for which the affected granule did not have a restriction flag 
set) the restriction flag element is absent. V 40 9 Verify that the metadata generated by the action in S-2 subclause h contains the QA values reflecting the update 
which was performed. V 40 10 Verify that the metadata generated by the action in S-2 subclause i contains URLs for the science and metadata files, as well as 
any other ancillary files (e.g. browse) associated with the affected granule. V 40 11 Verify that the metadata generated by the action in S-2 subclause j contains 
no datapool URLs. V 40 12 Verify that the metadata generated by the action in S-2 subclause k contains a browse linkage URL, in addition to any datapool 
URLs. V 40 13 Verify that the metadata generated by the action in S-2 subclause l contains no browse linkage URLs. V 40 14 Verify that the metadata generated 
by the action in S-2 subclause m contains a reference to the newly assigned collection. V 40 15 Verify that the action performed in S-2 subclause n results in the 
export of full granule metadata for every granule in the collection affected. V 40 16 Verify that the metadata generated by the action in S-2 subclause o contains 
XML reflecting the replacement which was performed. 
 

1392 ESI TESTS - SMAPL3L4 COLLECTIONS - REFORMATTING (ECS-ECSTC-3802) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Login as cmshared on f5oml01v and set view to baseline or latest view   
2 setenv MODE OPS   
3 cd /ecs/formal/COMMON/automation/autotest directory   
4 <i>Run each of the following SMAPL3L4 cucumber tests</i>  #comment 
5 Run<br /> cucumber --profile feature_log 

features/DataAccess/esi/smap/esi_smapl3_formati.feature 
Check 
/workingdata/cucumber/OPS/&lt;featu
re file log&gt; and Verify that the 
scenario is passed. 

 

6 Run<br /> cucumber --profile feature_log 
features/DataAccess/esi/smap/esi_smapl4_format.feature 

Check 
/workingdata/cucumber/OPS/&lt;featu
re file log&gt; and Verify that the 
scenario is passed. 

 

 
 
TEST DATA: 
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EXPECTED RESULTS: 
 

1393 ERROR HANDLING - CHAINED REQUESTS (ECS-ECSTC-3803) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Test an error case<br 

/>http://f5eil01v:22500/egi_DEV07/request?FILE_IDS=96237&amp;FORM
AT=GeoTIFF&amp;EMAIL=sudha.murthy@nasa.gov&amp;CLIENT=ESI&
amp;SUBAGENT_ID=SMAPL1L2&amp;PROJECTION=POLAR%20STE
REOGRAPHIC&amp;DATASET_ID=SMAP%20L2%20Radar%2FRadiome
ter%20Half-Orbit%209%20km%20EASE-
Grid%20Soil%20Moisture%20V002&amp;REQUEST_MODE=sync&amp;P
ROJECTION_PARAMETERS=FE:%20,SMajor:%20,FN:%20,SMinor:%20,
LongPol:%20&amp;<br /><br />The request should indicate:<br />The 
instructions used to process this order are: Processing tool=SMAPL1L2. 
Projection=POLAR STEREOGRAPHIC. Dataset(s)=SMAP L2 
Radar%2FRadiometer Half-Orbit 9 km EASE-Grid Soil Moisture V002. 
Output file format=GeoTIFF. Granule id(s)=96237. Email 
address=sudha.murthy@nasa.gov. Projection parameter(s)=FE: ,SMajor: ,FN: 
,SMinor: ,LongPol: . .<br /><br />The response should be: <br /><br 
/>Granule ID 96237 failed with error: InternalError-An internal error 
occurred. Reprojection was unsuccessful; /tools/gdal/bin/gdalwarp -co 
COMPRESS=DEFLATE -t_srs '+proj=stere +x_0= +a= +y_0= +b= +lon_0= 
' 
/datapool/DEV07/user/FS1/rqs/11555:12529/processed_SMAP_L2_SM_AP_
01045_D_20150413T004121_R12240_002.h5_Soil_Moisture_Retrieval_Dat
a_EASE_column_index.tif 
/datapool/DEV07/user/FS1/rqs/11555:12529/warped_processed_SMAP_L2_
SM_AP_01045_D_20150413T004121_R12240_002.h5_Soil_Moisture_Retri
eval_Data_EASE_column_index.tif ERROR 1: Computed dimensions are too 
big : 2559838679 x 123332 
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TEST DATA: 
 
EXPECTED RESULTS: 
 

1394 CLEANUPFILESONDISK REMOVES EMPTY LINKED DATE DIRECTORIES (ECS-ECSTC-
3804) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Pick a split collection.   
2 Create a dummy date directory under alternative file system.  And create a 

dummy file that's old enough to be cleaned up - say one month old.<br />    
(note: dummy file is needed because directory cleanup is triggered by file 
cleanup) 

e.g, mkdir 2008.01.01<br />cd 
2008.01.01<br />vi dummy, save the 
file.<br /> 

 

3 Create the same dummy date directory under the primary file system that 
links to the one under the alternative file system. 

e.g, mkdir 2008.01.01  

4 Run Cleanupfilesondisk with -fix option for the collection.   
5 Verify that the dummy file is cleaned up, the dummy date directory under the 

alternative file system is removed and the dummy date directory that is linked 
to the deleted directory is removed as well. 

go to the dummy date directory under 
the alternative file system is removed 
and the dummy date directory that is 
linked to the deleted directory is 
removed.<br />open the 
EcDlCleanupFilesOnDisk.log file to 
make sure the dummy date and the 
dummy file are there. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
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1395 CONFIGURE OPENDAP COLLECTION - CONFIGURE SINGLE COLLECTION WITH 
MULTIPLE FORMATS (ECS-ECSTC-3805) 

DESCRIPTION: 
Run the EcDlDaOpendapColFmtCfgStart utility to configure all formats for one collection. The utility will populate the AmDa datatables with the appropriate 
formats for the chosen collection.     
 
PRECONDITIONS: 
There is a granule in DEV07 mode of datatype MOD10A1.006 (MODIS Snow data set for Terra) that is public. 
 
STEPS:   
# Action Expected Result Notes 
1 Login to f5dpl01v host as cmshared. <br />cd 

/usr/ecs/DEV07/CUSTOM/utilities 
  

2 ./EcDlDaOpendapColFmtCfgStart --mode DEV07 -s f4dbl03 -p 5432 --
singleCollection MOD10A1.006 --timeout 600 

-- Log file gets created in 
/usr/ecs/DEV07/CUSTOM/logs/Open
dapMatrix.&lt;YYYYMMDDHHMM
SS&gt;.log<br />-- output file 
generated in 
/usr/ecs/DEV07/CUSTOM/data/DPL/
OpendapMatrix.&lt;YYYYMMDDH
HMMSS&gt;.out containing the result 
of the opendap conversions.<br />-- 
Result data set gets created in 
/usr/ecs/DEV07/CUSTOM/data/DPL/
OPENDAP/&lt;granuleid&gt;.dods<b
r />-- Granule log file gets created in 
/usr/ecs/DEV07/CUSTOM/data/DPL/
OPENDAP_OUT/&lt;granuleid&gt;_l
og.out<br />-- AIM database tables are 
populated with correct entries for 
MOD10A1.006 collection with the 
appropriate formats enabled 

 

3 cd /usr/ecs/DEV07/CUSTOM/data/DPL<br />vi 
OpendapMatrix.&lt;YYYYMMDDHHMMSS&gt;.out 

Output file should have:<br 
/>MOD10A1.006:96120 : ASCII : 
Success : 0 : 48836 ms<br 
/>MOD10A1.006:96120 : NetCDF-3 : 
Success : 0 : 5121 ms<br 
/>MOD10A1.006:96120 : NetCDF4-
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# Action Expected Result Notes 
classic : Success : 0 : 10035 ms<br 
/>MOD10A1.006:96120 : DODS : 
Success : 0 : 3430 ms<br /><br /> 

4 cd /usr/ecs/DEV07/CUSTOM/data/DPL/OPENDAP_OUT<br />vi 
&lt;granuleid&gt;_log.out 

Log file should show:<br /><br />-----
---------------------<br />Format: 
ASCII<br />--------------------------<br 
/>200<br />--------------------------<br 
/>Format: NetCDF-3<br />-------------
-------------<br />200<br />--------------
------------<br />Format: NetCDF4-
classic<br />--------------------------<br 
/>200<br />--------------------------<br 
/>Format: DODS<br />------------------
--------<br />200<br /> 

 

5 Check that the amdagranuleformatconfig has the results of the run of opendap 
Matrix:<br />select * from amdagranuleformatconfig where granuleid in 
(select granuleid from amgranule where collectionid = (select collectionid 
from amcollection where shortname = 'MOD10A1' and Versionid = 6)); 

Verify that the amgranuleformatconfig 
table has entries similar to:<br /><br 
/><br />kcockeri@f4dbl03:5432 ecs# 
select * from 
amdagranuleformatconfig where 
granuleid in (select granuleid from 
amgranule where collectionid = (select 
collectionid from amcollection where 
shortname = 'MOD10A1' and 
Versionid = 6));<br /> granuleid | 
serviceid | formatid | success |         
starttime          | duration <br />---------
--+-----------+----------+---------+--------
--------------------+----------<br />     
96120 |        20 |      153 | t       | 2016-
03-15 15:11:49.976744 |    10035<br 
/>     96120 |        20 |        8 | t       | 
2016-03-15 15:11:53.447427 |     
3430<br />     96120 |        20 |      155 | 
t       | 2016-03-15 15:11:34.570283 |    
48836<br />     96120 |        20 |      
152 | t       | 2016-03-15 
15:11:39.837705 |     5121<br />(4 
rows)<br /><br /> 
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# Action Expected Result Notes 
6 Check amdaformatsrvxref for the formats:<br /><br />select * from 

amdaformatsrvxref where serviceid in (select serviceid from amdaservice 
where name = 'OPENDAP');<br /> 

formatid | serviceid <br />----------+---
--------<br />      155 |        20<br />      
152 |        20<br />        8 |        20<br 
/>      153 |        20<br />(4 rows)<br 
/> 

 

7 select * from  amdadatasetconfig where collectionid in (select collectionid 
from amcollection where shortname = 'MOD10A1' and versionid = 6) and 
serviceid = (select serviceid from amdaservice where name = 'OPENDAP');. 

collectionid | serviceid | 
allowprojectionflag | allowformatflag | 
allowresamplingflag | 
allowinterpolationflag | allowbandflag 
| allowspatialflag | allowtemporalflag | 
enabledflag | asynconlyflag <br />-----
---------+-----------+---------------------
+-----------------+---------------------+---
---------------------+---------------+-------
-----------+-------------------+-------------
+---------------<br />        88540 |        
20 | N                   | Y               | N            
| N                      | Y             | N                
| N                 | N        | N<br />(1 
row)<br /><br />Verify that the 
amdadatasetconfig has an entry for the 
collectionid and opendap serviceid and 
enabledflag = 'N'. Verify that the 
allowspatialflag, allowbandflag and 
enableformatFlag = 'Y'. Verify that all 
the other flags are set to 'N' 

 

8 Click on the DataAccess GUI, Service Configuration tab, open OPENDAP 
folder. 

Verify that the collection is displayed 
under the OPENDAP folder. 

 

9 Click on the Service Configuration tab, when you click on the collection 
under OPENDAP=&gt; Configure Service: OPENDAP for Collection. Select 
Enabled formats. 

Verify that the successful opendap 
formats for the collection are 
displayed under Selected Formats 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
Data tables in the data access table set will be populated with appropriate formats for Opendap. 
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1396 NCR 8052997:AS AN ECHO FORM USER I WANT THE UTM AND STATE PLANE 
PROJECTIONS TO PROVIDE MEANINGFUL INPUTS (ECS-ECSTC-3806) 

DESCRIPTION: 
Test different combinations of bounding box and UTM/State Plane projections 
 
PRECONDITIONS: 
latest ECHO form is associated with a collection that supports the UTM and State Plane reprojections.  
 
STEPS:   
# Action Expected Result Notes 
1 Perform a services on a granule using the UTM and State Plane projection   
2 select a bounding box outside the zone user is presented with error  
3 select a bounding box inside the zone user is presented with output that 

contains the correct zone 
 

4 Run through these test instructions from NCR 8052071   
5 Test Instructions   
6 1) default selections - should succeed<br /><br />navigate to 

https://search.sit.earthdata.nasa.gov/search/granules?p=C1000000672-
DEV07&amp;tl=1442522369!4!!&amp;q=MOD14A1+DEV07 and select the 
first granule.  Note the spatial region of the granule by selecting the 
coordinates in the map.<br /><br />You can use these coordinates to specify 
the longitude of the zone, or to caculate the zone number for the successful 
tests. 

 Spatial region was around 
WSEN: (-170,0, -160, 10) so 
I chose zone 3 

7 2) UTM projection no Spatial - Use zone that is outside the spatial area. - 
should fail <br />with SubsetAreaNotInFile<br />DEV07: 
MOD14A1.A2013001.h01v08.005.2013016204719.hdf<br />&lt;BBox&gt;-
172.622524005, 0.0, -159.999999986, 9.999999999&lt;/BBox&gt;<br 
/>NZone = 1, 2 fail<br /> 

  

8 3) UTM projection no Spatial - use zone inside the spatial area - should 
succeeed<br />DEV07: 
MOD14A1.A2013001.h01v08.005.2013016204719.hdf<br />&lt;BBox&gt;-
172.622524005, 0.0, -159.999999986, 9.999999999&lt;/BBox&gt;<br 
/>NZone = -2, -3, -4 works ok<br /> 

  

9 4) UTM with Lon and Lat within granule spatial area: <br />DEV07: 
MOD14A1.A2013001.h01v08.005.2013016204719.hdf<br />&lt;BBox&gt;-
172.622524005, 0.0, -159.999999986, 9.999999999&lt;/BBox&gt;<br />lon: 
-170, lat: 1<br /> 
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# Action Expected Result Notes 
10 5) UTM with Lon and Lat outside granule spatial area should fail<br 

/>DEV07: MOD14A1.A2013001.h01v08.005.2013016204719.hdf<br 
/>&lt;BBox&gt;-172.622524005, 0.0, -159.999999986, 
9.999999999&lt;/BBox&gt;<br />lon: 170, lat: 1<br /> 

  

11 6) UTM with lat/lon and zone and no spatial area<br />should display a form 
error. only zone or lat/lon combination can be entered.<br /> 

  

12 7) UTM with spatial subsetting parameters. zone or lat/lon <br />should not 
be allowed.<br /> 

  

13 8) UTM with spatial subsetting parameters within granule spatial area - 
should succeed<br />and the output should be within the requested spatial 
region<br />DEV07: 
MOD14A1.A2013001.h01v08.005.2013016204719.hdf<br />&lt;BBox&gt;-
172.622524005, 0.0, -159.999999986, 9.999999999&lt;/BBox&gt;<br 
/>spatial subset params : -170, 3, -160, 5<br /> 

  

14 9) UTM with spatial subsetting parameters outside granule spatial area - 
should fail <br /> 

  

15 10) Verify valid values for zone (+-1 to +-60)   
16 11) Verify Spatial constraints range 0 to +-180 and lat range -90 to +90   
17 12) Verify that Spatial constraints West is less than East and South is less 

than North 
  

18 13) LATZ and LONZ constraints should be validated to be -90 to +90 and -
180 to 180 

  

19 14) Repeat the above steps for an order form   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
User is presented with an error free convenient interface that allows them specify UTM or State Plane zones.  
 

1397 CONFIGURING BAND EXCLUSIONS  (ECS-ECSTC-3807) 

DESCRIPTION: 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 Add exclusions   
2 Delete exclusions   
3 Add exclusions with bands spanning multiple collections   
4 Delete exclusions with bands spanning multiple collections   
5 Check capabilitities   
6 Check echo forms   
7 Check requests   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1398 CLEAN UP OF DISTRIBUTION METADATA FILES IN REQUESTS WITH DUPLICATE 
GRANULES (ECS-ECSTC-3808) 

DESCRIPTION: 
This test is aimed at verifying whether or not OMS can properly handle requests submitted using OmSCLI containing duplicate granules 
 
PRECONDITIONS: 
You will need to have at least 2 duplicate granules which are available to order, see an example in test data below. 
 
select count(*), localgranuleid from AmGranuled group by localgranuleid having count(*) > 1 
 
STEPS:   
# Action Expected Result Notes 
1 Ensure the existence of at least 2 orderable duplicate granules in AIM.<br 

/><br />Configure FTPPULL Media in OMS to have 0 Pull Gran Dpl 
Time.<br /><br />Configure Destination email as ODL metadata user 

See an example in the Test Data 
section.<br /><br />Pull Gran Dpl 
Time can be configured via the 
OMSGUI.<br />OmConfiguration-
&gt;Media-&gt;FtpPull<br /><br 
/>Emails can be configured for ODL 
via the OMSGUI.<br 
/>OmConfiguration-&gt;ODL 
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# Action Expected Result Notes 
Metadata Users 

2 Submit a FTPPULL request to OMS for the duplicate granules. If in a mode that allows it, download 
the file from the email Distribution 
Notice(This is usually only doable in 
OPS mode, consult the lab lead for 
whether or not this is possible in the 
mode you are working in), otherwise 
you will need to go to the configured 
FTPPULL directory and copy the 
linked files to a tmp directory for later 
examination.  The FTPPULL directory 
is configured in the OMS config file 
found in <br 
/>/usr/ecs/&lt;mode&gt;/CUSTOM/cf
g/EcOmOrderManager.CFG on the 
host running OMS <br />The 
FTPPULL_DIR line is the configured 
directory.<br /><br />For SCP and 
FTPPUSH, granules will be pushed to 
a defined destination.  For information 
on how to set this up, please refer to 
test cases 1187,1189,1190. Already 
existing destinations can be found in 
the OMSGUI under <br 
/>OmConfiguration-&gt;FtpPush/SCP 
Policy<br /> 

 

3 <i>The following steps are for submitting an FTPPULL request via 
OMSCLI</i> 

 #comment 

4 Take note of any distribution metadata files added to the .orderdata directory 
in the datapool.<br /><br />The file names for distribution metadata take the 
form of:<br /> &lt;LocalGranuleID&gt;&lt;appended version number(such as 
_1)&gt;.&lt;[xml|met]&gt;.dist:&lt;number&gt;:&lt;requestid&gt;<br /> 

The proper .orderdata directory can be 
found in the 
EcOmOrderManagerDebug.log after 
the request has shipped.  The log can 
be found on OMS's host 
machine(usually the oml box) with the 
path  
/usr/ecs/&lt;mode&gt;/CUSTOM/logs
/EcOmOrderManagerDebug.log<br 
/><br />Using the following grep, and 
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# Action Expected Result Notes 
looking for the proper time stamp you 
can find the full path to where the 
granules are staged in datapool.<br 
/>grep &quot;Found order file&quot; 
EcOmOrderManagerDebug.log<br 
/><br />Using the follwing grep, you 
can find the FTPPULL directory with 
links to the staged files, again pay 
attention to the time stamps in case 
there are any other requests being 
processed.  If there is too much going 
on you might need to grep with the 
localgranuleid of the granules you are 
ordering.<br />grep &quot;Creating 
link&quot; 
EcOmOrderManagerDebug.log<br 
/><br />The file names for distribution 
metadata take the form of:<br /> 
&lt;LocalGranuleID&gt;&lt;appended 
version number(such as 
_1)&gt;.&lt;[xml|met]&gt;.dist:&lt;nu
mber&gt;:&lt;requestid&gt;<br /><br 
/>These files are how OMS deals with 
file collisions(i.e. there are files with 
the same name that need to be 
distributed from the same directory) 
during distribution, and these 
distribution metadata files deal only 
with the metadata files, .met if odl 
.xml if xml.  You won't see 
&quot;.dist:&quot; added for science 
granules or for output granules.<br 
/><br />OMS adds the appended 
version number  based on the order in 
which the requested granules are 
recieved.  An example would be that 
when ordering with OMSCLI, the 
order in which the granules appear in 
the geoid file would dictate that the 
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# Action Expected Result Notes 
second duplicate granule listed would 
be the one recieving the appended 
version number _1.  This can cause 
some confusion because this version 
number used by OMS is different than 
the version number used in 
AmGranule.  So you might wind up 
with an appended _1 link in the ftppull 
directory pointing to a file with an 
appended _5  in datapool because that 
5_ is derived from the versionnumber 
field in AmGranule where the 
appended _1 is generated by separate 
logic in the OrderManager server code 
itself.<br /><br />An example:<br 
/><br 
/>/datapool/DEV09/user/FS1/PullDir/
200003526087711/AST_L1T_003070
82004185055_20140428093132_5435
_3.hdf.xml -&gt; 
../../../FS2//.orderdata/ASTTTLkPQjU
C/AST_L1T.003EYyUjaKH//2015.08.
08/AST_L1T_00307082004185055_2
0140428093132_5435_1.hdf.xml.dist:
3:2000035260 

5 Verify the correct distribution file name in the metadata. Open the distributed metadata:<br 
/><br />An example with odl:<br 
/>/datapool/DEV09/user/FS2//.orderda
ta/ASTTTLkPQjUC/AST_L1T.003E
YyUjaKH//2015.08.08//AST_L1T_00
307082004185055_20140428093132_
5435_1.hdf.met.dist:3:2000035261<br 
/><br />An example with xml:<br 
/>/datapool/DEV09/user/FS2//.orderda
ta/ASTTTLkPQjUC/AST_L1T.003E
YyUjaKH//2015.08.08//AST_L1T_00
307082004185055_20140428093132_
5435_1.hdf.xml.dist:3:2000035260<br 
/><br />Go to the 
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# Action Expected Result Notes 
DistributedFileName tag to make sure 
the DistributedFileName matches with 
the  metadata in datapool.<br /><br 
/>An example with odl:<br 
/>OBJECT = DistributedFileName<br 
/>                CLASS = 
&quot;1&quot;<br />                Value 
= 
&quot;AST_L1T_0030708200418505
5_20140428093132_9446_3.hdf&quo
t;<br />                TYPE = 
&quot;STRING&quot;<br />                
NUM_VAL = 1<br />END_OBJECT 
= DistributedFileName<br />           
<br />An example with xml:<br 
/>&lt;DistributedFileName&gt;AST_
L1T_00307082004185055_20140428
093132_9446_3.hdf&lt;/DistributedFil
eName&gt;<br /><br />Note: For SCP 
and FTPPUSH, use the files pushed 
out to the destination when 
verifying.<br /> 

6 Verify the that the file size from the Distribution Notice email is consistent 
with the file size of the downloaded distribution metadata file. 

Example from the DN:<br />                
FILENAME: 
AST_L1T_00307082004185055_2014
0428093132_5435_3.hdf.met<br />        
FILESIZE: 127905<br /> <br 
/>Stating file example:<br />stat 
/datapool/DEV09/user/FS2/.orderdata/
ASTTTLkPQjUC/AST_L1T.003EYy
UjaKH//2015.08.08/AST_L1T_00307
082004185055_20140428093132_543
5.hdf.met.dist:3:2000035262<br />  
File: 
`/datapool/DEV09/user/FS2/.orderdata
/ASTTTLkPQjUC/AST_L1T.003EYy
UjaKH//2015.08.08/AST_L1T_00307
082004185055_20140428093132_543
5.hdf.met.dist:3:2000035262'<br />  
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# Action Expected Result Notes 
Size: 127905          Blocks: 256        IO 
Block: 1048576 regular file<br 
/>Device: fc08h/64520d    Inode: 
240682884   Links: 1<br />Access: 
(0644/-rw-r--r--)  Uid: (  
915/cmshared)   Gid: (  
915/cmshared)<br />Access: 2016-04-
21 12:25:55.907167679 -0400<br 
/>Modify: 2016-04-21 
12:25:55.924168034 -0400<br 
/>Change: 2016-04-21 
12:25:55.924168034 -0400<br /><br 
/>Note: This filesize will differ from 
the original filessize in datapool 
because the file name was 
lengthened.<br /><br />Note: For SCP 
and FTPPUSH, use the files pushed 
out to the destination when 
verifying.<br /> 

7 When the request's clean up action processes, verify that all distribution 
metadata files for this request are cleaned up. 

If properly configured, this will show 
up in the log about 5 to 10 minutes 
after the FTPPULL request ships 
using the following grep.<br /><br 
/>grep &quot;RemoveFile 
successfully removed&quot; 
EcOmOrderManagerDebug.log<br 
/><br />Also, look in the orderdata 
directory to verify these files were 
removed by using the ls command on 
the listed files from the grep above.  It 
is also good to look for any additional 
files not listed in the grep that exist in 
the datapool directory that were 
created around the same time the 
request was submitted.  If a file fits 
that description, check the OMS log to 
see if oms might have created it by 
greping the file name and full path of 
file.<br /><br />Note: For SCP and 
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# Action Expected Result Notes 
FTPPUSH, staged files should be 
cleaned up by OMS immediately after 
the files are pushed. 

8 Repeat steps 1-6 using an email configured for XML instead of ODL. Either use a new email address not 
configured, or remove the email used 
in step 1 from the ODL configuration. 

 

9 Repeat steps 1-6 using FTPPUSH   
10 Repeat steps 1-6 using SCP   

 
 
TEST DATA: 
Ingest at least 2 duplicate granules which are available to order.  
 
See the result of the sql cmd below. 
 
  
 
select 'SC:'||esdt(shortname, versionid) ||':'|| g.granuleid as "GeoID" ,isorderonly as "OO", versionnumber as "VerNo.", d.Onlinefilename, 
 registrationtime::varchar(19) 
 
from AmGranule g, AmDataFile d 
 
where g.Granuleid = d.granuleid 
 
and localgranuleid = 'MOD11A2.A2000049.h00v08.006.2015058135046.hdf'  
 
         GeoID           | OO | VerNo. |                 onlinefilename                           |  registrationtime    
 
-------------------------------------+----+------------+--------------------------------------------------------------------------------+--------------------- 
 
 SC:MOD11A2.006:401283 | H  |         | MOD11A2.A2000049.h00v08.006.2015058135046.hdf    | 2015-12-07 07:31:34 
 
 SC:MOD11A2.006:401505 | H  |  1     | MOD11A2.A2000049.h00v08.006.2015058135046_1.hdf | 2016-02-14 12:18:20 
 
 SC:MOD11A2.006:401506 | H  |  2     | MOD11A2.A2000049.h00v08.006.2015058135046_2.hdf | 2016-02-14 12:22:32 
 
 SC:MOD11A2.006:401507 | H  |  3      | MOD11A2.A2000049.h00v08.006.2015058135046_3.hdf | 2016-02-14 12:24:32 
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 SC:MOD11A2.006:401508 | H  |  4     | MOD11A2.A2000049.h00v08.006.2015058135046_4.hdf | 2016-02-14 12:30:32 
 
 SC:MOD11A2.006:401509 | H  |  5     | MOD11A2.A2000049.h00v08.006.2015058135046_5.hdf | 2016-02-14 12:38:32 
 
 SC:MOD11A2.006:401510 |     |  6     | MOD11A2.A2000049.h00v08.006.2015058135046.hdf   | 2016-02-14 12:46:33 
 
(7 rows) 
 
  
 
EXPECTED RESULTS: 
The result should be that oms can take in a request with duplicate granules, distribute the files, and clean up after itself(i.e. leave no files behind in the staging 
area). Ideally all distributed files would contain their original names, but when two files with the same name are distributed we have to distinguish between them. 
 This is done by adding a request specific _<versionnumber> onto a duplicate file name.  Ideally the public granule would be the one without the version number, 
and the hidden granule would get the version number, but this may not be how it is implemented.  There is also a need to change the metadata file to contain the 
"DistributeFileName" and <file size> of the metadata file with the new distributed file name. this is done by create a .dist file and updating it for the given 
request to point to.  The file should be downloaded with the .dist on it.  If ODL output is requested then .dist files are created for all metadata.  
 

1399 ESI TESTS - MODIS COLLECTIONS  (ECS-ECSTC-3809) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 MOD29P1D - whole earth spatial subsetting Verify the request succeeds and the 

output matches input data 
 

2 MOD29P1D - spatial subset outside the granule spatial extent with geotiff 
output 

Verify that the request does not cause 
a failure, but reports a valid error 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
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1400 NCR 8052952: CALCULATE UTM ZONE PARAMETERS FOR SWATH PRODUCTS 
CORRECTLY (ECS-ECSTC-3810) 

DESCRIPTION: 
Test UTM Zone calculation using bounding box and a Swath granule 
 
PRECONDITIONS: 
HEGService enabled on swath granule. 
 
STEPS:   
# Action Expected Result Notes 
1 Find a Swath granule to use (ie MOD10_L2) 

https://search.sit.earthdata.nasa.gov/search?q=MOD10_L2+DEV07 <br 
/>Select a granule and view the info to obtain the boundary points. 

Have a swath granule within an echo 
client with its proper boundary points. 

 

2 According to the boundary points, select a bounding box that lies within a 
single UTM Zone within those boundary points. If your selection has positive 
lat coordinates, the UTM Zone will be positive. If your selection has negative 
lat coordinates, the UTM Zone will be negative. You can lookup the UTM 
Zones using http://newsroom.gsfc.nasa.gov/sdptoolkit/docs/2.19/HDF-
EOS_UG.pdf pages 6-7 and 6-8.<br /><br />For example if your boundary 
points have a longtitude between 133 and 152 and lattitude of -15 to -30, you 
can select -55 as your UTM Zone (negative value from negative lat 
coordinates) and make a bounding box of longtitude 144 to 150 and lattitude 
of -20 to -25. 

A Bounding box (ie long 144 to 150 
and lat -25 to -20)<br />and a UTM 
Zone (ie -55) 

 

3 Place a Data Access request for this granule using the ECHO Client (You can 
place the request from the earth data site in step one by clicking the download 
button on the granule results page) Use the ESI Service option as the Data 
Access Method. Enter the bounding box calculated in step 2. Select Universal 
Transverse Mercator as the Re-projection Option. Click Continue and Submit 
the Order. 

Have submitted a Data Access request 
for the swath granule with reprojection 
as UTM and the approriate bounding 
box from step 2. 

 

4 Download the output file. Use HDFView to open the output file. Right click 
on the filename and select &quot;Show Properties&quot;. Click on the 
attributes tab. Click on the StructMetadata.0/Value area(Should say 
something like &quot;GROUP=SwatchStructure...&quot;). Look for the 
ZoneCode in the text shown. Make sure that Zone code matches the UTM 
Zone calculated in step 2. 

Have a matching UTM Zone code 
from the file and from the calculation. 

 

5 Check if you can using a different bounding box within a different UTM 
Zone that is still within the boundary area. If so, repeat steps 2-4 with this 
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# Action Expected Result Notes 
new bounding box/UTM Zone. 

 
 
TEST DATA: 
Swath Granule (ie MOD10_L2) 
 
EXPECTED RESULTS: 
When the bounding box is specified for a UTM projection, a correct UTM Zone will be calculated and used. 
 

1401 GRIDFTP POLLING, TRANSFERS, AND NOTIFICATION (ECS-ECSTC-3811) 

DESCRIPTION: 
Verifies successful Ingest is possible using GridFTP as the transferring mechanism. 
 
PRECONDITIONS: 
1. GridFTP server is available. 
 
2. Test data and PDR files for testing are available, the NODE_NAME in the PDR should be the host address used to configure GridFTP host. 
 
3. EcDlInPollingService configuration: 
 
Run the Ingest EcDlInPollingServiceMkcfg from ECS Assistant, and set QuickServerPublicIPAddress, using numbers e.g. 172.28.129.25 .  The IP Address can 
be found using 'nslookup  <hostname>', and note the public IP address can be different from the internal IP address.  The QuickServerPublicIPAddress should 
have the same value as we set for ECS service host on xxeil01x. Verify that /usr/ecs/<mode>/CUSTOM/cfg/EcDlInPollingService.CFG has the correct setting. 
 
STEPS:   
# Action Expected Result Notes 
1 Description and Objectives: Verifies successful Ingest is possible using 

GridFTP as the transferring mechanism. 
  

2 <i>Section: GridFTP Polling, Transfers, and Notification</i>  #comment 
3 ECS Services Configuration.  From DPL Ingest GUI, Configuration-&gt;ECS 

Services, update the ECS Service host xxeil01x (e.g. n5eil01) to enable 
GridFTP, configure &quot;Public IP Address&quot; for this ECS service 
host, using numbers e.g. 172.28.129.25. This IP address is used as 
GLOBUS_FTP_CLIENT_DATA_IP during GridFTP file transfer.<br 
/>using numbers e.g. 172.28.129.25 .  <br />The IP Address can be found 

Refresh page to verify settings were 
saved. 
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# Action Expected Result Notes 
using 'nslookup  &lt;hostname&gt;', and note the public IP address can be 
different from the internal IP address. 

4 Configure GridFTP parallelism.  From DPL Ingest GUI, Configuration-
&gt;Global Tuning, enable ENABLE_GRIDFTP_PARALLELISM, set 
GRIDFTP_PARALLELISM to a non-zero value.<br />Please note 
GLOBUS_TCP_PORT_RANGE, GLOBUS_TCP_SOURCE_RANGE are 
global configuration parameters in InConfigParameter table.  They are not 
configurable from the GUI, but if the DAAC want to change the default 
value(50000,51000), they can be updated manually. 

Refresh page to verify settings were 
saved. 

 

5 <i>[GridFTP Ingest with the GridFTP TransferHost running on EDF e.g. 
c5cbl01v] <br />The Notification host, Polling Host, PDR NODE_NAME 
should point to the transfer host address.</i> 

 #comment 

6 Configure or use an existing GridFTP Transfer Host<br />(Ingest Test Case: 
Use the DPL Ingest GUI to configure Remote Transfer Hosts) 

Host is available on IngestGUI -&gt; 
Configuration-&gt;Transfer Hosts -
&gt; Existing GridFTP Hosts 

 

7 Configure or use an existing provider with Transfer Type configured to 
GridFTP.  Use an account which requires password for ssh authentication to 
GridFTP server host, e.g. ins (get password from lab leads)<br />(Ingest Test 
Case: Use the DPL Ingest GUI to configure Data Providers) 

Configured provider is available on 
IngestGUI-&gt;Configuration-
&gt;Providers 

 

8 Configure Notification Method to &quot;Email and GridFTP&quot; for the 
provider.  The PAN (Product Availability Notice) directory should be 
accessible by the GridFTP server (write permissions for configured user).  
Use the same user account for the provider from previous step. 

IngestGUI-&gt;Configuration-
&gt;Providers, configured provider 
has the Notification Method 
&quot;EMAILGRIDFTP&quot; 

 

9 Add a GridFTP polling location or use existing one.  The polling location 
directory should be accessible by the GridFTP server.<br />(Ingest Test Case: 
Use the DPL Ingest GUI to configure Polling Locations) 

IngestGUI-&gt;Configuration-
&gt;Providers, click the configured 
provider, the configured polling 
location is listed. 

 

10 Prepare a PDR for GridFTP Ingest. The 'NODE_NAME' inside the PDR 
should match the host address of the GridFTP transfer host (e.g. c5cbl01v, 
t1inl02.vatc.ecs.nasa.gov).  The data and metadata files inside the PDR must 
be accessible from the host the GridFTP server is running.  The /sotestdata is 
not accessible from c5cbl01v. 

PDR and data are accessible from the 
GridFTP server host. 

 

11 Place a PDR in the polling location and verify that an ingest request is created 
for that PDR within the configured polling interval. 

New ingest request shows up.  Ingest 
GUI-&gt;Monitoring-&gt;Request 
Status 

 

12 Verify the PDR file is transferred with GridFTP transfer method. Locate the QuickServer log file in 
*eil01* host: 
/usr/ecs/&lt;mode&gt;/CUSTOM/logs
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# Action Expected Result Notes 
/EcDlQuickServerDebug.log<br 
/>grep &lt;PDR filename&gt; 
EcDlQuickServerDebug.log<br />The 
PDR file is transferred using 
EcDlInGridFtpExec 

13 Verify that eventually the request completes successfully Ingest GUI-&gt;Monitoring-
&gt;Request Status, request is 
successful 

 

14 Verify that each file for each granule in the request was transferred via 
GridFTP. 

Locate the QuickServer log file in 
*eil01* host: 
/usr/ecs/&lt;mode&gt;/CUSTOM/logs
/EcDlQuickServerDebug.log<br 
/>grep &lt;filename&gt; 
EcDlQuickServerDebug.log<br />The 
files are transferred using 
EcDlInGridFtpExec 

 

15 Verify that a PAN file is present in the notification directory.<br />Note: The 
PAN file is delivered via SCP per ICD, so the Transfer Method is SCP in 
EcDlInNotificationService log files (EcDlInNotificationServiceDebug.log 
and EcDlInNotificationService.ALOG). 

A PAN is present in the configured 
PAN directory in the provider host. 

 

16 Verify an email is received upon successful ingest. Email received under the configured 
notification email address. 

 

17 Verify that the correct parallelism is used for data file.  <br /> Look at EcDlQuickServerDebug.log 
on f5eil01v, grep EcDlInGridFtpExec 
EcDlQuickServerDebug.log | grep 
&lt;your hdf data file&gt;, you will 
see the parallelism value in the 
argument before GET.  e.g. The 
following command has parallelism 
set to 4.<br />04/26/16 11:08:27: 
Thread ID : 24575 : Read request 
{410}{65535}{&lt;command 
name=&quot;EcDlInGridFtpExec&qu
ot; 
timeout=&quot;45&quot;&gt;&lt;arg
&gt;c5cbl01v&lt;/arg&gt;&lt;arg&gt;l
abuser&lt;/arg&gt;&lt;arg&gt;0x3b26
e5ae52bd3682&lt;/arg&gt;&lt;arg&gt;
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# Action Expected Result Notes 
1&lt;/arg&gt;&lt;arg&gt;/datapool/DE
V01/user/FS2//temp/ingest/213871/40
000000370060/&lt;/arg&gt;&lt;arg&g
t;/home/cmshared/PDRS/jenny/gridftp
&lt;/arg&gt;&lt;arg&gt;AMSR_E_L2
_Land_T08_200809010833_A.hdf&lt;
/arg&gt;&lt;arg&gt;50000,51000&lt;/
arg&gt;&lt;arg&gt;50100,51000&lt;/a
rg&gt;&lt;arg&gt;172.28.129.25&lt;/a
rg&gt;&lt;arg&gt;4&lt;/arg&gt;&lt;ar
g&gt;GET&lt;/arg&gt;&lt;arg&gt;828
690&lt;/arg&gt;&lt;/command&gt;} 

18 <i>[GridFTP Ingest with the GridFTP TransferHost running on a remote host 
behind a firewall, e.g. t1inl02.vatc.ecs.nasa.gov]<br />The Notification host, 
Polling Host, PDR NODE_NAME should point to the transfer host 
address.</i> 

 #comment 

19 Configure GridFTP Transfer Host, Provider, Notification, Polling Location.  
Use an account which DOES NOT require password for ssh authentication to 
GridFTP server host, e.g. labuser 

Host is available on IngestGUI -&gt; 
Configuration-&gt;Transfer Hosts -
&gt; Existing GridFTP Hosts.<br 
/>Configured provider is available on 
IngestGUI-&gt;Configuration-
&gt;Providers.<br />IngestGUI-
&gt;Configuration-&gt;Providers, 
configured provider has the 
Notification Method 
&quot;EMAILGRIDFTP&quot;. 

 

20 Prepare and submit a PDR, and verify that the request is successful, the PAN 
file is delivered and email is received. 

Ingest GUI-&gt;Monitoring-
&gt;Request Status, request is 
successful.<br />A PAN is present in 
the configured PAN directory in the 
provider host.<br />Email received 
under the configured notification 
email address. 

 

21 <i>Continue the following testing with remote (VATC) GridFTP transfer 
host.</i> 

 #comment 

22 Update configured GridFTP parallelism.  From DPL Ingest GUI, 
Configuration-&gt;Global Tuning, disable 
ENABLE_GRIDFTP_PARALLELISM 

Refresh page to verify settings were 
saved. 
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# Action Expected Result Notes 
23 Prepare and submit a PDR, and verify that the request is successful, the PAN 

file is delivered and email is received. 
Ingest GUI-&gt;Monitoring-
&gt;Request Status, request is 
successful.<br />A PAN is present in 
the configured PAN directory in the 
provider host.<br />Email received 
under the configured notification 
email address. 

 

24 Update configured GridFTP parallelism.  From DPL Ingest GUI, 
Configuration-&gt;Global Tuning, enable 
ENABLE_GRIDFTP_PARALLELISM again. 

Refresh page to verify settings were 
saved. 

 

25 Prepare and submit a PDR, and verify that the request is successful, the PAN 
file is delivered and email is received. 

Ingest GUI-&gt;Monitoring-
&gt;Request Status, request is 
successful.<br />A PAN is present in 
the configured PAN directory in the 
provider host.<br />Email received 
under the configured notification 
email address. 

 

26 From DPL Ingest GUI, update the &quot;Public IP Address&quot; of the 
ECS service host xxeil01x to an IP address not accessible from outside EDF 
(or an nonexisting IP).<br />Note: For our xxeil01x host in EDF, the internal 
IP address and public address are the same, while NSIDC has different 
internal and public IP address for n5eil01 host, the public IP address must be 
used as the client IP address for GridFTP. 

Refresh page to verify settings were 
saved. 

 

27 Prepare and submit a PDR. PDR and data are accessible from the 
GridFTP server host. 

 

28 The PollingService successfully polls the polling location and registers the 
PDR request. 

New ingest request shows up.  Ingest 
GUI-&gt;Monitoring-&gt;Request 
Status 

 

29 The request is suspended with XferErr, the science granule file transfer fails 
during to &quot;timed out&quot; or other errors. 

Ingest GUI-&gt;Monitoring-
&gt;Request Status-&gt;click request 
for detail. 

 

30 <i>grid ftp supports checkpoints of file transfers.  if possible it would be 
good to interrupt a transfer and see if ingest can pick up where it left off when 
the transfer was interrupted.</i> 

 #comment 

31 Update the &quot;Public IP Address&quot; of the ECS service host xxeil01x 
to the correct value, wait for one minute, resume the request. 

Refresh page to verify settings were 
saved. 

 

32 Verify that the request is successful, the PAN file is delivered and email is 
received. 

Ingest GUI-&gt;Monitoring-
&gt;Request Status, request is 
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# Action Expected Result Notes 
successful.<br />A PAN is present in 
the configured PAN directory in the 
provider host.<br />Email received 
under the configured notification 
email address. 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
Data can be ingested using GridFTP. 
 

1402 EGI TESTS - AMSR COLLECTIONS (ECS-ECSTC-3812) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Login as cmshared on f5oml01v and set view to AUTOTEST   
2 setenv MODE OPS   
3 cd /ecs/formal/COMMON/automation/autotest directory<br />   
4 <i>Run each of the following egi AMSRE cucumber tests</i>  #comment 
5 Run   
6 Run each of the feature file tests individually under 

features/DataAccess/egi/amsr<br /> cucumber --profile feature_log 
features/DataAccess/egi/amsr/&lt;nameof test&gt;.feature<br /> 

Check 
/workingdata/cucumber/OPS/&lt;featu
re file log&gt; and Verify that the 
scenario is passed.<br /><br /><br /> 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
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1403 EGI TESTS - MODIS COLLECTIONS (ECS-ECSTC-3813) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Login as cmshared on f5oml01v and set view to AUTOTEST   
2 setenv MODE OPS   
3 cd /ecs/formal/COMMON/automation/autotest directory<br />   
4 <i>Run each of the following egi MODIS cucumber tests</i>  #comment 
5 Run each of the feature file tests individually<br /> cucumber --profile 

feature_log features/DataAccess/egi/modis/&lt;nameof test&gt;.feature 
Check 
/workingdata/cucumber/OPS/&lt;featu
re file log&gt; and Verify that the 
scenario is passed.<br /><br /><br 
/><br /> 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1404 BMGT - ENABLE/DISABLE COLLECTION/GRANULE EXPORT FLAGS (ECS-ECSTC-3814) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Using Bmgt Gui enable Collection Export flag to Y and Granule Exportflag 

to N for first collection. For example, MCD43A1.005. 
a) From Bmgt Gui/Export Requests, 
check the Export Type:ADD in the 
Bmgt GUI<br /><br />b) make sure 
the export collection metadata export 
and no granule metadata export in 
tcp.log for the first collection.<br 
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# Action Expected Result Notes 
/><br />c) make sure there is no row 
insert into  bg_collection_status<br 
/>select * from 
bg_collection_status<br />where 
collectionid = &lt;collectionid&gt;<br 
/> 

2 Using Bmgt Gui enable Collection Export flag to N and Granule Exportflag 
to Y for second collection. 

a)  From Bmgt Gui/Export Requests, 
check the Export 
Type:COLL_ADD_ALL, and Export 
Type: ADD for all granule requests 
show up in BmgtGui/request page, and 
all requests are success.<br /><br />b) 
make sure there is no collection 
metadata export and there are granule 
metadata export in tcp.log for the 
second collection. (Note:make sure the 
collection previous exported to 
ECHO, otherwise, all granule requests 
will be in 'BLOCKED'.<br /><br />c) 
make sure there is one row insert into  
bg_collection_status for second 
collection.<br />    select * from 
bg_collection_status<br />   where 
collectionid = &lt;collectionid&gt; 

 

3 Using Bmgt Gui enable Collection Export flag to Y and Granule Exportflag 
to Y for the third collection. 

a) From Bmgt Gui/Export Requests, 
check the Export 
Type:COLL_ADD_ALL, and Export 
Type: ADD for all granule requests 
show up in BmgtGui/request page, and 
all requests are success.<br /> <br />b) 
make sure there is collection metadata 
export and there are granule metadata 
export in tcp.log for the third 
collection.<br /><br />c) make sure 
there is one row insert into  
bg_collection_status for second 
collection.<br />     select * from 
bg_collection_status<br />     where 
collectionid = &lt;collectionid&gt; 
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# Action Expected Result Notes 
4 Do a manual export with collupd collectionid for three collections in step1, 

step2 and step3 above.<br /> 
  

5 manual export for the collection with Collection export flag to N and Granule 
export flag to Y for second collection.<br /> 

EcBmBMGTManualStart MODE --
collupd  -c &lt;CollectionId&gt;<br 
/>a) From bmgt-GUI make sure  
Export Type:COLL_ADD_ALL, and 
Export Type: ADD for all granule 
requests show up in BmgtGui/request 
page, and all requests are success.<br 
/>   <br />b) make sure there is no 
collection metadata export and there 
are  granule metadata export in 
tcp.log. 

 

6 Manual export Collupd for collection with Collection export flag and Granule 
export flags to Y for the third collection. 

EcBmBMGTManualStart MODE --
collupd  -c &lt;CollectionId&gt;<br 
/><br />a) Make sure the Export 
Type:COLL_UPDATE, 
COLL_ADD_ALL, and Export Type: 
ADD for all granule requests are 
exported successfully show up in 
BmgtGui/request page.<br />b)  make 
sure there is  collection metadata 
export and there are  granule metadata 
export in tcp.log. 

 

7 Manual export coll Upd for collection with Collection export flag to Y and 
Granule export Flag N for first collection. 

EcBmBMGTManualStart MODE --
collupd  -c &lt;CollectionId&gt;<br 
/><br />a) From the BMGT GUI, 
make sure the Export 
Type:COLL_UPDATE, 
COLL_ADD_ALL and no granule 
exports.<br /><br />b) sure there is  
collection metadata export and there 
are  no granule metadata export in 
tcp.log. 

 

8 Using Bmgt Gui disable Collection Export flag to N and Granule Exportflag 
to N for the third collection. 

a) make sure the third collectionId was 
removed from Bg_Collection_Status 
table.<br />      select * from 
bg_collection_status;<br />      where 
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# Action Expected Result Notes 
collectionid = collectionid<br /><br 
/>b) Manual export collupd, to make 
sure there is no request created.<br />     
EcBmBMGTManualStart MODE --
collupd  -c &lt;CollectionId&gt;<br /> 

9 Run a test for incremental verification  for Collection Export flag to N and 
Granule Exportflag to Y for second collection, it  should only create granule 
requests. 

a) from BMGT-GUI/System Status/ 
Go to &quot;Group/Collection 
Name&quot; enter 
&quot;MOD44W.005&quot; in the 
text box for second collection above, 
click on &quot;Apply Filter&quot;, 
and click on the 'reset' button.<br 
/><br />b) run the cmd  
EcBmBMGTManualStart 
&lt;MODE&gt; -inc -c 
&lt;collectionid&gt;<br /><br />c) 
From the BMGT-GUI/System Status/ 
Go to &quot;Group/Collection 
Name&quot; enter 
&quot;MOD44W.005&quot; in the 
text box, click on &quot;Apply 
Filter&quot;, check the status for 
MOD44W.005 such as Last Verified 
TimeStamp, Total Collection 
Granules, Number Verified and 
Percent Complete.<br /><br />d) From 
BMGT GUI/Export Request Page to 
make sure it  should only create 
granule requests<br /><br />f) go to 
tcp.log to it  should only create 
granule requests. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
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1405 NCR 8053030:RE: ECHO-630 - RESAMPLING OPTIONS NOT BEING PASSED TO EGI 
CORRECTLY. (ECS-ECSTC-3815) 

DESCRIPTION: 
This test case details the steps needed to reproduce and confirm resolution for the absence of RESAMPLE options in the EGI query string. 
 
PRECONDITIONS: 
 

 The capabilties of the problem collection must be known and configured in a test mode (details in first step).  
 

 The tester must possess an active URS account to submit a request. 
 

 Ability to access DPL and EIL boxes needed. 
 

 Utilities: xsltproc, xmllint, AutoConfigurePump.rb 
 
 

STEPS:   
# Action Expected Result Notes 
1 In the Data Access GUI, enable the following features for the MRT 

service:<br />- Capabilities:<br /> - Projection(s): Geographic, Universal 
Transverse Mercator, Albers Equal-Area Conic, Polar Stereographic, 
Lambert Azimuthal, Sinusoidal, No Change<br /> - Format(s): HDF-EOS, 
GeoTiff, Raw Binary<br /> - Resample type(s): No Resampling, 
Degrees<br /> - Interpolation type(s): Nearest Neighbor<br /> - 
Spatial Subsetting<br /> - Band Subsetting<br />- Other configuration 
values:<br /> - Host: f5dpl01v:22500 <br /> - Endpoint: 
/usr/ecs/DEV06/CUSTOM/WWW/DPL/MRT/MrtToolAdapter<br /> - 
Request Type: Sync<br /> - Max Async Jobs: 1<br /> - Max Sync Jobs: 1<br 
/> - Timeout: 30<br /><br />Enable HEG and MRT processing for any 
collection (AE_Ocean.002 or MOD10A1.005 recommended.) Confirm the 
inclusion of the MRT configuration values in the respective capabilities 
document. 

&lt;SubsetAgent 
id=&quot;MRT&quot; 
spatialSubsetting=&quot;true&quot; 
temporalSubsetting=&quot;false&quot
; 
type=&quot;synchronous&quot;&gt;<
br />            &lt;SubsetVariables&gt; . 
. . &lt;/SubsetVariables&gt;<br />          
&lt;Formats&gt;<br />                
&lt;Format 
value=&quot;GenBin&quot; 
label=&quot;Generic Binary (.hdr 
Labelled)&quot; /&gt;<br />                
&lt;Format value=&quot;HDF-
EOS&quot; label=&quot;HDF-
EOS&quot; /&gt;<br />                
&lt;Format 
value=&quot;GeoTIFF&quot; 
label=&quot;GeoTIFF&quot; 
/&gt;<br />            
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# Action Expected Result Notes 
&lt;/Formats&gt;<br />            
&lt;Projections&gt;<br />                
&lt;Projection 
value=&quot;NO_CHANGE&quot; 
label=&quot;No Change&quot; 
ResampleDimension=&quot;NO_RES
AMPLING, DEGREES&quot; 
/&gt;<br />                &lt;Projection 
value=&quot;POLAR 
STEREOGRAPHIC&quot; 
label=&quot;Polar 
Stereographic&quot; 
ResampleDimension=&quot;NO_RES
AMPLING, DEGREES&quot;&gt;<br 
/>            .<br />            .<br />            
.<br />            
&lt;ResampleDimensions&gt;<br />      
&lt;ResampleDimension 
value=&quot;NO_RESAMPLING&q
uot; label=&quot;No 
Resampling&quot; 
min=&quot;0.0&quot; 
max=&quot;0.0&quot; 
units=&quot;none&quot; 
datatype=&quot;xs:double&quot; 
/&gt;<br />                
&lt;ResampleDimension 
value=&quot;DEGREES&quot; 
label=&quot;Decimal Degrees&quot; 
min=&quot;0.0&quot; 
max=&quot;180.0&quot; 
units=&quot;degrees&quot; 
datatype=&quot;xs:double&quot; 
/&gt;<br />            
&lt;/ResampleDimensions&gt; 

2 Generate the appropriate forms (changing 'orderFlag' as needed):<br />1) 
xsltproc --stringparam orderFlag N --stringparam RESTFlag N -output 
&lt;OLD_FORM.XML&gt; &lt;OLD_STYLESHEET.XSL&gt; 
&lt;CAPABILITIES_DOCUMENT.XML&gt;<br />2) xsltproc --

OLD_FORM.XML should resemble 
the problematic form.<br 
/>NEW_FORM.XML should show 
the latest stylesheet updates. 
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# Action Expected Result Notes 
stringparam orderFlag N --stringparam RESTFlag N -output 
&lt;NEW_FORM.XML&gt; &lt;NEW_STYLESHEET.XSL&gt; 
&lt;CAPABILITIES_DOCUMENT.XML&gt; 

3 Upload the  forms using PUMP, MMT, or AutoConfigurePump.rb:<br 
/>AutoConfigurePump.rb --echo-domain TB --output-dir 
&lt;OUTPUT_DIR&gt; --use-token &lt;TOKEN_FILE.XML&gt; --upload-
form &lt;OLD_FORM.XML&gt; --replace --debug-level 3 --collections 
AE_Ocean.002 MOD10A1.005 --associate-service EDF_DEV06 EOSDIS 
Service Implementation --services 

Confirm successful option definition 
and option assignment in the log 
file.<br /><br />ESI/XML-based 
upload summary:<br /><br /> # | 
ESDT        | TYPE    | DELETE_OK | 
FORM_SRC             | ADD_OK | 
ASSIGN_OK | VIRTUAL_TAG | 
DURATION<br />---+-------------+----
-----+-----------+----------------------+---
-----+-----------+-------------+----------
<br /> 0 | MOD10A1.006 | SERVICE | 
false     | http://f5dpl01v.e... | true   | 
true      | ENABLED     | 00:02:21<br 
/><br />Total time elapsed: 00:02:21 

If testing forms with 
Earthdata Search Client 
(EDSC), all forms can be 
uploaded, then tested 
individually. If testing with 
Reverb, each form must be 
tested before the next one 
can be uploaded. 

4 In EDSC (or Reverb), submit a request with the following values:<br />- 
SUBAGENT: MRT<br />- FORMAT: GEOTIFF<br />- PROJECTION: 
GEOGRAPHIC<br />- RESAMPLE TYPE: DECIMAL DEGREES<br />- 
INTERPOLATION: NEAREST NEIGHBOR<br /><br />Copy the submit 
page URL, which will be used to search the EGI log file. 

It doesn't matter if the request 
completes successfully. 

 

5 View the log file:<br />- Copy the current URL: ex. 
https://search.sit.earthdata.nasa.gov/data/retrieve/4403206915<br />- Execute 
the following command on a *eil01* machine:<br />&gt; grep 
https://search.sit.earthdata.nasa.gov/data/retrieve/4403206915 
/usr/ecs/&lt;MODE&gt;/CUSTOM/logs/*Egi*debug*<br /><br />- Confirm 
the absence of the resample arguments in the query string (ex. 
RESAMPLE=[DEGREES:Native]) 

04.14.2016 17:24:47.246 : Thread ID 
[543] : INFORMATION : 
RequestResource.postResponse 
parameters: {FORMAT=[GEO], 
EMAIL=[michael.a.brown-
2@nasa.gov], CLIENT=[ESI], 
INTERPOLATION=[NN], 
SUBAGENT_ID=[MRT], 
PROJECTION=[GEOGRAPHIC_MR
T], INCLUDE_META=[N], 
FILE_IDS=[SC:AE_Ocean.002:79283
,SC:AE_Ocean.002:79282], 
CLIENT_STRING=[To view the 
status of your request, please see: 
https://search.sit.earthdata.nasa.gov/da
ta/retrieve/4403206915], 
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# Action Expected Result Notes 
SUBSET_DATA_LAYERS=[/MOD1
3Q1], REQUEST_MODE=[async], 
PROJECTION_PARAMETERS=[Dat
um2:No Datum]} 

6 Upload the new form and repeat the request.   
7 View the log file:<br />- Copy the current URL: ex. 

https://search.sit.earthdata.nasa.gov/data/retrieve/4403206915<br />- Execute 
the following command on a *eil01* machine:<br />&gt; grep 
https://search.sit.earthdata.nasa.gov/data/retrieve/4403206915 
/usr/ecs/&lt;MODE&gt;/CUSTOM/logs/*Egi*debug*<br /><br />- Confirm 
the appearance of the resample arguments in the query string (ex. 
RESAMPLE=[DEGREES:Native]) 

04.14.2016 17:24:47.246 : Thread ID 
[543] : INFORMATION : 
RequestResource.postResponse 
parameters: {FORMAT=[GEO], 
EMAIL=[michael.a.brown-
2@nasa.gov], CLIENT=[ESI], 
INTERPOLATION=[NN], 
SUBAGENT_ID=[MRT], 
PROJECTION=[GEOGRAPHIC_MR
T], INCLUDE_META=[N], 
RESAMPLE=[DEGREES:Native], 
FILE_IDS=[SC:AE_Ocean.002:79283
,SC:AE_Ocean.002:79282], 
CLIENT_STRING=[To view the 
status of your request, please see: 
https://search.sit.earthdata.nasa.gov/da
ta/retrieve/4403206915], 
SUBSET_DATA_LAYERS=[/MOD1
3Q1], REQUEST_MODE=[async], 
PROJECTION_PARAMETERS=[Dat
um2:No Datum]} 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
The EGI log file should show two query strings: one without RESAMPLE options, and one with them. 
 

1406 OPENDAP SERVICE TEST (ECS-ECSTC-3816) 

DESCRIPTION: 
Test the Opendap Service as a Tool Adapter for DataAccess. The Opendap Service is used for reformatting to ASCII, NetCDF3, and NetCDF4-classic 
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PRECONDITIONS: 
OPENDAP Service configured in the DataAccessGUI for the mode you are working in. 
 
The parameters should be similar to what is listed below: 
 
Service Name: OPENDAP 
 
Description: Opendap Service 
 
Formats: ASCII, NetCDF-3, NetCDF4-classic 
 
Request Type: both 
 
Max Jobs: 10 for each 
 
Timeout: 360 
 
Enable Band Subsetting: checked 
 
Host: f5dpl01v 
 
URL: http://f5dpl01v:22500/OpendapService<_MODE> 
 
For help with configuring this service in DataAccessGUI, please see the DataAccessGUI 609 
 
  
 
Run Test Case 1416 Configure OPENDAP collection - configure single collection with multiple formats. You can choose any collection such as MOD10A1.005. 
 
For the collections/granules you will be working with. Also make sure the Opendap Service  is enabled for the collection you are working with in the Data 
Access GUI. To enable the collection, Open the DataAccess GUI, find your collection and expand the folder. Make sure "OPENDAP" is not greyed out. If it is, 
right click on it and enable it. 
 
  
 
Also need access to the OPeNDAP url ie http://f5dpl01v/opendap/ 
 
 or for the mode you are in ie http://f5dpl01v/opendap/<MODE>/ 
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DataAccessGUI url http://f5dpl01v:22500/DataAccessGUI<_MODE> 
 
  
 
ESI inventory url http://f5dpl01v:22500/esi<_MODE>/inventory 
 
  
 
Knowledge on how to submit an EGI request 
 
STEPS:   
# Action Expected Result Notes 
1 Find a granule from the collection enabled for OPENDAP Service. Also find 

the location of its corresponsding science file. You can use the ESI Inventory 
to find granule if needed. Navigate your browser to 
&quot;http://f5eil01v:22500/esi&lt;_MODE&gt;/inventory&quot; and 
choose the collection you configured in the preconditions. You can use the 
&quot;granule info&quot; link to get the location of the science file. 

Have a granule/granule id and location 
of its science file. 

 

2 Request the granule via EGI using the OPENDAP Service for the ASCII 
format. Download the result from ESIR 

Output file in the appropriate format.  

3 Use OPENDAP url to navigate to the science file for the granule. Requst the 
granule via the OPENDAP url with the same format. 

Output file in the appropriate format.  

4 Compare the 2 output files from step 2 and 3. Make sure they match. You can 
run a diff command on them and make sure no Errors are returned. 
&quot;diff &lt;file1&gt; &lt;file2&gt;&quot; 

The 2 output files are the same.  

5 Repeat steps 2 -4 with formats NetCDF3 and NetCDF4-classic. Outputs match  
6 Repeat steps 2-4 with Band Subsetting in steps 2 and 3. Outputs match.  
7 Repeat steps 2-4 with Band Subsetting and a 

[&lt;start&gt;:&lt;stride&gt;:&lt;stop&gt;] entered for step 2. (May need to 
directly enter using an EGI URL ie 
http://f5eil01v/egi/request?FILE_IDS=12345&amp;SUBAGENT_ID=OPEN
DAP&amp;FORMAT=ASCII&amp;DATA_SUBSET_LAYER=Position_in
_Orbit[1:1:10]...). Use the same start, stride, and stop for step 3. 

Outputs match.  
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TEST DATA: 
 
EXPECTED RESULTS: 
Output file with the same results as if called via OPeNDAP directly 
 

1407 FTPPULL REQUEST FOR LANCE NRT DATA (ECS-ECSTC-3817) 

DESCRIPTION: 
ASDC Lance NRT data test case for OMS orders.  
 
These granlues need to be downloaded using HTTP with URS authentication. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>FtpPull Request</i>  #comment 
2 Submit an FtpPull request for multiple granules, using the Spatial 

Subscription GUI, EWOC client, or the acquire utility. 
  

3 <i>https://search.sit.earthdata.nasa.gov/data/configure?p=C1000001257-
DEV08&amp;m=-
34.113309565950686!41.752827793632775!1!1!0!0%2C2&amp;tl=1447004
580!4!!&amp;q=+DEV08+NRT&amp;sgd=G1000007588-
DEV08&amp;back=%2Fsearch%2Fgranules</i> 

 #comment 

4 Verify the request shows up on the OMS GUI Distribution Requests Page and 
the information is correct. 

  

5 Verify the “Request Status” column proceeds from Queued to Shipped.   
6 Verify the IsOrderOnly flag is appropriately changed from NULL to B then 

back to NULL for public granules in the order or from H to Y then back to H 
for hidden granules in the order. 

  

7 Verify the appropriate granule files are available for download from the 
HTTP server and that other request directories are not visible. 

  

8 Verify DN emails are sent to the user specified in the request.   

 
 
TEST DATA: 
Any current data type 
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EXPECTED RESULTS: 
 

1408 NCR8052088 - EMS EXPORTS NEED TO DISTINGUISH LANCE ACTIVITY -  TEST 
INSTRUCTIONS (ECS-ECSTC-3818) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>Testing Instructions:</i>  #comment 
2 <i>Design Summary:</i>  #comment 
3 <i>1. LANCE data are reported separately from the non-LANCE data under a 

different provider(reflected in the flt filename) .</i> 
 #comment 

4 <i>2. LANCE data contains no ancillary granules so all the browse, qa, ph, 
hdf_map data are reported in the non-LANCE report.</i> 

 #comment 

5 <i>3. LANCE data can only be reported if LANCEPROVIDER is present in 
EcDbEMSdataExtractor.CFG and the value is different from 
PROVIDER.</i> 

 #comment 

6 <i>If LANCEPROVIDER is present in the config file and there aren't any 
LANCE data in the database, empty LANCE flt files will be generated.</i> 

 #comment 

7 <i>If LANCEPROVIDER is missing in the config file and there ARE 
LANCE data in the database, no LANCE flt files will be generated.</i> 

 #comment 

8 <i>4. There are some rare cases when CollectionDataType is not available in 
AmCollection because the ESDT has been removed, or the granules have</i> 

 #comment 

9 <i>been removed. In which case the data will be reported in the non-LANCE 
data report.</i> 

 #comment 

10 <i>General testing:</i>  #comment 
11 <i>Case1. LANCEPROVIDER is absent(or has no value) from 

/usr/ecs/&lt;mode&gt;/CUSTOM/cfg/EcDbEMSdataExtractor.CFG</i> 
 #comment 

12 <i>This is the case when everything should behave the same as baseline 
code.</i> 

 #comment 

13 1. Run the new version of the script for all extract types. 2. Verify that there aren't any LANCE 
flt files generated.<br /> 
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# Action Expected Result Notes 
14 <i>Case2. LANCEPROVIDER is present (and contains value) in the 

/usr/ecs/&lt;mode&gt;/CUSTOM/cfg/EcDbEMSdataExtractor.CFG</i> 
 #comment 

15 1. assign it to the same value as PROVIDER Run the script and verify the script 
exits with error stating 
LANCEPROVIDER needs to be 
different from PROVIDER. 

 

16 2. assign it to a different value from PROVIDER<br /> +  Run the script for 
all extract types and verify that both LANCE and Non-LANCE flt(the 
filenames contain the value of LANCEPROVIDER in the cfg file) files are 
generated, for each extract type. Some or all of them might be empty.<br /> 

  

17 <i>Detailed testing:</i>  #comment 
18 <i>Assumption:</i>  #comment 
19 <i>1. LANCEPROVIDER contains different value from PROVIDER in the 

config file.</i> 
 #comment 

20 <i>2. LANCE data is available in the database for the mode.</i>  #comment 
21 <i>Testing steps:</i>  #comment 
22 <i>Perform the following activities on both LANCE and non-LANCE data. 

Run the associated rollup scripts to capture the activities in the logs and 
populate them in the database.</i> 

 #comment 

23 <i>Run EMS script to generate the reports. Verify both LANCE and non-
LANCE *flt files are generated, for each extract type and the contents are</i> 

 #comment 

24 <i>correct.</i>  #comment 
25 1. FTP and HTTP download (*DistFTP_*DataPool*.flt is generated)   
26 2. DataAccess HTTP transfer (*DistHTTP_*.flt is generated) This is only for non LANCE (non-

MISR NRT) ESDTs 
 

27 3. OMS orders (scp, ftppush, 
ftppull)(*DistFTP_*&lt;Scp|FtpPull|FtpPush&gt;.flt is generated) 

  

28 4. ESDT installed (*searchExp*.flt is generated)   
29 5. Granules DFAed (*ArchDel*.flt is generated)   
30 6. Granules Ingested (*_Ing_*.flt is generated)   
31 7. Collection Installed/Updated (*_Meta_*.flt is generated)   
32 8. Granules Ingested/updated (*Arch_*.flt is generated)<br /><br />   

 
 
TEST DATA: 
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EXPECTED RESULTS: 
 

1409 CONFIGURE OPENDAP COLLECTION - CONFIGURE ALL COLLECTIONS IN THE MODE 
INCLUDING THEIR BANDS (ECS-ECSTC-3819) 

DESCRIPTION: 
Run the EcDlDaOpendapColFmtCfgStart utility to configure all formats for all collection. The utility will populate the AmDa datatables with the appropriate 
formats for the all collections which work with OPeNDAP.  Test the Opendap Service as a Tool Adapter for DataAccess. The Opendap Service is used for 
reformatting to ASCII, NetCDF3, and NetCDF4-CF 
 
PRECONDITIONS: 
Choose a mode where you can configure all collections in the mode for OPeNDAP. Right now the plan is to do this in EDF DEV02. 
 
OPENDAP Serviceshould be configured in the DataAccessGUI for the mode you are working in. 
 
The parameters should be similar to what is listed below: 
 
Service Name: OPENDAP 
 
Description: Opendap Service 
 
Formats: ASCII, NetCDF-3, NetCDF4-classic 
 
Request Type: both 
 
Max Jobs: 40 for each 
 
Timeout: 360 
 
Enable Band Subsetting: checked 
 
Host: f5dpl01v 
 
URL: http://f5dpl01v:22500/OpendapService_DEV02 
 
For help with configuring this service in DataAccessGUI, please see the DataAccessGUI 609 
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Also need access to the OPeNDAP url ie http://f5dpl01v/opendap/ 
 
 or for the mode you are in ie http://f5dpl01v/opendap/<MODE>/ 
 
  
 
DataAccessGUI url http://f5dpl01v:22500/DataAccessGUI<_MODE> 
 
  
 
ESI inventory url http://f5dpl01v:22500/esi<_MODE>/inventory 
 
  
 
Knowledge on how to submit an EGI request 
 
STEPS:   
# Action Expected Result Notes 
1 Login to f5dpl01v host as cmshared. <br />cd 

/usr/ecs/DEV02/CUSTOM/utilities 
  

2 ./EcDlDaOpendapColFmtCfgStart --mode DEV02 -s f4dbl03 -p 5430 --
timeout 600<br /><br />(This step may take a couple of hours) 

-- Log file gets created in 
/usr/ecs/DEV02/CUSTOM/logs/Open
dapMatrix.&lt;YYYYMMDDHHMM
SS&gt;.log<br />-- output file 
generated in 
/usr/ecs/DEV02/CUSTOM/data/DPL/
OpendapMatrix.&lt;YYYYMMDDH
HMMSS&gt;.out containing the result 
of the opendap conversions.<br />-- 
Result data set gets created in 
/usr/ecs/DEV02/CUSTOM/data/DPL/
OPENDAP/&lt;granuleid&gt;.dods<b
r />-- Granule log file gets created in 
/usr/ecs/DEV02/CUSTOM/data/DPL/
OPENDAP_OUT/&lt;granuleid&gt;_l
og.out<br />-- AIM database tables are 
populated with correct entries for 
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# Action Expected Result Notes 
collections with the appropriate 
formats enabled 

3 tail -f /usr/ecs/DEV07/CUSTOM/data/DPL<br />vi 
OpendapMatrix.&lt;YYYYMMDDHHMMSS&gt;.out<br /><br />The end 
should have a summary report. 

Report:<br />------------------------------
--------------------<br />Datafiles 
processed successfully:            200<br 
/>Datafiles processed with errors:           
38<br />Datafiles with unknown 
location:             0<br />Collections 
processed successfully:          0<br 
/>Collections processed with errors:       
22<br />Collections skipped:                  
0<br />Total files processed:                   
238<br />Total collections processed:    
238<br />Total time for matrix 
generation:            3hr 0min<br />Exit 
successful. 

 

4 Configure the bands of each collection using the following URL<br 
/>http://f5dpl01v.edn.ecs.nasa.gov:22500/DataAccessGui_DEV02/config/dat
asetService/dataObjects/HEG/&lt;shortname.versionid&gt;<br /> 

Results for each collection should 
show something similar to the 
following:<br /><br />{<br />  status : 
&quot;success&quot;,<br />  
collections_processed : [ 
&quot;AE_DySno.002&quot; ],<br />  
results : [ {<br />    dataObjectName : 
&quot;Northern 
Hemisphere:Flags_NorthernDaily&qu
ot;,<br />    bandName : null,<br />    
dim4Name : null<br />  }, {<br />    
dataObjectName : &quot;Northern 
Hemisphere:SWE_NorthernDaily&qu
ot;,<br />    bandName : null,<br />    
dim4Name : null<br />  }, {<br />    
dataObjectName : &quot;Southern 
Hemisphere:Flags_SouthernDaily&qu
ot;,<br />    bandName : null,<br />    
dim4Name : null<br />  }, {<br />    
dataObjectName : &quot;Southern 
Hemisphere:SWE_SouthernDaily&qu
ot;,<br />    bandName : null,<br />    
dim4Name : null<br />  } ],<br />  
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# Action Expected Result Notes 
messages : []<br />}<br /> 

5 Find 5 different granules from the collections configured for OPENDAP 
Service. Also find the location of its corresponsding science file. You can use 
the ESI Inventory to find granule if needed. Navigate your browser to 
&quot;http://f5eil01v:22500/esi&lt;_MODE&gt;/inventory&quot; and 
choose the collection you configured in the preconditions. You can use the 
&quot;granule info&quot; link to get the location of the science file. 

Have a granule/granule id and location 
of its science file. 

 

6 Enable the OPENDAP Service for these collections in the DataAccess GUI. 
To enable the collection, Open the DataAccess GUI, find the collections and 
expand the folder. Make sure &quot;OPENDAP&quot; is not greyed out. If it 
is, right click on it and enable it. 

Collection enabled for OPENDAP 
processing in GUI 

 

7 Request the granules via EGI using the OPENDAP Service for the any of the 
supported formats. You may also try requesting with some granules with just 
specific bands enabled. Try to request all 5 granules simultaneously. When 
they are complete download the products from ESIR. 

Output files in the appropriate format.  

8 Use OPENDAP url to navigate to the science file for the granule. Reqeust the 
granule via the OPENDAP url with the same format. 

Output files in the appropriate format.  

9 Compare the 2 output files from step 2 and 3. Make sure they match. You can 
run a diff command on them and make sure no Errors are returned. 
&quot;diff &lt;file1&gt; &lt;file2&gt;&quot; 

The 2 output files are the same.  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
Data tables in the data access table set will be populated with appropriate formats for Opendap. All bands for the collections which have opendap as a service 
will be populated as well. Output files with the same results as if called via OPeNDAP directly. 
 

1410 END OT END TEST FOR AST_L1T VIRTUAL PRODUCTS (ECS-ECSTC-3820) 

DESCRIPTION: 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1411 NCR 8053124:SERVICE FORM FOR AST_L1T NEEDS TO SUPPORT HEG AND FRI SERVICES 
(ECS-ECSTC-3821) 

DESCRIPTION: 
Verify the correctness of outputs from HEG processing and preestablished FRI service using AST_L1T granules. 
 
PRECONDITIONS: 
Latest version of AST_L1T.003.CUSTOM.ORD.xml and AST_L1T.003.CUSTOM.SRV.xml are available in readable directories. 
 
Have access to datapool output directories and a working Earthdata Login (EDL) account. 
 
STEPS:   
# Action Expected Result Notes 
1 Upload custom forms from the mode to CMR. <br 

/>/usr/ecs/&lt;MODE&gt;/CUSTOM/data/DPL/AST_L1T.003.ORD.xml<br 
/>/usr/ecs/&lt;MODE&gt;/CUSTOM/data/DPL/AST_L1T.003.SRV.xml<br 
/><br />/usr/ecs/&lt;MODE&gt;/CUSTOM/utilities/AutoConfigurePump.rb -
-echo-domain &lt;ECHO_DOMAIN&gt; --output-dir 
&lt;WRITABLE_DIR&gt; --use-token &lt;TOKEN_XML&gt; --upload-
form &lt;ORDER_FORM&gt; --debug-level 3 --collections AST_L1T.003 --
orders<br /><br 
/>/usr/ecs/&lt;MODE&gt;/CUSTOM/utilities/AutoConfigurePump.rb --echo-
domain &lt;ECHO_DOMAIN&gt; --output-dir &lt;WRITABLE_DIR&gt; --
use-token &lt;TOKEN_XML&gt; --upload-form &lt;SERVICE_FORM&gt; 
--debug-level 3 --collections AST_L1T.003 --services 

The output of AutoConfigurePump.rb 
will show success (or failure) for each 
upload performed in a small table. 
Look for the string &quot;true&quot; 
in the columns 'ADD_OK' and 
'ASSIGN_OK'.<br /><br />Once 
uploaded successfully, the forms will 
show up after the CMR cache refresh, 
which occurs at the beginning of each 
hour. 

 

2 Visit Earthdata Search Client (EDSC) at https://search.sit.earthdata.nasa.gov/ 
(for testbed), https://search.uat.earthdata.nasa.gov/ (for partner-test), or 
https://search.earthdata.nasa.gov/ (for operations).<br /><br />Search for 
&quot;AST_L1T &lt;PROVIDER&gt;&quot;, where PROVIDER is the 

A small number of collections should 
appear, all with the shortname 
&quot;AST_L1T&quot;. Choose 
version 3 (may appear as 
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# Action Expected Result Notes 
same provider to which forms were uploaded. &quot;V003&quot;) and 

&quot;Retrieve Collection 
Data&quot;. 

3 For FRI service, request each type of Full Resolution Browse (FRB) image 
separately. Perform these requests for both orders and services.<br /><br 
/>For HEG service, request reformatting, spatial subsetting, reprojection, and 
parameter subsetting operations. Perform these requests for both orders and 
services.<br /><br />(Use the &quot;Add Access Method&quot; button in the 
bottom left corner to perform multiple requests simultaneously.) 

Four sets of outputs--{(HEG, order), 
(HEG, service), (FRI, order), (FRI, 
service)} 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
Four sets of outputs--{(HEG, order), (HEG, service), (FRI, order), (FRI, service)} 
 

1412 EMS ECDBEMSDATAEXTRACTOR.PL SIMPLIFICATION TEST (ECS-ECSTC-3822) 

DESCRIPTION: 
EMS EcDbEMSdataExtractor.pl was rewritten for NCR 8053099 to simplify the code.  As a consequence, many parts of the code, need to be retested. 
 
PRECONDITIONS: 
There are data available to be reported in the database. 
 
STEPS:   
# Action Expected Result Notes 
1 <i></i>  #comment 
2 <i>PrintUsage test</i>  #comment 
3 Run the EcDbEMSdataExtractor.pl without any argument. Verify the detailed usage instruction is 

printed on the screen.<br /> 
 

4 <i>Check script running test</i>  #comment 
5 Try to run two EcDbEMSdataExtractor.pl at the same time, for the same 

mode. 
Verify that the new one exits with 
&quot;EcDbEMSdataExtractor.pl is 
already running. Exiting.&quot; msg 
on the screen.<br /> 

 

6 <i>Config parameter validation test</i>  #comment 



 

3536 
 

# Action Expected Result Notes 
7 Run with some of the parameters in the config file removed. Verify the script exits with log 

showing &quot;Missing the following 
parameters&quot; 

 

8 <i>Note: PROVIDER and LANCEPROVIDER could be missing without 
issue. just can't be missing together - see ExtractReport test below.</i> 

 #comment 

9 <i>. 'default' over 'override' Execution Mode test</i>  #comment 
10 a. Run without dates being specified Verify that the executionmode in 

newly inserted rows in 
EcEMSextractRecord table is 'default' 

 

11 b. Run with dates being specified verify that the executionmode in 
newly inserted rows in 
EcEMSextractRecord table is 
'override' 

 

12 c. Run with dates being specified and with -initial verify that the executionmode in 
newly inserted rows in 
EcEMSextractRecord table is 
'default'<br /> 

 

13 <i>Extract Report test</i>  #comment 
14 a. Run with and without PROVIDER/LANCEPROVIDER being configured, 

and with dates specified 
Verify that the reports of non-
LANCE/LANCE are generated when 
the corresponding provider is 
configured and not generated when the 
corresponding provider is not 
configured. 

 

15 b. Run with PROVIDER and LANCEPROVIDER set to the same value, and 
run with PROVIDER and LANCEPROVIDER both not configured in the 
config file. 

Verify that the script exits with log 
showing &quot;ERROR: 
LANCEPROVIDER and PROVIDER 
can't contain the same value in the 
config, including both are not 
defined.&quot; 

 

16 c. Run with and without -extracttype option, and with dates specified. Verify that only the extracttype 
specified is processed when -
extracttype is specified<br />Verify 
that all extracttypes are processed 
when -extracttype is not specified.<br 
/>(specifically verify that both 
*DistHTTP*DataPool* and 
*DistFTP*DataPool* are 
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# Action Expected Result Notes 
generated.)<br /> 

17 <i>Date related test</i>  #comment 
18 a. Run with -enddate without -startdate Verify in the log that it shows 

&quot;ERROR: End date without start 
date.&quot; 

 

19 b. Run with -startdate value bigger or equal to -enddate Verify in the log that it shows 
&quot;ERROR: End date &lt;= start 
date&quot; 

 

20 c. Run with invalid date Verify that it exits with invalid date 
message on the screen. 

 

21 d. Run with fraction of date Verify that on the screen it shows 
&quot;ERROR: Date cannot include 
non zero hours, minutes, or 
seconds&quot; 

 

22 e. Run with -override option with any of the -startdate, -enddate or -
extracttype missing. 

Verify that in the log it shows 
&quot;when parameter OVERRIDE 
used  STARTDATE, ENDDATE, and 
EXTRACTTYPE are required&quot; 

 

23 f. Run with -enddate option with the value being today or later than today. Verify that in the log it shows 
&quot;ERROR: End date &gt;= 
TODAYSDATE. It needs to be be less 
than today's date to ensure full day 
coverage and prevent generating 
reports for future dates&quot; 

 

24 g. Run with LAG configured to be &gt; 0 in the config Verify that in the log it shows 
&quot;ERROR: LAG value in the 
config needs to be less than 0 to 
prevent generating reports for future 
dates&quot; 

 

25 h. Run with -override option, together with -startdate, -enddate and 
extracttype that covers more than one day. 

Verify that only one report is 
generated for each 
provder/extracttype/mediatype combo, 
that covers the whole time period. 

 

26 i. Run without -override option, together with -startdate, -enddate and 
extracttype that covers more than one day. 

Verify that multiple reporta are 
generated for each 
provder/extracttype/mediatype combo, 
each covers one day. 
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# Action Expected Result Notes 
27 j. Try passing in different format of date when testing the above:  i.e. July 7 

2016; 20160707; 07/07/2016. 
Verify that the script can accept 
different format for the dates. 

 

28 k. Look for a past date when the daylight saving time ended. Run with a 
period that covers the date, without using the override mode. 

Verify that the script runs successfully 
without getting stuck on the date.<br 
/><br /> 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
The purpose of the ncr is to simplify the code, not to change the functionality, therefore, the expected results should be largely the same as the old script, except 
for a few cases where some bugs are fixed and they are documented in the NCR.  
 

1413 ECDLROLLUPWUFTPLOGS.PL SHOULD ALLOW ROLLUPS OF MULTIPLE HOSTS (ECS-
ECSTC-3823) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i>First verify that both DlGranuleAccess and DlAccessRollup contain the 

accessHost Column and<br />    they are both populated with the right ftp and 
http rollup hostnames.</i> 

 #comment 

2 Do some ftp and http downloads   
3 Run ftp and http rollups for the date that covers the downloads on a ftp host - 

host1 
Verify that the date range is inserted 
into DlAccessRollup table with the 
accessHost being host1 

 

4 Run ftp and http rollups again for the same date range, on the same host Verify that the rollup script will 
prompt that the date range has been 
covered and if you want to 
continue.<br />    Verify that if you 
choose to continue, the script 
reporcess the period and reinsert the 
same date range to the 
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# Action Expected Result Notes 
DlAccessRollup.<br />    Verify that if 
you choose not to continue, the script 
will exit without reprocessing the 
period. 

5 Run ftp rollup again for the same date range, but on a different ftp host - 
host2 

Verify that it can process successfully 
and the date range is inserted into 
DlAccessRollup table with accessHost 
being host2 

 

6 Run ftp rollup again for the same date range, on host2 Verify that the rollup script will 
prompt that the date range has been 
covered and if you want to continue. 
<br />  Choose &quot;Yes&quot; and 
verify that the period is reprocessed on 
host2 and the row inserted for host1 is 
untouched. 

 

7 Run EMS extractor to extract the records for the period ftp and http 
downloads happened. 

Verify that the activities on both host1 
and host2 are combined in the report 
for the same date. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1414 ECDLCLEANUPFILESONDISK SHOULD LOG STDERR (ECS-ECSTC-3824) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i></i>  #comment 
2 Cause some stderr (unrelated to find command) while running the 

EcDlCleanupFilesOnDisk utility. 
Verify that the errors are logged in the 
EcDlCleanupFilesOnDisk.log, as well 
as printed on the screen. 

 



 

3540 
 

# Action Expected Result Notes 
3 Cause some stderr that's related to the find command while running the 

EcDlCleanupFilesOnDisk utility. 
Verify that the errors are logged in the 
EcDlCleanupFilesOnDisk.log, as well 
as in the 
*/workihngdata/StdErrFileForFindCo
mmand* 

 

4 Remove the stderr condition for the find command Verify that no 
*/workihngdata/StdErrFileForFindCo
mmand* file is created. i.e. there 
shouldn't be any empty files.<br /><br 
/> 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1415 ECDLCLEANUPFILESONDISK SHOULD REMOVE EMPTY LINKED DATE DIRECTORIES 
AFTER REMOVING ALL THE FILES IN THEM. (ECS-ECSTC-3825) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <i></i>  #comment 
2 <i>This problem occurred due to split collection functionaility.</i>  #comment 
3 <i>Now the date directories can be linked directories, we need to delete the 

real directory</i> 
 #comment 

4 <i>the link points to, if it's empty. After the real directory is deleted, we'll 
need to delete the linked directory as well.</i> 

 #comment 

5 Either find or create a empty linked date directory that's linked to a real date 
directory; create a dummy file and change the date to make it really old so 
that 

  

6 the cleanupfilesondisk will remove the file. Verify that after CleanupFilesOnDisk  
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# Action Expected Result Notes 
cleanup the dummy file, it removes 
the empty real date directory, as well 
as the empty linked date directory. 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1416 SFTP POLLING, TRANSFERS, AND NOTIFICATION (ECS-ECSTC-3826) 

DESCRIPTION: 
Verifies successful Ingest is possible using SFTP as the transferring mechanism. 
 
PRECONDITIONS: 
Test data and PDR files for testing are available, the NODE_NAME in the PDR should be the host address used to configure SFTP host. 
 
STEPS:   
# Action Expected Result Notes 
1 Description and Objectives: Verifies successful Ingest is possible using SFTP 

as the transferring mechanism. 
  

2 <i>Section: SFTP Polling, Transfers, and Notification<br />The Notification 
host, Polling Host, PDR NODE_NAME should point to the transfer host 
address.</i> 

 #comment 

3 Configure or use an existing SFTP Transfer Host<br />(Ingest Test Case: Use 
the DPL Ingest GUI to configure Remote Transfer Hosts) 

Host is available on IngestGUI -&gt; 
Configuration-&gt;Transfer Hosts -
&gt; Existing SFTP Hosts 

 

4 <i>[SFTP ingest provider is authenticated with username/password]</i>  #comment 
5 Configure or use an existing provider with Transfer Type configured to 

SFTP.  Use an account which requires password for ssh authentication to 
SFTP host, e.g. ins (get password from lab leads)<br />(Ingest Test Case: Use 
the DPL Ingest GUI to configure Data Providers) 

Configured provider is available on 
IngestGUI-&gt;Configuration-
&gt;Providers 

 

6 Configure Notification Method to &quot;Email and SFTP&quot; for the 
provider.  The PAN (Product Availability Notice) directory should be 
accessible by the SFTP host (write permissions for configured user).  Use the 
same user account for the provider from previous step. 

IngestGUI-&gt;Configuration-
&gt;Providers, configured provider 
has the Notification Method 
&quot;EMAILSFTP&quot; 
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# Action Expected Result Notes 
7 Add a SFTP polling location or use existing one.  The polling location 

directory should be accessible by the SFTP host.<br />(Ingest Test Case: Use 
the DPL Ingest GUI to configure Polling Locations) 

IngestGUI-&gt;Configuration-
&gt;Providers, click the configured 
provider, the configured polling 
location is listed. 

 

8 Prepare a PDR for SFTP Ingest. The 'NODE_NAME' inside the PDR should 
match the host address of the SFTP transfer host (e.g. f5eil01v, f5dpl01v, 
t1inl02.vatc.ecs.nasa.gov).  The data and metadata files inside the PDR must 
be accessible from the SFTP host. 

PDR and data are accessible from the 
SFTP host. 

 

9 Place a PDR in the polling location and verify that an ingest request is created 
for that PDR within the configured polling interval. 

New ingest request shows up.  Ingest 
GUI-&gt;Monitoring-&gt;Request 
Status 

 

10 Verify the PDR file is transferred with SFTP transfer method. Locate the EcDlFtpService log file in 
configured host (see 
EcDlInPollingService.CFG config 
parameter FtpServiceHost) 
/usr/ecs/&lt;mode&gt;/CUSTOM/logs
/EcDlFtpServiceDebug.log<br />grep 
&lt;PDR filename&gt; 
EcDlFtpServiceDebug.log<br />The 
PDR file is transferred using sftp 

 

11 Verify that eventually the request completes successfully Ingest GUI-&gt;Monitoring-
&gt;Request Status, request is 
successful 

 

12 Verify that each file for each granule in the request was transferred via SFTP. Locate the EcDlFtpService log file in 
each of the ECS service hosts enabled 
for file transfer, under 
/usr/ecs/&lt;mode&gt;/CUSTOM/logs
/EcDlFtpServiceDebug.log<br />grep 
&lt;filename&gt; 
EcDlFtpServiceDebug.log<br />The 
files are transferred using sftp 

 

13 Verify that a PAN file is present in the notification directory. A PAN is present in the configured 
PAN directory in the provider host. 

 

14 Verify the PAN file is transferred with SFTP transfer method. Locate the EcDlFtpService log file in 
*dpl01* host under 
/usr/ecs/&lt;mode&gt;/CUSTOM/logs
/EcDlFtpServiceDebug.log<br />grep 
&lt;filename&gt; 
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# Action Expected Result Notes 
EcDlFtpServiceDebug.log<br />The 
files are transferred using sftp 

15 Verify an email is received upon successful ingest. Email received under the configured 
notification email address. 

 

16 <i>[SFTP ingest provider is authenticated with public key]</i>  #comment 
17 Configure or use an existing provider with Transfer Type configured to 

SFTP.  Use an account which DOES NOT require password for ssh 
authentication to SFTP host, e.g. labuser, labuser's public key has been setup 
for EDF cmshared account<br />(Ingest Test Case: Use the DPL Ingest GUI 
to configure Data Providers) 

Configured provider is available on 
IngestGUI-&gt;Configuration-
&gt;Providers 

 

18 Configure Notification Method to &quot;Email and SFTP&quot; for the 
provider.  The PAN (Product Availability Notice) directory should be 
accessible by the SFTP host (write permissions for configured user).  Use the 
same user account for the provider from previous step. 

IngestGUI-&gt;Configuration-
&gt;Providers, configured provider 
has the Notification Method 
&quot;EMAILSFTP&quot; 

 

19 Prepare and submit a PDR, and verify that the request is successful, the PAN 
file is delivered and email is received. 

Ingest GUI-&gt;Monitoring-
&gt;Request Status, request is 
successful.<br />A PAN is present in 
the configured PAN directory in the 
provider host.<br />Email received 
under the configured notification 
email address. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
Data can be ingested using SFTP. 
 
  
 

1417 ESI TESTS - SMAP L1L2 - REPROJECTIONS (ECS-ECSTC-3827) 

DESCRIPTION: 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 Login as cmshared on f5oml01v and set view to AUTOTEST   
2 setenv MODE OPS   
3 cd /ecs/formal/COMMON/automation/autotest directory   
4 <i>Run each of the following SMAPL1L2 cucumber tests</i>  #comment 
5 Run<br />cucumber --profile feature_log 

features/DataAccess/esi/esi_smapl1_reprojection_geotiff.feature 
Check 
/workingdata/cucumber/OPS/&lt;featu
re file log&gt; and Verify that the 
scenario is passed. 

 

6 Run<br />cucumber --profile feature_log 
features/DataAccess/esi/esi_smapl1_reprojection_hdfeos5.feature 

Check 
/workingdata/cucumber/OPS/&lt;featu
re file log&gt; and Verify that the 
scenario is passed. 

 

7 Run<br />cucumber --profile feature_log 
features/DataAccess/esi/esi_smapl1_reprojection_netcdf4.feature 

Check 
/workingdata/cucumber/OPS/&lt;featu
re file log&gt; and Verify that the 
scenario is passed. 

 

8 Run<br />cucumber --profile feature_log 
features/DataAccess/esi/esi_smapl2_reprojection_geotiff.feature 

Check 
/workingdata/cucumber/OPS/&lt;featu
re file log&gt; and Verify that the 
scenario is passed. 

 

9 Run<br />cucumber --profile feature_log 
features/DataAccess/esi/esi_smapl2_reprojection_geotiff.feature 

Check 
/workingdata/cucumber/OPS/&lt;featu
re file log&gt; and Verify that the 
scenario is passed. 

 

10 Run<br />cucumber --profile feature_log 
features/DataAccess/esi/esi_smapl2_reprojection_geotiff.feature 

Check 
/workingdata/cucumber/OPS/&lt;featu
re file log&gt; and Verify that the 
scenario is passed. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
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1418 NCR8053020 (ECS-ECSTC-3828) 

DESCRIPTION: 
See NCR8053020 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Go to your favorite edf inventory (DEV02, DEV07)   
2 Choose a collection   
3 Click on capabilities   
4 Check Subset Agent nodes for the existance of a 'type' attribute   
5 If type attribute == 'both' then there should also exist a 

maxGransSyncRequest and a maxGransAsyncRequest attribute 
  

6 If type == 'sync' then there should only exist a maxGransSyncRequest 
attribute 

  

7 If type == 'async' then there should only exist a maxGransAsyncRequest 
attribute 

  

8 I have a script that'll do this in my directory at 
/net/origin/devdata1/chamidiz/3020/3020.py<br /><br />*You might have to 
install some special python libraries 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1419 NCR8053060 (ECS-ECSTC-3829) 

DESCRIPTION: 
NCR8053060. Request limits for sync and async requests should be enforced. 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 Go to your favorite EDF inventory (ex, DEV02)   
2 Pick a collection (with granules, such as MYD17A2.005)   
3 Click on capabilities   
4 In the SubsetAgent node make a note of the maxGransSyncRequest and/or 

the maxGransAsyncRequest attribute amounts 
  

5 Go back to the collection and click on order form   
6 To test Synchronous or Asynchronous simply click on one of the options, 

choose a tool and under additional granuleIDs insert as many granules 
ranging up to the maxGransAsyncRequest/maxGransSyncRequest amounts 
MINUS one (when you click on the order form for a granule it is included as 
one) 

  

7 Submit your request then submit POST to egi You should get back proper response 
without an error saying 
&quot;Number of granules requested 
exceed the limit...&quot; 

 

8 Now do the same thing but this time put more granules than the 
maxGransAsyncRequest/maxGransSyncRequest amounts 

  

9 Submit your request then submit POST to egi You should get back an error response 
saying &quot;Number of granules 
requested exceed the limit...&quot; 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1420 NCR 8052899:DATA ACCESS SERVICE FORMS REQUIRE FORMAT-PROJECTION 
EXCLUSION CAPABILITIES (ECS-ECSTC-3830) 

DESCRIPTION: 
Create format-projection exclusions for a collection, upload a new form with them, and verify the effectiveness of the exclusions in the Earthdata Search Client. 
 
PRECONDITIONS: 
Identify a collection having multiple formats and multiple projections. 
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Have permission to run scripts in the utilities directory of any given mode. 
 
Have access to Earthdata Search Client. 
 
STEPS:   
# Action Expected Result Notes 
1 <i>The following must be installed prior to this test: ESI, 

EcDlDaParamConfig.rb, ECHOFormsGenerator.xsl, Database Patch 
26305.</i> 

 #comment 

2 Verify in the Data Access GUI that the chosen test collection has multiple 
formats and projections enabled--GEOGRAPHIC and ALBERS (Conic 
Equal-Area) 

  

3 /home/mbrown/Assignments/160822-8052899/EcDlDaParamConfig.rb --
mode DEV02 --collections SPL4SMLM.002 --services HEG --formats 
ASCII, GeoTIFF --projections GEOGRAPHIC --insert<br 
/>/home/mbrown/Assignments/160822-8052899/EcDlDaParamConfig.rb --
mode DEV02 --collections SPL4SMLM.002 --services HEG --formats 
ASCII, KML --projections ALBERS --insert<br 
/>/home/mbrown/Assignments/160822-8052899/EcDlDaParamConfig.rb --
mode DEV02 --collections SPL4SMLM.002 --services HEG --view 

collection  | service |         format          
|             projection              | required | 
compounded <br />--------------+-------
--+-------------------------+----------------
---------------------+----------+------------
<br /> SPL4SMLM.002 | HEG     | 
ASCII,GeoTIFF,ASCII,KML | 
GEOGRAPHIC,GEOGRAPHIC,ALB
ERS,ALBERS | N,N,N,N  | N,N,N,N 

 

4 View the capabilities of the target collection in the Data Access Testbed 
(Inventory Drilldown). 
http://f5dpl01:22500/esi_DEV02/capabilities/SPL4SMLM.002.xml 

In each &lt;Projections&gt; selection, 
observe the following attributes: 
normalProj, exclType, exclVal. The 
values shown in 
&quot;normalProj&quot; reflect all of 
the projections for which no formats 
are excluded. The inverse is true for 
exclVal, which often has only one 
format listed. 

 

5 Using either the Data Access GUI or AutoConfigurePump.rb, upload the 
form for the target collection. 

  

6 Attempt to perform a service in the Earthdata Search Client with the relevant 
combinations (ex. try to reformat to ASCII and reproject to GEOGRAPHIC 
or ALBERS). 

When a format with excluded 
projections is selected, the projection 
list should not show the excluded 
values. 
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TEST DATA: 
 
EXPECTED RESULTS: 
User is unable to reproject with the formats specified in the exclusions. 
 

1421 NCR 8053058 - MULTFILE ZIP STREAMING FOR SYNCHRONOUS REQUESTS (ECS-ECSTC-
3831) 

DESCRIPTION: 
(See NCR 8053058 entry for details) 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Update MAX_GRANS_FOR_SYNC_REQUEST parameter in Data Access 

GUI to match number of granules that will be requested from CMR 
  

2 Submit synchronous request for multiple granules via EGI   
3 Verify that CMR returns more than 1 granule, and returns correctly requested 

granules. 
  

4 Verify that zip file is obtained and contains the correct requested images.   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
Zip file should be returned, containing multiple output files corresponding to requested granules. 
 

1422 NCR8053058 (ECS-ECSTC-3832) 

DESCRIPTION: 
(See NCR 8053058 entry for details)  
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 Update MAX_GRANS_FOR_SYNC_REQUEST parameter in Data Access 

GUI to number of granules to be requested from CMR 
  

2 Run EGI and submit synchronous request with CMR (short_name; 
readable_granule_name) and EGI parameters.<br /><br />Ex: 
f5eil01v:22500/egi_DEV06?short_name=SPL1CTB&amp;SUBAGENT_ID=
SMAPL1L2&amp;FORMAT=GeoTIFF 

  

3 Verify CMR returns more than 1 granule and correctly returns requested 
granules. 

  

4 Verify that zip is obtained containing more than 1 output file and that output 
files correspond to requested granules from CMR 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
Zip file should be returned with multiple output files corresponding to requested granules, via synchronous request form EGI. 
 

1423 NCR8053442 (ECS-ECSTC-3833) 

DESCRIPTION: 
Use slashes instead of colons for hdf nomenclature on SUBSET_DATA_LAYERS fields. See NCR8053442 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Choose a granule with SUBSET_DATA_LAYERS fields present in the 

ECHO Form 
  

2 In the echo form look for the SUBSET_DATA_LAYERS node, this node 
should contain 'items' 

  

3 You should see item value=&lt;shortname&gt; and the children of that are the 
data we want.<br />  So if we look at 
http://f5dpl01:22500/esi_DEV01/forms/echo/MOD10A1.005:254602.xml we 
can see<br />  &lt;item value =&quot;MOD10A1&quot;&gt;<br />    
&lt;item value=&quot;MOD_Grid_Snow_500m&quot;&gt;<br />      
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# Action Expected Result Notes 
&lt;item value=&quot;Fractional_Snow_Cover&quot;/&gt;<br />      ...<br />  
Each child (indentation) indicates a '/' for our hdf nomenclature so when we 
go to construct our url<br />  for SUBSET_DATA_LAYERS we would do 
SUBSET_DATA_LAYERS=/Mod_Grid_Snow_500m/Fractional_Snow_Co
ver<br />  *Note the shortname is omitted and instead we just simply start 
with a / 

4 Make a note of this and construct your URL with this. In our example a 
constructed URL would look like:<br />  
http://f5eil01:22500//egi_DEV01/request?readable_granule_name=SC:MOD
10A1.005:254602&amp;SERVICE=WCS&amp;VERSION=1.0.0&amp;RE
QUEST=GetCoverage&amp;SUBAGENT_ID=HEG&amp;SUBSET_DATA
_LAYERS=/MOD_Grid_Snow_500m/Fractional_Snow_Cover&amp;FORM
AT=PNG<br />  Which should return a png of the processed MOD10A1 

  

5 Here is a template to construct more of these urls (replace the &lt;&gt;):<br 
/>  
http://f5eil01:22500//egi_DEV&lt;#&gt;/request?readable_granule_name=SC
:&lt;shortname&gt;.&lt;version&gt;:&lt;granule id 
#&gt;&amp;SERVICE=WCS&amp;VERSION=1.0.0&amp;REQUEST=Get
Coverage&amp;SUBAGENT_ID=HEG&amp;SUBSET_DATA_LAYERS=/
&lt;Your subset data layers&gt;&amp;FORMAT=PNG 

Some form of success  

6 The point of this is to make sure '/' work for subset_data_layers, where before 
sometimes it would be ':' 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1424 NCR 8053442:ALLOW HDF5 DATA LAYER NOMENCLATURE FOR ALL COLLECTIONS IN 
EGI FOR SUBSET_DATA_LAYERS PARAMETER (ECS-ECSTC-3834) 

DESCRIPTION: 
Use slashes instead of colons for hdf nomenclature on SUBSET_DATA_LAYERS fields. 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 Choose a granule with SUBSET_DATA_LAYERS fields present in the 

ECHO Form 
  

2 In the echo form look for the SUBSET_DATA_LAYERS node, this node 
should contain 'items' 

  

3 You should see item value=&lt;shortname&gt; and the children of that are the 
data we want.<br />  So if we look at 
http://f5dpl01:22500/esi_DEV01/forms/echo/MOD10A1.005:254602.xml we 
can see<br />  &lt;item value =&quot;MOD10A1&quot;&gt;<br />    
&lt;item value=&quot;MOD_Grid_Snow_500m&quot;&gt;<br />      
&lt;item value=&quot;Fractional_Snow_Cover&quot;/&gt;<br />      ...<br />  
Each child (indentation) indicates a '/' for our hdf nomenclature so when we 
go to construct our url<br />  for SUBSET_DATA_LAYERS we would do 
SUBSET_DATA_LAYERS=/Mod_Grid_Snow_500m/Fractional_Snow_Co
ver<br />  *Note the shortname is omitted and instead we just simply start 
with a / 

  

4 Make a note of this and construct your URL with this. In our example a 
constructed URL would look like:<br />  
http://f5eil01:22500//egi_DEV01/request?FILE_IDS=SC:MOD10A1.005:25
4602&amp;SERVICE=WCS&amp;VERSION=1.0.0&amp;REQUEST=Get
Coverage&amp;SUBAGENT_ID=HEG&amp;SUBSET_DATA_LAYERS=/
MOD_Grid_Snow_500m/Fractional_Snow_Cover&amp;FORMAT=PNG<br 
/>  Which should return a png of the processed MOD10A1 

  

5 Here is a template to construct more of these urls (replace the &lt;&gt;):<br 
/>  
http://f5eil01:22500//egi_DEV&lt;#&gt;/request?FILE_IDS=SC:&lt;shortna
me&gt;.&lt;version&gt;:&lt;granule id 
#&gt;&amp;SERVICE=WCS&amp;VERSION=1.0.0&amp;REQUEST=Get
Coverage&amp;SUBAGENT_ID=HEG&amp;SUBSET_DATA_LAYERS=/
&lt;Your subset data layers&gt;&amp;FORMAT=PNG 

  

6 The point of this is to make sure '/' work for subset_data_layers, where before 
sometimes it would be ':' 

  

 
 
TEST DATA: 
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EXPECTED RESULTS: 
 

1425 NCR 8053020:ALLOW SDPS CLIENTS TO QUERY EGI REQUEST LIMITS (ECS-ECSTC-3835) 

DESCRIPTION: 
see the query limits under capabilities for all granules 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Go to your favorite edf inventory (DEV02, DEV07)   
2 Choose a collection   
3 Click on capabilities   
4 Check Subset Agent nodes for the existance of a 'type' attribute   
5 If type attribute == 'both' then there should also exist a 

maxGransSyncRequest and a maxGransAsyncRequest attribute 
  

6 If type == 'sync' then there should only exist a maxGransSyncRequest 
attribute 

  

7 If type == 'async' then there should only exist a maxGransAsyncRequest 
attribute 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1426 NCR 8053060:ADD REQUEST LIMITS TO EGI FOR SYNC REQUESTS (ECS-ECSTC-3836) 

DESCRIPTION: 
Request limits for sync and async requests should be enforced. 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 Go to your favorite EDF inventory (ex, DEV02)   
2 Pick a collection (with granules, such as MYD17A2.005)   
3 Click on capabilities   
4 In the SubsetAgent node make a note of the maxGransSyncRequest and/or 

the maxGransAsyncRequest attribute amounts 
  

5 Go back to the collection and click on order form   
6 To test Synchronous or Asynchronous simply click on one of the options, 

choose a tool and under additional granuleIDs insert as many granules 
ranging up to the maxGransAsyncRequest/maxGransSyncRequest amounts 
MINUS one (when you click on the order form for a granule it is included as 
one) 

  

7 Submit your request then submit POST to egi You should get back proper response 
without an error saying 
&quot;Number of granules requested 
exceed the limit...&quot; 

 

8 Now do the same thing but this time put more granules than the 
maxGransAsyncRequest/maxGransSyncRequest amounts 

  

9 Submit your request then submit POST to egi You should get back an error response 
saying &quot;Number of granules 
requested exceed the limit...&quot; 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1427 NCR 8053346:ENHANCE EGI TO SUPPORT GRANULE LEVEL PARAMETER SUBSETTING 
(ECS-ECSTC-3837) 

DESCRIPTION: 
Test EGI to support granule level parameter subsetting 
 
PRECONDITIONS: 
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STEPS:   
# Action Expected Result Notes 
1 Go to an EDF mode (DEV02)   
2 <i>Anything in paranthesis are the ones im using for this example</i>  #comment 
3 Choose a shortname and make a note of what you chose (SPL3SMP.003)   
4 Pic a granule to look at and make a note of the ID number (3000620838)   
5 Click on ECHO Form XML for that granule   
6 Find appropriate data layers, you can ctrl + f SUBSET_DATA_LAYERS to 

find them<br />(/Soil_Moisture_Retrieval_Data/EASE_row_index) make a 
note of the data layer(s) you want 

  

7 Construct your URL, heres a template:<br 
/>f5eil01:22500/egi_DEV&lt;#&gt;/request?FILE_IDS=SC:&lt;shortname&
gt;.&lt;version&gt;:&lt;granule id 
#&gt;:&lt;SUBSET_DATA_LAYER&gt;&amp;FORMAT=&lt;your format 
choice&gt;<br /><br />In our example :<br 
/>http://f5eil01:22500/egi_DEV02/request?FILE_IDS=SC:SPL3SMP.003:30
00620838:/Soil_Moisture_Retrieval_Data/EASE_row_index&amp;FORMA
T=GEO 

You should get back a file of your 
prefered format choice (as long as the 
choice is appropriate) 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1428 NCR 8053059:ADD THE ABILITY TO CANCEL SYNCHRONOUS DATAACCESS REQUESTS 
FROM THE DA GUI (ECS-ECSTC-3838) 

DESCRIPTION: 
Configure a new DataAccess GUI parameter, run a long synchronous request (with multiple jobs), then cancel it using the DataAccess GUI.     
 
PRECONDITIONS: 
Identify a collection having multiple large granules (ex. SPL3SMP.003). 
 
Have access to Earthdata Search Client or EGI and the DataAccess GUI. 
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STEPS:   
# Action Expected Result Notes 
1 <i>The following must be installed prior to this test: DataAccess GUI.</i>  #comment 
2 In the Data Access GUI, configure the following parameter: Name: EGI_REQUEST_URL<br 

/>Description: URL for EGI 
Requests<br 
/>http://f5eil01:22500/egi_&lt;MODE
&gt;/request<br />Group:EGI<br 
/>Type:xs:string 

 

3 /home/mbrown/Assignments/160822-8052899/EcDlDaParamConfig.rb --
mode DEV02 --collections SPL4SMLM.002 --services HEG --formats 
ASCII, GeoTIFF --projections GEOGRAPHIC --insert<br 
/>/home/mbrown/Assignments/160822-8052899/EcDlDaParamConfig.rb --
mode DEV02 --collections SPL4SMLM.002 --services HEG --formats 
ASCII, KML --projections ALBERS --insert<br 
/>/home/mbrown/Assignments/160822-8052899/EcDlDaParamConfig.rb --
mode DEV02 --collections SPL4SMLM.002 --services HEG --view 

collection  | service |         format          
|             projection              | required | 
compounded <br />--------------+-------
--+-------------------------+----------------
---------------------+----------+------------
<br /> SPL4SMLM.002 | HEG     | 
ASCII,GeoTIFF,ASCII,KML | 
GEOGRAPHIC,GEOGRAPHIC,ALB
ERS,ALBERS | N,N,N,N  | N,N,N,N 

 

4 View the capabilities of the target collection in the Data Access Testbed 
(Inventory Drilldown). 
http://f5dpl01:22500/esi_DEV02/capabilities/SPL4SMLM.002.xml 

In each &lt;Projections&gt; selection, 
observe the following attributes: 
normalProj, exclType, exclVal. The 
values shown in 
&quot;normalProj&quot; reflect all of 
the projections for which no formats 
are excluded. The inverse is true for 
exclVal, which often has only one 
format listed. 

 

5 Using either the Data Access GUI or AutoConfigurePump.rb, upload the 
form for the target collection. 

  

6 Attempt to perform a service in the Earthdata Search Client with the relevant 
combinations (ex. try to reformat to ASCII and reproject to GEOGRAPHIC 
or ALBERS). 

When a format with excluded 
projections is selected, the projection 
list should not show the excluded 
values. 

 

 
 
TEST DATA: 
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EXPECTED RESULTS: 
User is able to cancel a synchronous request in the DataAccess GUI. 
 

1429 NCR 8053363:THE GEOLOCATION FIELDS ARE NOT IN THE OUTPUT EVEN WHEN 
REQUESTED FOR SPL4SMAU (ECS-ECSTC-3839) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Obtain SMAP L4 Data for aup, lmc, and gph   
2 Order row/lat/lon/col/time data layers You should get back 

row/lat/col/time/lon data under 
FileMainGroup 

 

3    

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1430 NCR 8053402:HEG: TRANSVERSE MERCATOR FOR SMAP CEA PRODUCTS PRODUCES 
GARBAGE DATA THAT CAUSES MEMORY ISSUES (ECS-ECSTC-3840) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Request a reprojection to TM from a SMAP CEA product that has a subset 

greater than +/- 45 degrees from the central meridian 
Pass case: Proper subset with lon 
values +/- 45 degrees from the central 
meridian<br /><br />Fail Case: 
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# Action Expected Result Notes 
Garbage values greater than +/- 45 
degrees from the central meridian 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1431 SMAP L1/L2 SPATIAL SUBSETTING WITH GEOTIFF REFORMATTING (ECS-ECSTC-3841) 

DESCRIPTION: 
Geospatial Data Abstraction Library (GDAL) is a COTS tool used by ESI to provide various types of geospatial data processing, such as reformatting. HDF5 and 
NetCDF are used by GDAL. These products are automounted under /tools/gdal, /tools/hdf5, and /tools/netcdf, respectively, and are accessible via symlinks under 
/usr/ecs/OPS/COTS. They can be tested using the steps in the Steps section:  
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Find a collection (such as MOD10CM.005) which is enabled for both HEG 

and GDAL processing in Data Access. Ensure that the service options forms 
have been uploaded to ECHO. 

  

2 Go to ECHO and add 5 granules from this collection to the cart.   
3 In the cart select &quot;perform service&quot;.   
4 Set different order options for each of the five granules:   
5 a. select GDAL processing with GeoTiff as the output format   
6 b. select GDAL processing with KML as the output format   
7 c. select GDAL processing with ASCII (Arc/Info ASCII Grid) as the output 

format 
  

8 d. select GDAL processing with NetCDF as the output format   
9 e. select GDAL processing with PNG as the output format   
10 Submit the requests and verify that they succeed.   
11 Verify that the output files were processed correctly by opening and viewing 

them. 
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TEST DATA: 
 
EXPECTED RESULTS: 
 

1432 SMAP L1/L2 REFORMATTING TO HDF-EOS5 FORMAT (ECS-ECSTC-3842) 

DESCRIPTION: 
Python scripts are used as part of Data Access processing. One particular use case for exercising the python interpreter is running a SMAP L1/L2 data access 
service request that converts the original h5 data to HDF-EOS5 format. This can be tested in the following steps (See Steps tab): 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Find a collection (such as SPL2SMA.003) which is enabled for both 

SMAPL1L2 processing in Data Access. 
  

2 Enter the following EGI command on the x5dpl01 server assuming that the 
requested granule is in the datapool repository:<br /><br />#wget -O - --
server-response --post-data 'FILE_IDS=403112&amp;FORMAT=HDF-
EOS5&amp;EMAIL=kenneth.l.cockerill@nasa.gov&amp;CLIENT=ESI&am
p;SUBAGENT_ID=SMAPL1L2&amp;PROJECTION=GEOGRAPHIC&am
p;DATASET_ID=SMAP L1C Radiometer Half-Orbit 36 km EASE-Grid 
Brightness 
TemperaturesV003&amp;REQUEST_MODE=async&amp;SUBSET_DATA
_LAYERS=/SPL1CTB/South_Polar_Projection/cell_boresight_incidence_for
e,/SPL1CTB/South_Polar_Projection/cell_lat,/SPL1CTB/South_Polar_Projec
tion/cell_lon,/SPL1CTB/North_Polar_Projection/cell_boresight_incidence_fo
re,/SPL1CTB/North_Polar_Projection/cell_lat,/SPL1CTB/North_Polar_Proje
ction/cell_lon,/SPL1CTB/Global_Projection/cell_boresight_incidence_fore,/
SPL1CTB/Global_Projection/cell_lat,/SPL1CTB/Global_Projection/cell_lon
&amp;INTERPOLATION=NN&amp;' http://f5eil01:22500/egi/request 

  

3 Verify that the result file contains the hdf-eos5 formatted granule.   
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TEST DATA: 
 
EXPECTED RESULTS: 
 

1433 RUN TEST SCRIPT TO TEST THE OGC WEB SERVICE PYTHON LIBRARY. (ECS-ECSTC-
3843) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 <br />The OGC Web Service python library is used to make Web Coverage 

Service calls to support the Service Gateway functionality. The following 
script can be exercised on any external host that will produce a canned tiff 
file from a central repository using WCS calls:<br /><br /><br /><br 
/>#!/tools/python/bin/python<br /># Very simple script demonstrating how to 
interact with a THREDDS based WCS.<br /># ---<br />#<br /># The 
GetCapabilities and DescribeCoverage requests for this dataset are: <br /># 
http://cida.usgs.gov/thredds/wcs/prism?service=WCS&amp;version=1.0.0&a
mp;request=GetCapabilities<br /># 
http://cida.usgs.gov/thredds/wcs/prism?service=WCS&amp;version=1.0.0&a
mp;request=DescribeCoverage<br />#<br /># The equivalent GetCoverage 
request that is equivalent ot hte example is:<br /># 
http://cida.usgs.gov/thredds/wcs/prism?request=GetCoverage&amp;version=
1.0.0&amp;service=WCS&amp;format=GeoTIFF&amp;coverage=tmx&amp
;time=1895-01-01T00:00:00Z&amp;bbox=-90,40,-89,41<br /># ---<br /># 
<br /># Example to find the equivalent information using OWSLib:<br /># 
<br />from __future__ import absolute_import<br />from __future__ import 
print_function<br />from owslib.wcs import WebCoverageService<br 
/>wcs=WebCoverageService('http://cida.usgs.gov/thredds/wcs/prism',version
='1.0.0')<br /># Take a look at the contents (coverages) of the wcs.<br 
/>print(wcs.contents)<br />tmax=wcs['tmx']<br /># Take a look at the 
attributes of the coverage<br />dir(tmax)<br 
/>print(tmax.boundingBoxWGS84)<br />print(tmax.timepositions)<br 
/>print(tmax.supportedFormats)<br /># mock up a simple GetCoverage 
request.<br />output=wcs.getCoverage(identifier='tmx',time=['1895-01-

 Save the script in a file with 
the .py extension and run it. 
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# Action Expected Result Notes 
01T00:00:00Z'],bbox=(-90,40,-89,41),format='GeoTIFF')<br /># Write the 
file out to disk.<br />f=open('foo.tif','wb')<br />f.write(output.read())<br 
/>f.close()<br /><br /> 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1434 RUN TEST SCRIPT TO EXERCISE THE PYTHON NUMERICAL ANALYSIS LIBRARY 
(NUMPY) AND HDF 5 LIBRARY (H5PY) (ECS-ECSTC-3844) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 To exercise the python numerical analysis library (NumPy) and hdf 5 library 

(h5py), the following script can be run on the x5dpl01 host to get a listing of 
the contents of an hdf5 file:<br /><br /><br />#!/tools/python/bin/python<br 
/>import numpy as np<br />import h5py<br 
/>file=&quot;GLAH13_633_2111_001_1261_0_01_0001.H5&quot;<br 
/>with h5py.File(file,'r') as hf:<br />#with 
h5py.File('SMAP_L2_SM_A_01250_D_20150427T010648_R13080_001.h5
','r') as hf:<br />    print(&quot;List of arrays in this file: \n&quot;, 
hf.keys())<br />    for array in hf.keys():<br />       gp = hf.get(array)<br />       
print ('\nlist of items in', array, gp.items()) <br />       data = hf.get(array)<br 
/>       np_data = np.array(data)<br />       print('Shape of the array', array, 
np_data.shape) 

 Have a hdf5 file in the local 
directory. Save the script in 
a file with the extension .py 
and run it. 

 
 
TEST DATA: 
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EXPECTED RESULTS: 
 

1435 RUN TEST SCRIPT TO EXERCISE THE PYTHON SHAPE FILE LIBRARY (ECS-ECSTC-3845) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 To exercise the python shape file library (pyShp), run the following script on 

x5dpl01 to write a test shape file to the current directory:<br /><br /><br 
/>#!/tools/python/bin/python<br /># -*- coding: utf-8 -*-<br 
/>&quot;&quot;&quot;<br />Script to create a sample Shape File for 
simulated Satelite Science Data,<br />low-level, point data.<br /><br 
/>Created: 2016-11-06<br /><br />@author: dauty<br 
/>&quot;&quot;&quot;<br /><br />import shapefile<br /><br />shp_writer = 
shapefile.Writer(shapeType=21) <br />   # 21 =&gt; shapefile with point data 
and with Measured value (PointM)<br />shp_writer.autoBalance = 1<br 
/><br />for lon in range(-150,151,10):<br />    for lat in range (-80,81,10):<br 
/>        shp_writer.point(lon,lat,m=(lon*1000+lat))<br /><br />target_name = 
shp_writer.save()<br /><br />if __name__ == &quot;__main__&quot;:<br />   
print(&quot;Hello from Shape_Pts&quot;) 

  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1436 NCR 8053537:ALLOW OPERATORS TO CONFIGURE DEFAULT SUBAGENT_ID USING 
DATAACCESS GUI. (ECS-ECSTC-3846) 

DESCRIPTION: 
Set the default subagent for a collection using the Data Access GUI. (This test does not cover the related programmatic access functionality--only the database 
transactions are verified.) 
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PRECONDITIONS: 
Programmatic access is available. Patch EcDsAmDbPatch26309.rb has been installed. (NCR 8052750) 
 
STEPS:   
# Action Expected Result Notes 
1 In the DataAccess GUI, map at least three services to a collection or choose a 

collection having a similar configuration already. 
In the collection tree, a [+] should 
appear next to the collection ESDT. If 
clicked, at least three service should 
appear as children to the collection. 
(This example assumes that 
AE_Ocean.002 will be used.) 

 

2 Perform the following database query using the chosen collection:<br /><br 
/>SELECT name, defaultFlag FROM AmDaDatasetConfig JOIN 
AmDaService ON AmDaService.serviceid = AmDaDatasetConfig.serviceid 
WHERE collectionid = (SELECT collectionid FROM AmCollection 
WHERE esdt(shortname,versionid) IN ('AE_Land.086')); 

SELECT name, defaultFlag FROM 
AmDaDatasetConfig JOIN 
AmDaService ON 
AmDaService.serviceid = 
AmDaDatasetConfig.serviceid 
WHERE collectionid = (SELECT 
collectionid FROM AmCollection 
WHERE esdt(shortname,versionid) IN 
('AE_Land.086'));<br /> <br />  name   
| defaultflag <br />---------+-------------
<br /> HEG     | N<br /> GDAL    | 
Y<br /> HEG_TMP | N<br />(3 
rows)<br /> 

If the collection has never 
had a default subagent, 
column 'defaultFlag' may 
appear as 'N' for all rows. 
This is normal. 

3 Right-click on the chosen collection in the DataAccess GUI. A submenu 
should appear, with the last item being &quot;Set Default Subagent (for Prog. 
Acc.)&quot;. Click it. 

A dialog box will appear in the 
window with the title &quot;Set 
Default Subagent&quot;. Only 
mapped services should appear in the 
list. 

 

4 Select a subagent from this list (only one should be select-able, as it is a radio 
button interface), then submit. Make sure the chosen 

An alert will show saying 
&quot;Default subagent 
updated&quot;. 

 

5 Perform the previous database query again. A different row than before (if 
any) should have 'Y' as the default flag. 

SELECT name, defaultFlag FROM 
AmDaDatasetConfig JOIN 
AmDaService ON 
AmDaService.serviceid = 
AmDaDatasetConfig.serviceid 
WHERE collectionid = (SELECT 
collectionid FROM AmCollection 
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# Action Expected Result Notes 
WHERE esdt(shortname,versionid) IN 
('AE_Land.086'));<br /> <br />  name   
| defaultflag <br />---------+-------------
<br /> HEG     | Y<br /> GDAL    | 
N<br /> HEG_TMP | N<br />(3 rows) 

 
 
TEST DATA: 
Any collection with more than one service mapped to it will suffice. The example uses AE_Ocean.002. 
 
EXPECTED RESULTS: 
Column 'defaultFlag' in table 'AmDaDatasetConfig' is changed so that only one value is 'Y' and all others are 'N' for a given collection. 
 
For instance:  
 
  
 
SELECT serviceid, defaultFlag FROM AmDaDatasetConfig WHERE collectionid = (SELECT collectionid FROM AmCollection WHERE 
esdt(shortname,versionid) IN ('AE_Ocean.002')); 
 
  
 
 serviceid | defaultflag  
 
-----------+------------- 
 
         7 | N 
 
        53 | N 
 
         6 | Y 
 
(3 rows) 
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1437 NCR 8053130:SUPPORT PARAMETER SUBSETTING FOR THE OPENDAP ESI SERVICE (ECS-
ECSTC-3847) 

DESCRIPTION: 
Extract parameters from a granule (via script that invokes the OPeNDAP OLFS) and use the output to configure bands for a collection. 
 
Configure the OPeNDAP back-end server as a service in the mode. 
 
Perform an end-to-end test with the newly-configured dataset. 
 
PRECONDITIONS: 
OPeNDAP front-end and back-end servers must be active in the target mode; OPeNDAP BES service must be installed in the mode; 
EcDlDaOpendapParamConfig.rb and RubyCustomModules/ must be installed. 
 
STEPS:   
# Action Expected Result Notes 
1 Select a collection not natively in *.nc format.<br /> In a chosen mode, 

execute this database query:<br /> &gt; select DirectoryPath || 
OnlineFileName AS path from AmDataFile where onlinefilename like 
'%nc';<br /> From the resulting list, choose a collection.<br /> Make 
sure this collection has been exported using BMGT. 

select DirectoryPath || 
OnlineFileName AS path from 
AmDataFile where onlinefilename 
like '%nc';<br />                                    
path                                     <br />------
----------------------------------------------
-------------------------<br /> /NSIDC-
0484.001/1996.01.01/antarctica_ice_v
elocity_900m.nc<br /> /NSIDC-
0530.001/1999.01.01/nhtsd25e2_1999
0101_v01r01.nc<br /> 
/TL2O3LN.006/2004.09.01/TES-
Aura_L2-O3-Nadir_2004-
09_v006_Litev01.00.nc<br /> 
/MIL3DAEN.004/2010.10.02/MISR_
AM1_CGAS_0_5_DEG_OCT_02_20
10_F08_0031.nc<br /> 
/MIL3DAEN.004/2010.10.01/MISR_
AM1_CGAS_0_5_DEG_OCT_01_20
10_F08_0031.nc<br /> 

 

2 Configure the OPENDAP_BES service.<br /> Open the Data Access 
GUI; in the &quot;Service Configuration&quot; tab, click the &quot;Add 
New Service&quot; button.<br /> Configure the new service as follows:<br 

SELECT * FROM AmDaService 
WHERE name = 
'OPENDAP_BES';<br /> serviceid |    
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# Action Expected Result Notes 
/>  Service Name:  OPENDAP_BES<br /> 
 Description:  Service that bypasses theOLFS to access the Back-
End Server directly.<br />  Request Type:  Both<br /> 
 Max Async Jobs: 10<br />  Max Sync Jobs:  10<br /> 
 Timeout (Sec): 3600<br />  Host:  
 &lt;Host&gt;:&lt;Port&gt;<br />  URL/Srv Path:
 /usr/ecs/&lt;MODE&gt;/CUSTOM/bin/DPL/BesService<br /> 
 [_] Enable Spatial Subsetting<br />  [_]
 Enable Temporal Subsetting<br />  [X] Enable Band 
Subsetting 

name     |                              description   
| allowtemporalflag | allowspatialflag | 
maxactiveasyncjobs | 
maxactivesyncjobs | allowbandflag 
<br />-----------+-------------+------------
----------------------------------------------
-------------+-------------------+-----------
-------+--------------------+----------------
---+---------------<br />        58 | 
OPENDAP_BES | Service that 
bypasses theOLFS to access the Back-
End Server directly. | N                 | N      
|                 10 |                10 | Y<br 
/>(1 row)<br /> 

3 Configure data_objects/parameters for the collection.<br /> &gt; 
EcDlDaOpendapParmCfg.rb --mode &lt;MODE&gt; --host-fqdn 
&lt;HOST&gt; --esi-port &lt;PORT&gt; --collection &lt;SNVI/ESDT&gt; --
output-dir &lt;WRITABLE_DIR&gt;<br /> The output will be a URL; copy 
it; in a browser, log into the Data Access GUI; paste and visit the URL.<br />
 Use the query: SELECT 
procdagetallobjflddimbands('&lt;SHORTNAME&gt;', &lt;VERSIONID&gt;, 
'OPENDAP_BES'); to verify that at least two bands exist for the 
collection.<br /> 

http://f5dpl01.edn.ecs.nasa.gov:22500/
DataAccessGui_DEV02/config/import
?configLevel=Dataset_Service&amp;d
ataType=Data_Objects&amp;serviceI
d=OPENDAP_BES&amp;collectionId
=AE_Rain.002&amp;filePath=/home/
mbrown/Data/Test/AE_Rain.002.json
<br />{<br />  status : 
&quot;Success&quot;,<br />  
collections_processed : [ 
&quot;AE_Rain.002&quot; ],<br />  
results : &quot;import 
DATASET_SERVICE 
DATA_OBJECTS to/from: 
/home/mbrown/Data/Test/AE_Rain.00
2.json&quot;,<br />  messages : [ ]<br 
/>}<br />select 
procdagetallobjflddimbands('NSIDC-
0484', 1, 'OPENDAP_BES');<br />         
procdagetallobjflddimbands                  
<br />---------------------------------------
----------------------<br /> 
(58,199,/,UNKNOWN,2424,Data_cita
tion,,,,,,,Y,N,N,,,,)<br /> 
(58,199,/,UNKNOWN,2412,Ellipsoid,

 



 

3566 
 

# Action Expected Result Notes 
,,,,,,Y,N,N,,,,)<br /> 
(58,199,/,UNKNOWN,2414,Latidude
_of_origin,,,,,,,Y,N,N,,,,)<br /> 
(58,199,/,UNKNOWN,2413,Longitud
e_of_origin,,,,,,,Y,N,N,,,,)<br /> 
(58,199,/,UNKNOWN,2425,More_inf
ormation,,,,,,,Y,N,N,,,,)<br /> 

4 Return to the &quot;Collection Configuration&quot; tab of the Data Access 
GUI.<br /> Right-click on the chosen collection and &quot;Configure 
New Service for Collection&quot; (Choose OPENDAP_BES.)<br /> (If 
GDAL is enabled for the collection, &quot;Unmap All Services,&quot; then 
remap the OPENDAP_BES service.) 

SELECT esdt(shortname,versionid), 
s.name<br />FROM 
AmDaDatasetConfig dc<br />
 INNER JOIN AmDaService 
s ON s.serviceid = dc.serviceid<br />
 INNER JOIN AmCollection 
c ON c.collectionid = 
dc.collectionid<br />WHERE s.name 
= 'OPENDAP_BES';<br />      esdt      
|    name     <br />----------------+-------
------<br /> SPL2SMA.003    | 
OPENDAP_BES<br /> NSIDC-
0484.001 | OPENDAP_BES<br /> 
VNP10.001      | OPENDAP_BES<br 
/> AE_Ocean.002   | 
OPENDAP_BES<br /> 
MOD10CM.005    | 
OPENDAP_BES<br />(5 rows)<br /> 

 

5 Perform an EGI request using the inventory drilldown.<br /> Choose the 
OPENDAP_BES service.<br /> Choose one or two of the available 
bands.<br /> View the outputs to make sure only the selected bands have 
been included in the output. 

http://f5eil01:22500/egi_DEV02/reque
st?FILE_IDS=3000595354&amp;SUB
AGENT_ID=OPENDAP_BES&amp;
DATASET_ID=MODIS%2FTerra%2
0Snow%20Cover%20Monthly%20L3
%20Global%200.05Deg%20CMG%2
0V005&amp;FORMAT=ASCII&amp;
EMAIL=michael.a.brown-
2@nasa.gov&amp;CLIENT=ESI&am
p;REQUEST_MODE=sync&amp;SU
BSET_DATA_LAYERS=%2F%3AS
now_Cover_Monthly_CMG,%2F%3A
Snow_Spatial_QA&amp; 
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# Action Expected Result Notes 
6 Upload forms for the new collection:<br /> Use the GUI, or 

FormUpload.rb:<br /> &gt; FormUpload.rb --mode &lt;MODE&gt; --
host-fqdn &lt;HOST&gt; --esi-port &lt;PORT&gt; --output-dir 
&lt;WRITABLE_DIR&gt; --associate-service &lt;PROVIDER&gt; EOSDIS 
Service Implementation --collections &lt;ESDT_LIST&gt; --debug-level 2 --
echo-domain &lt;TB, PT, or OPS&gt; --upload-form esi OR 
esi_&lt;MODE&gt; (if not OPS) 

FormUpload.rb --mode DEV02 --host-
fqdn f5dpl01.edn.ecs.nasa.gov --esi-
port 22500 --use-token 
/home/mbrown/Data/Forms/brownm0
9_EDF_DEV02_token.xml --output-
dir /home/mbrown/Data/Forms --
associate-service EDF_DEV02 
EOSDIS Service Implementation --
collections AE_Rain.002 
MOD10CM.005 --debug-level 2 --
echo-domain TB --upload-form 
esi_dev02<br /><br /> # | ESDT         | 
TYPE    | DELETE_OK | FORM_SRC   
| ADD_OK | ASSIGN_OK | 
VIRTUAL_TAG | DURATION<br 
/>---+--------------+---------+-----------
+----------------------+--------+-----------
+-------------+----------<br /> 0 | 
AE_Ocean.002 | ORDER   | false     | 
http://f5dpl01.ed... | true   | true      | 
N/A         | 00:00:01<br /> 1 | 
AE_Ocean.002 | SERVICE | false     | 
http://f5dpl01.ed... | true   | true      | 
ENABLED     | 00:00:01<br /> 2 | 
MOD10CM.005  | ORDER   | true      | 
http://f5dpl01.ed... | true   | true      | 
N/A         | 00:00:01<br /> 3 | 
MOD10CM.005  | SERVICE | true      
| http://f5dpl01.ed... | true   | true      | 
ENABLED     | 00:00:03 

 

7 Perform a service request with the new collection.<br /> Visit the 
Earthdata Search Client (using the correct provider).<br /> Search for 
granules of the chosen collection and perform a service request.<br /> 
 Choose the OPENDAP_BES service.<br />  Choose one or 
two of the available bands.<br /> View the outputs to make sure only the 
selected bands have been included in the output. 
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TEST DATA: 
NSIDC-0484.001 is usable. 
 
EXPECTED RESULTS: 
User should be able to perform a parameter subsetting request using the OPeNDAP back-end server via Earthdata Search Client. 
 

1438 WCS 2.0 SUPPORT IN EGI (ECS-ECSTC-3848) 

DESCRIPTION: 
  
 
1. QGIS 2.0 plugin 
 
2. OGC test suite 
 
3. MapServer tests: https://github.com/mapserver/mapserver/tree/branch-7-0/msautotest/wxs 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Test procedure for WCS 1.0:<br /><br />1) Download the latest version of 

QGIS from http://www.qgis.org/en/site/<br /><br />2) Open QGIS and click 
the far left button with a globe icon that says Add WCS layer when hovered 
over.<br /><br />3) Select New and use EGI_DEV01 for Server Name. Use 
the following as the Server URL: 
http://f5eil01:22500/egi_DEV01/request?short_name=MOD10CM&amp;SU
BAGENT_ID=GDAL_CMD&amp;<br /><br />4) Click Connect.<br /><br 
/>5) Select the first coverage that appears (ID: 0, Name: 254644:/MO..., 
Title: SC:MOD10C...)<br /><br />6) Click Add, and your data should 
successfully appear on the QGIS map.<br /> 

  

2 Test procedure for WCS 2.0:<br /><br />1) Download the latest version of 
QGIS from http://www.qgis.org/en/site/<br /><br /><br />2) Download the 
latest version of Xcode from the App Store: 
https://itunes.apple.com/us/app/xcode/id497799835<br /><br />3) Download 
the latest verison of Macports based on which version of OS X you have:<br 
/><br />macOS 10.12 Sierra:<br />https://github.com/macports/macports-
base/releases/download/v2.4.1/MacPorts-2.4.1-10.12-Sierra.pkg<br /><br 
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# Action Expected Result Notes 
/>OS X 10.11 El Capitan:<br />https://github.com/macports/macports-
base/releases/download/v2.4.1/MacPorts-2.4.1-10.11-ElCapitan.pkg<br /><br 
/>OS X 10.10 Yosemite:<br />https://github.com/macports/macports-
base/releases/download/v2.4.1/MacPorts-2.4.1-10.10-Yosemite.pkg<br /><br 
/>OS X 10.9 Mavericks:<br />https://github.com/macports/macports-
base/releases/download/v2.4.1/MacPorts-2.4.1-10.9-Mavericks.pkg<br /><br 
/>4) Go into the command terminal and type in the following commands in 
order to install the lxml python module:<br /><br />sudo easy_install pip<br 
/>xcode-select --install<br />sudo pip install lxml<br /><br />5) Open QGIS 
on go to Plugins&gt;Manage and Install Plugins &gt; QgswcsClient2 and 
select Install.<br /><br />6) Once installed, close the Manage and Install 
Plugin windows, and a button with an eye icon should now appear in the far 
right of the second row at the top of the QGIS window. If you hover over it, it 
should say: WCS 2.0/EO-WCS Client. Click this button.<br /><br /><br 
/>Do Step 4 if you have everything already 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1439 NCR 8052671:SUBSCRIPTIONS SHOULD ALLOW FOR SERVICES ON DATA PRIOR TO 
DELIVERY. (ECS-ECSTC-3849) 

DESCRIPTION: 
End-to-End test, including subscription creation (by operator), ingest, export, and subscription triggering. 
 
PRECONDITIONS: 
S4S components must be installed and activated. User must be able to ingest/export granules; . 
 
STEPS:   
# Action Expected Result Notes 
1 Activate S4S service on x5om01<br />&gt; 

/usr/ecs/&lt;MODE&gt;/utilities/S4SStart 
  

2 Configure the Data Access GUI<br /><br />Tab: Application 
Configuration<br />&gt; Add/Edit the following configuration 

Name: 
DEFAULT_FULFILLMENT_FREQ
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# Action Expected Result Notes 
parameters:<br />- default fulfillment frequency<br />- subscription endpoint 
URL<br /><br />(The port corresponds to the mode: OPS - 3000, DEV01 - 
3001, DEV02 - 3002, etc.) 

UENCY<br />Group: 
Subscriptions<br />Data Type: 
xs:string<br />Value: 86400<br /><br 
/>Name: 
SUBSCRIPTION_ENDPOINT_URL
<br />Group: Subscriptions<br />Data 
Type: xs:string<br />Value: 
http://f5oml01:&lt;PORT&gt;/todos<b
r />Tab: Subscription Management 

3 Identify a collection for ingest. Record its shortname.   
4 Create subscription using the Data Access GUI<br /><br />Tab: Subscription 

Management<br />&gt; [Add New Subscription]<br />Delivery Options:<br 
/>- Email<br />- Frequency: 3600<br />- CMR Query: 
short_name=&lt;SHORTNAME&gt;<br />- Request Mode: async<br /><br 
/>Choose a request from the list, then remove fields (such as bounding box 
and subset data layers) that may not apply to the granule that will be 
subsequently ingested.<br /><br />[Subscribe] 

The GUI should display the new 
subscription with designated options. 

 

5 Ingest a granule with the recorded shortname.<br /><br />Copy a PDR(s) 
from sotestdata to the appropriate polling directory. (An existing granule can 
be re-used by appending '_' and other characters/numbers to its name.) 

  

6 Export the new granule using the BMGT GUI.   
7 Wait for the subscription to activate. An email should be sent to the 

provided address containing processed 
outputs.<br /> 

 

8 Edit the subscription<br /> Verify that the changes are updated 
successfully 

 

9 Delete the subscription<br /> Verify that it is deleted successfully  
10 Create another subscription<br /> Verify that it is created successfully  
11 Ingest a granule for that subscription<br /><br /> Verify user receives data.  

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
User receives email containing link to processed outputs when new granules are ingested and exported. 
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1440 EGI ERROR HANDLING (NCR 8053997) (ECS-ECSTC-3850) 

DESCRIPTION: 
Give good messages when errors occur in the log and returned in the ESI response.  
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Modify the username (cmr.user) in the property file 

/usr/ecs/DEV02/CUSTOM/cfg/ EcDlDaEgi.properties. For instance 
cmr.user=BmgtTestUserBad 

  

2 In the bowser input GET request: 
https://f5eil01.edn.ecs.nasa.gov/egi_DEV02/request?short_name=MOD10C
M&amp;REQUEST=GetCapabilities<br /><br /><br /> 

&lt;eesi:Exception 
xsi:schemaLocation=&quot;http://eosd
is.nasa.gov/esi/rsp/e 
https://newsroom.gsfc.nasa.gov/esi/8.1
/schemas/ESIAgentResponseExternal.
xsd&quot;&gt;&lt;Code&gt;InternalE
rror&lt;/Code&gt;&lt;Message&gt;Inv
alid username in the property file 
EcDlDaEgi.properties.&lt;/Message&
gt;&lt;/eesi:Exception&gt;<br /><br 
/>In the log file 
EcDlDaEgi.debug0.log should 
appear:<br />Repository.login: Invalid 
username in the property file 
EcDlDaEgi.properties.<br /> 

 

3 Open terminal and input POST request:<br />curl 
&quot;https://f5eil01.edn.ecs.nasa.gov/egi_DEV02/request&quot; -X POST -
L -d 
&quot;short_name=MOD10CM&amp;SERVICE=WCS&amp;VERSION=2.
0.1&amp;REQUEST=GetCapabilities&quot; | xmllint --format - 

In terminal should get response:<br /> 
&lt;?xml version=&quot;1.0&quot; 
encoding=&quot;UTF-8&quot; 
standalone=&quot;yes&quot;?&gt;<br 
/>&lt;eesi:Exception 
xmlns=&quot;&quot; 
xmlns:iesi=&quot;http://eosdis.nasa.g
ov/esi/rsp/i&quot; 
xmlns:ssw=&quot;http://newsroom.gs
fc.nasa.gov/esi/rsp/ssw&quot; 
xmlns:eesi=&quot;http://eosdis.nasa.g
ov/esi/rsp/e&quot; 
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# Action Expected Result Notes 
xmlns:esi=&quot;http://eosdis.nasa.go
v/esi/rsp&quot; 
xmlns:xsi=&quot;http://www.w3.org/
2001/XMLSchema-instance&quot; 
xsi:schemaLocation=&quot;http://eosd
is.nasa.gov/esi/rsp/e 
https://newsroom.gsfc.nasa.gov/esi/8.1
/schemas/ESIAgentResponseExternal.
xsd&quot;&gt;<br />  
&lt;Code&gt;InternalError&lt;/Code&
gt;<br />  &lt;Message&gt;Invalid 
username in the property file 
EcDlDaEgi.properties.&lt;/Message&
gt;<br />&lt;/eesi:Exception&gt;<br 
/><br /> 

4 Restore property file EcDlDaEgi.properties.   
5 Modify the password (cmr.password) in the property file 

/usr/ecs/DEV02/CUSTOM/cfg/ EcDlDaEgi.properties. For instance 
cmr.password=THPTKiBh/BzJVUy1xnHukAxx 

  

6 In the bowser input GET request: 
https://f5eil01.edn.ecs.nasa.gov/egi_DEV02/request?short_name=MOD10C
M&amp;REQUEST=GetCapabilities 

&lt;eesi:Exception 
xsi:schemaLocation=&quot;http://eosd
is.nasa.gov/esi/rsp/e 
https://newsroom.gsfc.nasa.gov/esi/8.1
/schemas/ESIAgentResponseExternal.
xsd&quot;&gt;&lt;Code&gt;InternalE
rror&lt;/Code&gt;&lt;Message&gt;Inv
alid password in the property file 
EcDlDaEgi.properties.&lt;/Message&
gt;&lt;/eesi:Exception&gt;<br /><br 
/><br />In the log file 
EcDlDaEgi.debug0.log should 
appear:<br />Ijava.lang.Exception: 
Invalid password in the property file 
EcDlDaEgi.properties. 

 

7 Open terminal and input POST request:<br />curl 
&quot;https://f5eil01.edn.ecs.nasa.gov/egi_DEV02/request&quot; -X POST -
L -d 
&quot;short_name=MOD10CM&amp;SERVICE=WCS&amp;VERSION=2.

&lt;?xml version=&quot;1.0&quot; 
encoding=&quot;UTF-8&quot; 
standalone=&quot;yes&quot;?&gt;<br 
/>&lt;eesi:Exception 
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# Action Expected Result Notes 
0.1&amp;REQUEST=GetCapabilities&quot; | xmllint --format - xsi:schemaLocation=&quot;http://eosd

is.nasa.gov/esi/rsp/e 
https://newsroom.gsfc.nasa.gov/esi/8.1
/schemas/ESIAgentResponseExternal.
xsd&quot; xmlns=&quot;&quot; 
xmlns:iesi=&quot;http://eosdis.nasa.g
ov/esi/rsp/i&quot; 
xmlns:ssw=&quot;http://newsroom.gs
fc.nasa.gov/esi/rsp/ssw&quot; 
xmlns:eesi=&quot;http://eosdis.nasa.g
ov/esi/rsp/e&quot; 
xmlns:esi=&quot;http://eosdis.nasa.go
v/esi/rsp&quot; 
xmlns:xsi=&quot;http://www.w3.org/
2001/XMLSchema-
instance&quot;&gt;<br />    
&lt;Code&gt;InternalError&lt;/Code&
gt;<br />    &lt;Message&gt;Invalid 
password in the property file 
EcDlDaEgi.properties.&lt;/Message&
gt;<br />&lt;/eesi:Exception&gt;<br 
/><br /> 

8 Restore property file EcDlDaEgi.properties.   
9 Remove or comment cmr.granule.search.url in the property file 

/usr/ecs/DEV02/CUSTOM/cfg/ EcDlDaEgi.properties. 
  

10 In the bowser input GET request: 
https://f5eil01.edn.ecs.nasa.gov/egi_DEV02/request?short_name=MOD10C
M&amp;REQUEST=GetCapabilities 

&lt;eesi:Exception 
xsi:schemaLocation=&quot;http://eosd
is.nasa.gov/esi/rsp/e 
https://newsroom.gsfc.nasa.gov/esi/8.1
/schemas/ESIAgentResponseExternal.
xsd&quot;&gt;&lt;Code&gt;InternalE
rror&lt;/Code&gt;&lt;Message&gt;cm
r.granule.search.url and/or 
cmr.provider.id are not defined in the 
'EcDlDaEgi.properties' 
file&lt;/Message&gt;&lt;/eesi:Excepti
on&gt; 

 

11 Open terminal and input POST request:<br />curl &lt;?xml version=&quot;1.0&quot;  
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# Action Expected Result Notes 
&quot;https://f5eil01.edn.ecs.nasa.gov/egi_DEV02/request&quot; -X POST -
L -d 
&quot;short_name=MOD10CM&amp;SERVICE=WCS&amp;VERSION=2.
0.1&amp;REQUEST=GetCapabilities&quot; | xmllint --format - 

encoding=&quot;UTF-8&quot; 
standalone=&quot;yes&quot;?&gt;<br 
/>&lt;eesi:Exception 
xsi:schemaLocation=&quot;http://eosd
is.nasa.gov/esi/rsp/e 
https://newsroom.gsfc.nasa.gov/esi/8.1
/schemas/ESIAgentResponseExternal.
xsd&quot; xmlns=&quot;&quot; 
xmlns:iesi=&quot;http://eosdis.nasa.g
ov/esi/rsp/i&quot; 
xmlns:ssw=&quot;http://newsroom.gs
fc.nasa.gov/esi/rsp/ssw&quot; 
xmlns:eesi=&quot;http://eosdis.nasa.g
ov/esi/rsp/e&quot; 
xmlns:esi=&quot;http://eosdis.nasa.go
v/esi/rsp&quot; 
xmlns:xsi=&quot;http://www.w3.org/
2001/XMLSchema-
instance&quot;&gt;<br />    
&lt;Code&gt;InternalError&lt;/Code&
gt;<br />    
&lt;Message&gt;cmr.granule.search.u
rl and/or cmr.provider.id are not 
defined in the 'EcDlDaEgi.properties' 
file&lt;/Message&gt;<br 
/>&lt;/eesi:Exception&gt;<br /> 

12 Restore property file EcDlDaEgi.properties.   
13    
14 In the bowser input GET request: 

https://f5eil01.edn.ecs.nasa.gov/egi_DEV02/request?short_name=SPL3SMP
&amp;version=004&amp;format=GeoTIFF&amp;time=2016-12-11:00,2016-
12-
15&amp;Subset_Data_layers=/Soil_Moisture_Retrieval_Data_AM/soil_mois
ture 

EGI returns message to user indicating 
an internal error:<br 
/>&lt;eesi:Exception 
xsi:schemaLocation=&quot;http://eosd
is.nasa.gov/esi/rsp/e 
https://newsroom.gsfc.nasa.gov/esi/8.1
/schemas/ESIAgentResponseExternal.
xsd&quot;&gt;&lt;Code&gt;InternalE
rror&lt;/Code&gt;&lt;Message&gt;C
MR error: 
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# Action Expected Result Notes 
{&quot;errors&quot;:[&quot;temporal 
start datetime is invalid: [2016-12-
11:00] is not a valid 
datetime.&quot;]}&lt;/Message&gt;&l
t;/eesi:Exception&gt;<br /><br />In 
the log file EcDlDaEgi.debug0.log 
should appear:<br />CMR error: 
{&quot;errors&quot;:[&quot;temporal 
start datetime is invalid: [2016-12-
11:00] is not a valid 
datetime.&quot;]}<br /> 

15 Open terminal and input POST request:<br />curl 
&quot;https://f5eil01.edn.ecs.nasa.gov/egi_DEV02/request&quot; -X POST -
L -d 
&quot;short_name=SPL3SMP&amp;version=004&amp;format=GeoTIFF&a
mp;time=2016-12-11:00,2016-12-
15&amp;Subset_Data_layers=/Soil_Moisture_Retrieval_Data_AM/soil_mois
ture&quot; 

In terminal should get response:<br 
/>&lt;?xml version=&quot;1.0&quot; 
encoding=&quot;UTF-8&quot; 
standalone=&quot;yes&quot;?&gt;<br 
/>&lt;eesi:Exception 
xsi:schemaLocation=&quot;http://eosd
is.nasa.gov/esi/rsp/e 
https://newsroom.gsfc.nasa.gov/esi/8.1
/schemas/ESIAgentResponseExternal.
xsd&quot; xmlns=&quot;&quot; 
xmlns:iesi=&quot;http://eosdis.nasa.g
ov/esi/rsp/i&quot; 
xmlns:ssw=&quot;http://newsroom.gs
fc.nasa.gov/esi/rsp/ssw&quot; 
xmlns:eesi=&quot;http://eosdis.nasa.g
ov/esi/rsp/e&quot; 
xmlns:esi=&quot;http://eosdis.nasa.go
v/esi/rsp&quot; 
xmlns:xsi=&quot;http://www.w3.org/
2001/XMLSchema-
instance&quot;&gt;<br />    
&lt;Code&gt;InternalError&lt;/Code&
gt;<br />    &lt;Message&gt;CMR 
error: 
{&quot;errors&quot;:[&quot;temporal 
start datetime is invalid: [2016-12-
11:00] is not a valid 
datetime.&quot;]}&lt;/Message&gt;<b
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# Action Expected Result Notes 
r />&lt;/eesi:Exception&gt;<br /> 

16 In the bowser input GET request: 
https://f5eil01.edn.ecs.nasa.gov/egi_DEV02/request?short_name=MOD10C
M&amp;REQUEST=GetCapabilities&amp;token=75E5CEBE-6BBB-2FB5-
A613-0368A361D0B6 

EGI returns message to user indicating 
InvalidParameterValue error:<br 
/>&lt;eesi:Exception 
xsi:schemaLocation=&quot;http://eosd
is.nasa.gov/esi/rsp/e 
https://newsroom.gsfc.nasa.gov/esi/8.1
/schemas/ESIAgentResponseExternal.
xsd&quot;&gt;&lt;Code&gt;InternalE
rror&lt;/Code&gt;&lt;Message&gt;C
MR error: 
{&quot;errors&quot;:[&quot;Token 
5BA63402-C772-0D7B-A886-
1799DF87C1GG does not 
exist&quot;]}&lt;/Message&gt;&lt;/ee
si:Exception&gt;<br /><br />In the 
log file EcDlDaEgi.debug0.log should 
appear:<br />CMR error: 
{&quot;errors&quot;:[&quot;Token 
75E5CEBE-6BBB-2FB5-A613-
0368A361D0B6 does not 
exist&quot;]} 

 

17 Open terminal and input POST request:<br />curl 
&quot;https://f5eil01.edn.ecs.nasa.gov/egi_DEV02/request&quot; -X POST -
L -d 
&quot;short_name=SPL3SMP&amp;version=004&amp;Subset_Data_layers
=/Soil_Moisture_Retrieval_Data_AM/soil_moisture&amp;token=75E5CEBE
-6BBB-2FB5-A613-0368A361D0B6&quot; | xmllint --format - 

In terminal should get response:<br 
/>&lt;?xml version=&quot;1.0&quot; 
encoding=&quot;UTF-8&quot; 
standalone=&quot;yes&quot;?&gt;<br 
/>&lt;eesi:Exception 
xsi:schemaLocation=&quot;http://eosd
is.nasa.gov/esi/rsp/e 
https://newsroom.gsfc.nasa.gov/esi/8.1
/schemas/ESIAgentResponseExternal.
xsd&quot; xmlns=&quot;&quot; 
xmlns:iesi=&quot;http://eosdis.nasa.g
ov/esi/rsp/i&quot; 
xmlns:ssw=&quot;http://newsroom.gs
fc.nasa.gov/esi/rsp/ssw&quot; 
xmlns:eesi=&quot;http://eosdis.nasa.g
ov/esi/rsp/e&quot; 
xmlns:esi=&quot;http://eosdis.nasa.go
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# Action Expected Result Notes 
v/esi/rsp&quot; 
xmlns:xsi=&quot;http://www.w3.org/
2001/XMLSchema-
instance&quot;&gt;<br />    
&lt;Code&gt;InternalError&lt;/Code&
gt;<br />    &lt;Message&gt;CMR 
error: 
{&quot;errors&quot;:[&quot;Token 
75E5CEBE-6BBB-2FB5-A613-
0368A361D0B6 does not 
exist&quot;]}&lt;/Message&gt;<br 
/>&lt;/eesi:Exception&gt; 

18 In the bowser input GET request: 
https://f5eil01.edn.ecs.nasa.gov/egi_DEV02/request? 

&lt;results&gt;&lt;hits&gt;1894&lt;/hi
ts&gt;&lt;took&gt;394&lt;/took&gt;&
lt;references&gt;&lt;reference&gt;&lt;
name&gt;SC:NmAVCS1H.001:30006
20781&lt;/name&gt;&lt;id&gt;G1200
205900-
EDF_DEV02&lt;/id&gt;&lt;location&
gt;https://cmr.sit.earthdata.nasa.gov:44
3/search/concepts/G1200205900-
EDF_DEV02/2&lt;/location&gt;&lt;re
vision-id&gt;2&lt;/revision-
id&gt;&lt;/reference&gt;&lt;reference
&gt; ...<br /><br />In the log file 
EcDlDaEgi.debug0.log should 
appear:<br 
/>RequestResource.submitRequest: 
No query parameters.  Returning CMR 
results for provider 

 

19 In the bowser input GET request: 
https://f5eil01.edn.ecs.nasa.gov/egi_DEV02/request? 

&lt;results&gt;&lt;hits&gt;1894&lt;/hi
ts&gt;&lt;took&gt;394&lt;/took&gt;&
lt;references&gt;&lt;reference&gt;&lt;
name&gt;SC:NmAVCS1H.001:30006
20781&lt;/name&gt;&lt;id&gt;G1200
205900-
EDF_DEV02&lt;/id&gt;&lt;location&
gt;https://cmr.sit.earthdata.nasa.gov:44
3/search/concepts/G1200205900-
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# Action Expected Result Notes 
EDF_DEV02/2&lt;/location&gt;&lt;re
vision-id&gt;2&lt;/revision-
id&gt;&lt;/reference&gt;&lt;reference
&gt; ...<br /><br />In the log file 
EcDlDaEgi.debug0.log should 
appear:<br 
/>RequestResource.submitRequest: 
No query parameters.  Returning CMR 
results for provider 

20 Open terminal and input POST request:<br />curl 
&quot;https://f5eil01.edn.ecs.nasa.gov/egi_DEV02/request&quot; -X POST -
L -d &quot;&quot; | xmllint --format - 

&lt;?xml version=&quot;1.0&quot; 
encoding=&quot;UTF-
8&quot;?&gt;&lt;results&gt;&lt;hits&
gt;14&lt;/hits&gt;&lt;took&gt;215&lt;
/took&gt;&lt;references&gt;&lt;refere
nce&gt;&lt;name&gt;SC:MOD10CM.
005:3000595354&lt;/name&gt;&lt;id
&gt;G1200056647-
EDF_DEV02&lt;/id&gt;&lt;location&
gt;https://cmr.sit.earthdata.nasa.gov:44
3/search/concepts/G1200056647-
EDF_DEV02/2&lt;/location&gt;&lt;re
vision-id&gt;2&lt;/revision-
id&gt;&lt;/reference&gt;&lt;reference
&gt;&lt;name&gt;SC:MOD10CM.005
:3000594050&lt;/name&gt;&lt;id&gt;
G1200056649-
EDF_DEV02&lt;/id&gt;&lt;location&
gt;https://cmr.sit.earthdata.nasa.gov:44
3/search/concepts/G1200056649-
EDF_DEV02/2&lt;/location&gt;&lt;re
vision-id&gt;2&lt;/revision-
id&gt;&lt;/reference&gt; ...<br /> 

 

21 In the bowser input GET request: 
https://f5eil01.edn.ecs.nasa.gov/egi_DEV02/request?short_name=MOD10C
M 

&lt;results&gt;&lt;hits&gt;14&lt;/hits
&gt;&lt;took&gt;92&lt;/took&gt;&lt;r
eferences&gt;&lt;reference&gt;&lt;na
me&gt;SC:MOD10CM.005:30005953
54&lt;/name&gt;&lt;id&gt;G1200056
647-
EDF_DEV02&lt;/id&gt;&lt;location&
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# Action Expected Result Notes 
gt;https://cmr.sit.earthdata.nasa.gov:44
3/search/concepts/G1200056647-
EDF_DEV02/2&lt;/location&gt;&lt;re
vision-id&gt;2&lt;/revision-
id&gt;&lt;/reference&gt;<br /><br 
/>In the log file 
EcDlDaEgi.debug0.log should 
appear:<br 
/>RequestResource.submitRequest: 
No EGI processing instructions so will 
return CMR results 

22 Open terminal and input POST request:<br />curl 
&quot;https://f5eil01.edn.ecs.nasa.gov/egi_DEV02/request&quot; -X POST -
L -d &quot;short_name=MOD10CM&quot; 

&lt;?xml version=&quot;1.0&quot; 
encoding=&quot;UTF-
8&quot;?&gt;&lt;results&gt;&lt;hits&
gt;14&lt;/hits&gt;&lt;took&gt;262&lt;
/took&gt;&lt;references&gt;&lt;refere
nce&gt;&lt;name&gt;SC:MOD10CM.
005:3000595354&lt;/name&gt;&lt;id
&gt;G1200056647-
EDF_DEV02&lt;/id&gt;&lt;location&
gt;https://cmr.sit.earthdata.nasa.gov:44
3/search/concepts/G1200056647-
EDF_DEV02/2&lt;/location&gt;&lt;re
vision-id&gt;2&lt;/revision-
id&gt;&lt;/reference&gt;&lt;reference
&gt;&lt;name&gt;SC:MOD10CM.005
:3000594050&lt;/name&gt;&lt;id&gt;
G1200056649-
EDF_DEV02&lt;/id&gt;&lt;location&
gt;https://cmr.sit.earthdata.nasa.gov:44
3/search/concepts/G1200056649-
EDF_DEV02/2&lt;/location&gt;&lt;re
vision-id&gt;2&lt;/revision-
id&gt;&lt;/reference&gt; ... 

 

 
 
TEST DATA: 
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EXPECTED RESULTS: 
 

1441 WCS 2.0.1 SUPPORT IN EGI (NCR 8054173) (ECS-ECSTC-3851) 

DESCRIPTION: 
EGI can handle requests GetCapabilities, DescribeCoverage and GetCoverage in accordence  with OGC WCS 2.0.1 standard. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 Open 

https://f5eil01.edn.ecs.nasa.gov/egi_DEV02/request?short_name=MOD10C
M&amp;SERVICE=WCS&amp;VERSION=2.0.1&amp;REQUEST=GetCap
abilities 

Response should be with all filled 
elements.<br /><br 
/>&lt;ns3:Capabilities 
xmlns:ns1=&quot;http://www.opengis
.net/ows/2.0&quot; 
xmlns:ns2=&quot;http://www.w3.org/
1999/xlink&quot; 
xmlns:ns3=&quot;http://www.opengis
.net/wcs/2.0&quot; 
xmlns:ns4=&quot;http://www.opengis
.net/gml/3.2&quot; 
xmlns:ns5=&quot;http://www.opengis
.net/gmlcov/1.0&quot; 
xmlns:ns6=&quot;http://www.opengis
.net/swe/2.0&quot; 
version=&quot;2.0.1&quot;&gt;<br 
/>&lt;ns1:ServiceIdentification&gt;...
&lt;/ns1:ServiceIdentification&gt;<br 
/>&lt;ns1:ServiceProvider&gt;...&lt;/n
s1:ServiceProvider&gt;<br 
/>&lt;ns1:OperationsMetadata&gt;...&
lt;/ns1:OperationsMetadata&gt;<br 
/>&lt;ns3:ServiceMetadata&gt;...&lt;/
ns3:ServiceMetadata&gt;<br 
/>&lt;ns3:Contents&gt;...&lt;/ns3:Con
tents&gt;<br 
/>&lt;/ns3:Capabilities&gt; 

 



 

3581 
 

# Action Expected Result Notes 
2 Open<br 

/>https://f5eil01.edn.ecs.nasa.gov/egi_DEV02/request?short_name=MOD10
CM&amp;SERVICE=WCS&amp;VERSION=2.0.1&amp;REQUEST=Descr
ibeCoverage&amp;IDENTIFIER=3000595354 

Response should be with all filled 
elements for two coverageIds  
3000595354:/MOD_CMG_Snow_5k
m/Snow_Cover_Monthly_CMG and 
3000595354:/MOD_CMG_Snow_5k
m/Snow_Spatial_QA<br /><br 
/>&lt;ns4:CoverageDescriptions 
xmlns:ns1=&quot;http://www.opengis
.net/gml/3.2&quot; 
xmlns:ns2=&quot;http://www.w3.org/
1999/xlink&quot; 
xmlns:ns3=&quot;http://www.opengis
.net/gmlcov/1.0&quot; 
xmlns:ns4=&quot;http://www.opengis
.net/wcs/2.0&quot; 
xmlns:ns5=&quot;http://www.opengis
.net/swe/2.0&quot; 
xmlns:ns6=&quot;http://www.opengis
.net/ows/2.0&quot;&gt;<br 
/>&lt;ns4:CoverageDescription&gt;...
&lt;/ns4:CoverageDescription&gt;<br 
/>&lt;ns4:CoverageDescription&gt;...
&lt;/ns4:CoverageDescription&gt;<br 
/>&lt;/ns4:CoverageDescriptions&gt; 

 

3 Open<br 
/>https://f5eil01.edn.ecs.nasa.gov/egi_DEV02/request?short_name=MOD10
CM&amp;SERVICE=WCS&amp;VERSION=2.0.1&amp;REQUEST=GetC
overage&amp;IDENTIFIER=3000595358&amp;BBOX=-
20,0,80,40&amp;FORMAT=GeoTiff 

Response with GML part should 
appear and two &quot;Opening 
request&quot; windows are 
opened.<br /> 

 

4 In the Opening request dialog choose option  &quot;Open with Image Viewer 
(default) . Click OK button on first window. 

Should appear window 
&quot;request&quot; with tiff image 
for first coverage. 

 

5 Close &quot;request&quot; window with image. Click OK on next dialog 
box. 

Should appear next window 
&quot;request&quot; with tiff image. 

 

 
 
TEST DATA: 
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EXPECTED RESULTS: 
 

1442 NCR 8052671:SUBSCRIPTIONS SHOULD ALLOW FOR SERVICES ON DATA PRIOR TO 
DELIVERY (ECS-ECSTC-3852) 

DESCRIPTION: 
Subscribe with processing options using the DataAccess GUI. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 S4S testing<br />   
2 <i>This test triggers a Subscription for Services entry and provides a 

subsetted result to the user. This particular test uses an ICESat-2 dataset and 
produces a subsetted dataset in NetCDF4 format.</i> 

 #comment 

3 Log in to the Data Access GUI 
(http://f5dpl01:22500/DataAccessGui_DEV06/). 

  

4 Click on the Subscription Management tab.   
5 Click on the Add New Subscription button.   
6 Enter an email address, Frequency (usually 60 seconds), CMR query 

(short_name=ATL08), Service Agent of ICESAT2, Bounding box (7, 50, 13, 
60), <br />        Format of NetCDF4-CF and two Subset Data Layers: 
/gt3r/land_segments/latitude,/gt3r/land_segments/longitude. 

  

7 Click on the Subscribe button.   
8 Log in to the DEV06 data base:<br /> <br />        psql -h f4dbl03 -d ecs -U 

readonly -p 5431<br /><br />        select 
public.set_search_path('aim','dev06');<br />        select a.granuleid from 
amgranule a, amdatafile b where a.granuleid = b.granuleid <br />        and 
a.shortname = 'ATL08' and a.versionid = 1 and b.onlinefilename = 
'ATL08_20201221T091812_04870101_940_01.h5';<br /><br />        Note 
the granuleid of the ATL08 granule to be used in the next step.<br /><br />       
These next steps will remove the existing granule from the DEV06 mode 
since we will re-ingest it to trigger our<br />        subscription that we set up 
in step 4. <br /><br />        If no granuleid was found then the granule doesn't 
exist in this mode and we can skip the next 4 steps.<br /> 

  

9 Create a file on f5oml01 in /usr/ecs/DEV06/CUSTOM/utilities directory   
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# Action Expected Result Notes 
called GeoidFile.txt and make sure it has this<br />        entry:  
SC:ATL08.001:&lt;granuleid&gt;<br /> 

10 Run the BulkDelete utility on f5oml01 to mark the previous granule for 
deletion:<br /><br />        cd /usr/ecs/DEV06/CUSTOM/utilities<br />        
./EcDsBulkDelete.pl -delref -physical <br />        ./EcDsBulkDelete.pl -
physical -delref -geoidfile 
/usr/ecs/DEV06/CUSTOM/utilities/GeoidFile.txt<br />          -mode DEV06 -
log 
/usr/ecs/DEV06/CUSTOM/logs/BulkDelete_&lt;Some_form_of_current_dat
e&amp;time&gt;.log<br /><br />        The log file should have an entry 
something like:<br /><br />        SC:ATL08.001:80415 -- Granule 
successfully marked<br /> 

  

11 Run the unpublish utility on f5dpl01 in the DEV06 mode to unpublish the 
granule:<br />        cd /usr/ecs/DEV06/CUSTOM/utilities<br />        
./EcDlUnpublishStart.pl -mode DEV06 -g &lt;granuleid&gt; <br />        
(granuleid is from step 6)<br /><br />        Issue the following database 
command to ensure that the granule was unpublished:<br />        select 
granuleid, isorderonly from amgranule where granuleid = 
&lt;granuleid&gt;<br /><br />        The isorderonly flag should be set to 
&quot;H&quot; (hidden).<br /> 

  

12 Run DeletionCleanup on f5oml01:<br />        cd 
/usr/ecs/DEV06/CUSTOM/utilities<br />        ./EcDsDeletionCleanup.pl -
mode DEV06<br /><br />        select the second option to the first 
prompt:<br /><br />          ==== Menu for Lag Time ====<br />   1. 
Select granules for a specific day (lag&lt;n&gt; or date &lt;mm/dd/yyyy&gt; 
format)<br />   2. Select all granules older than a specific day 
(lag&lt;n&gt; or date &lt;mm/dd/yyyy&gt; format)<br />   3. Quit<br />
   Select 1, 2 or 3: 2<br /><br />        Enter a lag time of zero to the 
next prompt:<br /><br />          Enter Lag time in days &lt;n&gt; or date 
&lt;mm/dd/yyyy&gt;: 0<br /><br />        Respond y to the next prompt:<br 
/><br />          A Lag Time of '0' days has been entered.<br /><br />   Is 
this correct? [y/n]: y<br /><br />        Choose option 2 to select all datasets 
for deletion:<br />      <br />          ==== Menu for Data Type ====<br />
   1. Specify datatype(s) and version for deletion by an input file<br 
/>      The file format : one ESDT.Version &lt;AST_L1BT.001 or 
AST_L1B*.001&gt; per line <br />   2. Select all datatypes for deletion<br />
   3. Quit<br />   Select 1, 2 or 3: 2<br /><br />        Respond y to 
the next prompt:<br /><br />             ==== Granules Marked as Deletion or 

==== Start cleanup metadata entries 
from AIM DB at Wed Nov  8 
16:46:22 EST 2017 ====<br /><br 
/><br />          ==== Start removing 
XML files from archive at Wed Nov  
8 16:46:22 EST 2017 ====<br />          
<br />            Total XML file count:
 3<br />          <br />            
Completed the batch of XML file 
cleanup<br />          <br />          <br />   
XML files deleted in this batch:  3<br 
/>            Total XML files deleted so 
far: 3<br />          <br />          ==== 
Start removing data files from archive 
at Wed Nov  8 16:46:22 EST 2017 
====<br />          <br />          <br />      
==== MissingVolGroup in 
DsStPendingDelete ==== <br />          
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# Action Expected Result Notes 
DFA ==== <br />   ShortName  VersionID Num 
of Granules  DFA granules<br />   ATL08  1
  1   NO<br />   QA 
 1  13   NO<br />   
Total number of logically deleted granules to be physically deleted = 14<br 
/>   Do you confirm to delete listed granules? [y/n] : y<br /><br />       
Respond n to the last prompt:<br /><br />          Do you want to have 
interactive user interface during data file deletion process? [y/n] :n<br /><br 
/>       Output will be printed to standard out similar to the following:<br /> 

 VersionedDataType 
  filecount<br />          
0: Browse.001  
 1<br />          <br />            
==== VolumeGroup Info in 
DsStPendingDelete ==== <br />            
Index VersionedDataType
 VolumeGroupId
 VolumeGroupPath 
  filecount<br />            
0: ATL08.001 
 1321 
 /stornext/snfs1/DEV06/ICES
AT2/ATL08.001/2016_12_07/ 
 1<br />            Total file 
count for deletion: 1<br />          
<br />            Total number of files to 
be deleted in the batch: 1<br />          
<br />            Files deleted in this 
batch:  1<br />            Total files 
deleted so far: 1<br /> 

13 Reingest ATL08 granule to trigger the subscription (only if the granule wasn't 
found in the mode):<br /><br />        ssh f5eil01<br />        sudo -u cmshared 
sudosh<br />        cp /sotestdata/DROP_804/ICESat-
2/ATL08/2017_08_25_V4.0/ATL08_20201221T091812_04870101_940_01.
h5.PDR 
/usr/ecs/DEV06/CUSTOM/data/dplIngest/icesat/pollICESAT/ATL08_S4S_P
DR_&lt;n&gt;.PDR<br />   <br />        where &lt;n&gt; is a unique number if 
this test is to be repeated multiple times.<br /> 

  

14 The ingest process should trigger the subscription to submit an EGI request to 
provide the user with a spatially subsetted<br />        ATL08 granule 
containing the /gt3r/land_segments/longitude and 
/gt3r/land_segments/latitude subset data layers in NetCDF4-CF format.<br /> 

  

15 The user email entered in the subscription should receive an email similar to 
the following:<br /><br />        <br /><br /> 

Email: michael.a.brown-
2@nasa.gov<br /><br />Frequency: 2 
hours<br /><br />CMR Query: 
provider=EDF_DEV02&amp;short_na
me=SPL4SMLM&amp;version=002<

 



 

3585 
 

# Action Expected Result Notes 
br /><br />Processing Instruction: 
SUBSET_DATA_LAYERS=%2FFile
MainGroup%2Fcell_lat%2C%2FFile
MainGroup%2Fcell_lon&amp;SUBA
GENT_ID=HEG&amp;INTERPOLA
TION=NN&amp;PROJECTION=GE
OGRAPHIC&amp;FORMAT=KML&
amp;RESAMPLE=PERCENT:50&am
p;BBOX=-100,-85,100,85 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
Successful subscriptions should appear in the Subscription Management tab of the Data Access GUI. 
 

1443 NCR 8053998:S4S: ALLOW REQUEST_MODE TO BE ASYNC_AND_SUBSCRIBE (ECS-ECSTC-
3853) 

DESCRIPTION: 
Subscribe with processing options using programmatic access. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 This only tests the subscription creation mechanism--not subscription 

fulfillment.<br /> 
  

2 <i>Enter an email address, Frequency (usually 60 seconds), CMR query 
(short_name=ATL08), Service Agent of ICESAT2, Bounding box (7, 50, 13, 
60),<br />        Format of NetCDF4-CF and two Subset Data Layers: 
/gt3r/land_segments/latitude,/gt3r/land_segments/longitude.</i> 

 #comment 

3 <i>GET</i>  #comment 
4 curl -o `testDir`/Request_`quickdate` -v 

'http://f5eil01.edn.ecs.nasa.gov:22500/egi_DEV06/request?short_name=ATL
08&amp;version=001&amp;EMAIL=michael.a.brown-

&gt; User-Agent: curl/7.19.7 (x86_64-
redhat-linux-gnu) libcurl/7.19.7 
NSS/3.27.1 zlib/1.2.3 libidn/1.18 

 



 

3586 
 

# Action Expected Result Notes 
2@nasa.gov&amp;REQUEST_MODE=async_and_subscribe&amp;SUBAG
ENT_ID=ICESAT2&amp;FREQUENCY=9000&amp;BBOX=7,50,13,60&a
mp;FORMAT=NetCDF4-
CF&amp;SUBSET_DATA_LAYERS=/gt3r/land_segments/latitude,/gt3r/lan
d_segments/longitude' 

libssh2/1.4.2<br />&gt; Host: 
f5eil01.edn.ecs.nasa.gov:22500<br 
/>&gt; Accept: */*<br />&gt; <br />  
% Total    % Received % Xferd  
Average Speed   Time    Time     Time  
Current<br />                                 
Dload  Upload   Total   Spent    Left  
Speed<br />  0     0    0     0    0     0      
0      0 --:--:--  0:00:01 --:--:--     0&lt; 
HTTP/1.1 201 Created<br />&lt; 
Date: Wed, 06 Dec 2017 19:35:03 
GMT<br />&lt; Server: Apache/2.4.26 
(Unix) mod_jk/1.2.40<br />&lt; 
Location: 
https://f5eil01.edn.ecs.nasa.gov/egi_D
EV06/request/17086<br />&lt; 
Content-Disposition: attachment; 
filename=&quot;17086.xml&quot;<br 
/>&lt; Transfer-Encoding: chunked<br 
/>&lt; Content-Type: text/xml<br 
/>&lt; <br />{ [data not shown]<br 
/>103  1557    0  1557    0     0   1314      
0 --:--:--  0:00:01 --:--:--  1317* 
Connection #0 to host 
f5eil01.edn.ecs.nasa.gov left intact<br 
/><br />* Closing connection #0 

5 <i>POST (Multi-part form data operations not supported)</i>  #comment 
6 curl -o `testDir`/Request_`quickdate` --data 

'short_name=ATL08&amp;version=001&amp;EMAIL=michael.a.brown-
2@nasa.gov&amp;REQUEST_MODE=async_and_subscribe&amp;SUBAG
ENT_ID=ICESAT2&amp;FREQUENCY=9000&amp;BBOX=7,50,13,60&a
mp;FORMAT=NetCDF4-
CF&amp;SUBSET_DATA_LAYERS=/gt3r/land_segments/latitude,/gt3r/lan
d_segments/longitude' -v 
'http://f5eil01.edn.ecs.nasa.gov:22500/egi_DEV07/request' 

* About to connect() to 
f5eil01.edn.ecs.nasa.gov port 22500 
(#0)<br />*   Trying 172.28.129.25... 
connected<br />* Connected to 
f5eil01.edn.ecs.nasa.gov 
(172.28.129.25) port 22500 (#0)<br 
/>&gt; POST /egi_DEV07/request 
HTTP/1.1<br />&gt; User-Agent: 
curl/7.19.7 (x86_64-redhat-linux-gnu) 
libcurl/7.19.7 NSS/3.27.1 zlib/1.2.3 
libidn/1.18 libssh2/1.4.2<br />&gt; 
Host: 
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# Action Expected Result Notes 
f5eil01.edn.ecs.nasa.gov:22500<br 
/>&gt; Accept: */*<br />&gt; 
Content-Length: 241<br />&gt; 
Content-Type: application/x-www-
form-urlencoded<br />&gt; <br />} 
[data not shown]<br />  % Total    % 
Received % Xferd  Average Speed   
Time    Time     Time  Current<br />      
Dload  Upload   Total   Spent    Left  
Speed<br />  0     0    0     0    0   241      
0    240 --:--:--  0:00:01 --:--:--     0&lt; 
HTTP/1.1 201 Created<br />&lt; 
Date: Thu, 07 Dec 2017 21:01:04 
GMT<br />&lt; Server: Apache/2.4.26 
(Unix) mod_jk/1.2.40<br />&lt; 
Location: 
https://f5eil01.edn.ecs.nasa.gov/egi_D
EV07/request/98554<br />&lt; 
Content-Disposition: attachment; 
filename=&quot;98554.xml&quot;<br 
/>&lt; Transfer-Encoding: chunked<br 
/>&lt; Content-Type: text/xml<br 
/>&lt; <br />{ [data not shown]<br 
/>121  1574    0  1574    0   241   1251    
191 --:--:--  0:00:01 --:--:--  1062* 
Connection #0 to host 
f5eil01.edn.ecs.nasa.gov left intact<br 
/><br />* Closing connection #0 

7 curl -XPOST -o `testDir`/Request_`quickdate` --form 'short_name=ATL08' --
form 'version=001' --form 'EMAIL=michael.a.brown-2@nasa.gov' --form 
'REQUEST_MODE=async_and_subscribe' --form 
'SUBAGENT_ID=ICESAT2' --form 'FREQUENCY=10000' --form 
'BBOX=7,50,13,60' --form 'FORMAT=NetCDF4-CF' --form 
'SUBSET_DATA_LAYERS=/gt3r/land_segments/latitude,/gt3r/land_segmen
ts/longitude' -v 'http://f5eil01.edn.ecs.nasa.gov:22500/egi_DEV07/request' 

&gt; POST /egi_DEV07/request 
HTTP/1.1<br />&gt; User-Agent: 
curl/7.19.7 (x86_64-redhat-linux-gnu) 
libcurl/7.19.7 NSS/3.27.1 zlib/1.2.3 
libidn/1.18 libssh2/1.4.2<br />&gt; 
Host: 
f5eil01.edn.ecs.nasa.gov:22500<br 
/>&gt; Accept: */*<br />&gt; 
Content-Length: 1072<br />&gt; 
Expect: 100-continue<br />&gt; 
Content-Type: multipart/form-data; 

This operation is not 
supported. 



 

3588 
 

# Action Expected Result Notes 
boundary=----------------------------
2d091bd9cbc9<br />&gt; <br />  % 
Total    % Received % Xferd  Average 
Speed   Time    Time     Time  
Current<br />                                 
Dload  Upload   Total   Spent    Left  
Speed<br />  0  1072    0     0    0     0     
0      0 --:--:-- --:--:-- --:--:--     0&lt; 
HTTP/1.1 100 Continue<br />} [data 
not shown]<br />&lt; HTTP/1.1 415 
Unsupported Media Type<br />&lt; 
Date: Thu, 07 Dec 2017 21:06:41 
GMT<br />&lt; Server: Apache/2.4.26 
(Unix) mod_jk/1.2.40<br />&lt; 
Content-Length: 0<br />&lt; <br 
/>107  1072    0     0  107  1072      0   
285k --:--:-- --:--:-- --:--:-- 1046k* 
Connection #0 to host 
f5eil01.edn.ecs.nasa.gov left intact<br 
/><br />* Closing connection #0<br /> 

8 <i>VERIFY</i>  #comment 
9 Log in to the Data Access GUI 

(http://f5dpl01:22500/DataAccessGui_DEV06/).<br />Click on the 
Subscription Management tab.<br />Look for the new subscriptions in the 
main table.<br /><br />Check email for &quot;Subscribed 
Successfully&quot; message. 

Email: michael.a.brown-
2@nasa.gov<br /><br />Frequency: 2 
hours<br /><br />CMR Query: 
provider=EDF_DEV02&amp;short_na
me=SPL4SMLM&amp;version=002<
br /><br />Processing Instruction: 
SUBSET_DATA_LAYERS=%2Fgt3r
%2Fland_segments%2Flatitude%2C%
2Fgt3r%2Fland_segments%2Flongitu
de&amp;SUBAGENT_ID=ICESAT2
&amp;FORMAT=NetCDF4-
CF&amp;BBOX=7,50,13,60<br /> 

 

 
 
TEST DATA: 
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EXPECTED RESULTS: 
Emails should be received for successful subscription and failure to subscribe. Successful subscriptions should appear in the Subscription Management tab of the 
Data Access GUI. 
 

1444 NCR 8054198:9.1 TS1, ESI:  ATLAS DS_* PARAMETERS NOT SHOWING UP IN SERVICE 
FORM (ECS-ECSTC-3854) 

DESCRIPTION: 
This tests the configuration of data objects for all services, as well as parameter subsetting requests for specific examples. Look for collections having object-
only/field-only bands, such as ATL03.001. 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 This tests the configuration of data objects for all services, as well as 

parameter subsetting requests for specific examples. Look for collections 
having object-only/field-only bands, such as ATL03.001. 

 Replace &lt;TEST_DIR&gt; 
and &lt;MODE&gt; 
wherever they appear in the 
subsequent commands. 
&lt;MODE&gt; is 'OPS' or 
'_DEV0X' or '_TSX' 

2 <i>The test(s) is performed by comparing capabilites documents before and 
after data-object configuration. For most collections, the results should be the 
same.</i> 

 #comment 

3 <i>DOWNLOAD CAPABILITIES DOCUMENTS - USED FOR 
VERIFICATION</i> 

 #comment 

4 curl -o &lt;TEST_DIR&gt;/ATL03.001_Orig.xml -v 
'http://f5dpl01:22500/esi&lt;MODE&gt;/capabilities/ATL03.001.xml'<br 
/>curl -o &lt;TEST_DIR&gt;/ATL04.001_Orig.xml -v 
'http://f5dpl01:22500/esi&lt;MODE&gt;/capabilities/ATL04.001.xml'<br 
/>curl -o &lt;TEST_DIR&gt;/ATL07.001_Orig.xml -v 
'http://f5dpl01:22500/esi&lt;MODE&gt;/capabilities/ATL07.001.xml'<br 
/>curl -o &lt;TEST_DIR&gt;/ATL08.001_Orig.xml -v 
'http://f5dpl01:22500/esi&lt;MODE&gt;/capabilities/ATL08.001.xml'<br 
/>curl -o &lt;TEST_DIR&gt;/ATL09.001_Orig.xml -v 
'http://f5dpl01:22500/esi&lt;MODE&gt;/capabilities/ATL09.001.xml'<br 
/>curl -o &lt;TEST_DIR&gt;/ATL10.001_Orig.xml -v 
'http://f5dpl01:22500/esi&lt;MODE&gt;/capabilities/ATL10.001.xml'<br 

* About to connect() to f5dpl01 port 
22500 (#0)<br />*   Trying 
172.28.129.23... connected<br />* 
Connected to f5dpl01 (172.28.129.23) 
port 22500 (#0)<br />&gt; GET 
/esi/capabilities/ATL03.001.xml 
HTTP/1.1<br />&gt; User-Agent: 
curl/7.19.7 (x86_64-redhat-linux-gnu) 
libcurl/7.19.7 NSS/3.27.1 zlib/1.2.3 
libidn/1.18 libssh2/1.4.2<br />&gt; 
Host: f5dpl01:22500<br />&gt; 
Accept: */*<br />&gt; <br />  % Total   
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# Action Expected Result Notes 
/>curl -o &lt;TEST_DIR&gt;/ATL12.001_Orig.xml -v 
'http://f5dpl01:22500/esi&lt;MODE&gt;/capabilities/ATL12.001.xml'<br 
/>curl -o &lt;TEST_DIR&gt;/MIL3DAE.004_Orig.xml -v 
'http://f5dpl01:22500/esi&lt;MODE&gt;/capabilities/MIL3DAE.004.xml'<br 
/>curl -o &lt;TEST_DIR&gt;/SPL3SMP.003_Orig.xml -v 
'http://f5dpl01:22500/esi&lt;MODE&gt;/capabilities/SPL3SMP.003.xml'<br 
/>curl -o &lt;TEST_DIR&gt;/GLAH05.034_Orig.xml -v 
'http://f5dpl01:22500/esi&lt;MODE&gt;/capabilities/GLAH05.034.xml'<br 
/>curl -o &lt;TEST_DIR&gt;/MOD14A1.005_Orig.xml -v 
'http://f5dpl01:22500/esi&lt;MODE&gt;/capabilities/MOD14A1.005.xml'<br 
/> 

% Received % Xferd  Average Speed   
Time    Time     Time  Current<br />      
Dload  Upload   Total   Spent    Left  
Speed<br />  0     0    0     0    0     0      
0      0 --:--:-- --:--:-- --:--:--     0&lt; 
HTTP/1.1 200 OK<br />&lt; Date: 
Tue, 19 Dec 2017 16:54:30 GMT<br 
/>&lt; Server: Apache<br />&lt; 
Transfer-Encoding: chunked<br />&lt; 
Content-Type: text/xml<br />&lt; <br 
/>{ [data not shown]<br />100 87850    
0 87850    0     0   352k      0 --:--:-- --:-
-:-- --:--:--  355k* Connection #0 to 
host f5dpl01 left intact<br /><br />* 
Closing connection #0<br /> 

5 <i>CONFIGURE DATA OBJECTS</i>  #comment 
6 Login to DataAccess GUI, then enter the following URLs in the browser.<br 

/>http://f5dpl01:22500/DataAccessGui&lt;MODE&gt;/config/datasetService/
dataObjects/ICESAT2/ATL03.001/reconfig?useSampleGranules&amp;agent
=h5jsonimport<br 
/>http://f5dpl01:22500/DataAccessGui&lt;MODE&gt;/config/datasetService/
dataObjects/ICESAT2/ATL04.001/reconfig?useSampleGranules&amp;agent
=h5jsonimport<br 
/>http://f5dpl01:22500/DataAccessGui&lt;MODE&gt;/config/datasetService/
dataObjects/ICESAT2/ATL07.001/reconfig?useSampleGranules&amp;agent
=h5jsonimport<br 
/>http://f5dpl01:22500/DataAccessGui&lt;MODE&gt;/config/datasetService/
dataObjects/ICESAT2/ATL08.001/reconfig?useSampleGranules&amp;agent
=h5jsonimport<br 
/>http://f5dpl01:22500/DataAccessGui&lt;MODE&gt;/config/datasetService/
dataObjects/ICESAT2/ATL09.001/reconfig?useSampleGranules&amp;agent
=h5jsonimport<br 
/>http://f5dpl01:22500/DataAccessGui&lt;MODE&gt;/config/datasetService/
dataObjects/ICESAT2/ATL10.001/reconfig?useSampleGranules&amp;agent
=h5jsonimport<br 
/>http://f5dpl01:22500/DataAccessGui&lt;MODE&gt;/config/datasetService/
dataObjects/ICESAT2/ATL12.001/reconfig?useSampleGranules&amp;agent
=h5jsonimport<br /> 

{<br />  status : &quot;Ok&quot;,<br 
/>  collections_processed : [ 
&quot;ICESAT2:ATL09.001&quot; 
],<br />  results : {<br />  },<br />  
messages : [ &quot;Items Listed above 
have been disabled.&quot; ]<br 
/>}<br /> 
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# Action Expected Result Notes 
7 <i>IDENTIFY THE NEW PARAMETERS</i>  #comment 
8 The following list shows the parameters that should become available for 

each collection.<br />Use `diff` against the capabilities documents to verify 
that the listed bands are now available.<br /><br />ATL03.001 : ds_surf_type 
ds_xyz<br />ATL04.001 : ds_mbs_bins ds_surf_type ds_va_nrb <br 
/>ATL07.001 : ds_si_hist_bins ds_surf_type <br />ATL08.001 : ds_quartile 
ds_surf_type <br />ATL09.001 : ds_layers ds_mbs_bins ds_surf_type 
ds_va_nrb <br />ATL10.001 : ds_si_hist_bins <br />ATL12.001 : 
ds_surf_type<br /><br />curl --silent 
'http://f5dpl01:22500/esi&lt;MODE&gt;/capabilities/&lt;MODE&gt;.xml' | 
diff -b &lt;SNVI&gt;_Orig.xml - | tee &lt;SNVI&gt;_diff<br /><br />&gt; 
curl --silent 'http://f5dpl01:22500/esi_DEV06/capabilities/ATL03.001.xml' | 
diff -b ATL03.001_Orig.xml - | tee ATL09.001_diff 

&gt;                 &lt;SubsetVariable 
value=&quot;/&quot; 
label=&quot;/&quot;&gt;<br />&gt;       
&lt;SubsetVariable 
value=&quot;/:ds_layers&quot; 
label=&quot;ds_layers&quot; 
/&gt;<br />&gt;                     
&lt;SubsetVariable 
value=&quot;/:ds_mbs_bins&quot; 
label=&quot;ds_mbs_bins&quot; 
/&gt;<br />&gt;                     
&lt;SubsetVariable 
value=&quot;/:ds_va_nrb&quot; 
label=&quot;ds_va_nrb&quot; 
/&gt;<br />&gt;                 
&lt;/SubsetVariable&gt;<br /> 

 

9 <i>EDSC PROCESSING REQUEST</i>  #comment 
10 Upload forms for the reconfigured collections.<br />In the Earthdata Search 

Client, request the ICESat-2 service for an ATLXX granule--request only the 
parameters listed above. 

Verify, using hdfview, that the output 
products contain the requested 
parameters.<br /> 

 

11 <i>TEST CONFIG EXPORT AND IMPORT WITH OTHER 
COLLECTIONS</i> 

 #comment 

12 Check that bands and dims are exported and imported correctly<br 
/>MIL3DAE.004 : HEG<br />SPL3SMP.003 : HEG <br />SPL2SMP.003 : 
SMAPL1L2<br />GLAH05.034 : GLAS<br />MOD14A1 : HEG<br /> 

  

13 <i>EXPORT</i>  #comment 
14 Login to the DataAccessGUI in the target mode.<br 

/>http://f5dpl01:22500/DataAccessGui_DEV06/config/export?configLevel=
Dataset_Service&amp;dataType=Data_Objects&amp;serviceId=HEG&amp;
collectionId=MIL3DAE.004&amp;filePath=/tmp/MIL3DAE.004.json 

{<br /><br />  status : 
&quot;Success&quot;,<br />  
collections_processed : [ 
&quot;MIL3DAE.004&quot; ],<br />  
results : {<br />    id : {<br />      
configLevel : 
&quot;DATASET_SERVICE&quot;,
<br />      dataType : 
&quot;DATA_OBJECTS&quot;,<br 
/>      serviceName : 
&quot;HEG&quot;,<br />      
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# Action Expected Result Notes 
collectionSNVI : 
&quot;MIL3DAE.004&quot;,<br />      
granuleId : null,<br />      
projectionName : null,<br />      
pathSeparator : &quot;:&quot;,<br />     
objectType : null<br />    },<br />    
items : [ {<br />      itemId : null,<br 
/>      itemName : 
&quot;AerosolParameterAverage:Abs
orbing optical 
depth:OpticalDepth[9]:Band[4]&quot;
,<br />      enabled : true<br />    }, 
{<br />      itemId : null,<br />      
itemName : 
&quot;AerosolParameterAverage:Alg
orithm type 
count:AlgorithmType[10]:RetrievalSu
ccessType[2]&quot;,<br />      enabled 
: true<br />    }, {<br />      itemId : 
null,<br />      itemName : 
&quot;AerosolParameterAverage:Ang
strom 
exponent:OpticalDepth[9]&quot;,<br 
/>      enabled : true<br />    }, {<br />    
itemId : null,<br />      itemName : 
&quot;AerosolParameterAverage:Ave
rage fill flag&quot;,<br />      enabled 
: true<br />    }, {<br />      itemId : 
null,<br />      itemName : 
&quot;AerosolParameterAverage:Opti
cal depth average&quot;,<br />      
enabled : true<br />    }, {<br />      
itemId : null,<br />      itemName : 
&quot;AerosolParameterAverage:Opti
cal depth average count&quot;,<br />     
enabled : true<br />    }, {<br />      
itemId : null,<br />      itemName : 
&quot;AerosolParameterAverage:Opti
cal depth standard 
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# Action Expected Result Notes 
deviation&quot;,<br />      enabled : 
true<br />    }, {<br />      itemId : 
null,<br />      itemName : 
&quot;AerosolParameterAverage:Sing
le-scatter 
albedo:OpticalDepth[9]:Band[4]&quot
;,<br />      enabled : true<br />    }, 
{<br />      itemId : null,<br />      
itemName : 
&quot;AerosolParameterAverage:Sing
le-scatter albedo 
count:OpticalDepth[9]:Band[4]&quot;
,<br />      enabled : true<br />    } 
]<br />  },<br />  messages : [ ]<br />} 

15 <i>IMPORT</i>  #comment 
16 Login to the DataAccessGUI in the target mode.<br 

/>http://f5dpl01:22500/DataAccessGui&lt;MODE&gt;/config/import?config
Level=Dataset_Service&amp;dataType=Data_Objects&amp;serviceId=&lt;S
ERVICE&gt;&amp;collectionId=&lt;SNVI&gt;&amp;filePath=/tmp/&lt;SN
VI&gt;.json<br /><br />&gt; 
http://f5dpl01:22500/DataAccessGui_DEV06/config/import?configLevel=Da
taset_Service&amp;dataType=Data_Objects&amp;serviceId=HEG&amp;coll
ectionId=MIL3DAE.004&amp;filePath=/tmp/MIL3DAE.004.json 

{<br />  status : 
&quot;Success&quot;,<br />  
collections_processed : [ 
&quot;MIL3DAE.004&quot; ],<br />  
results : &quot;import 
DATASET_SERVICE 
DATA_OBJECTS to/from: 
/tmp/MIL3DAE.004.json&quot;,<br 
/>  messages : [ ]<br />}<br /> 

 

17 <i>VERIFY</i>  #comment 
18 curl --silent 

'http://f5dpl01:22500/esi&lt;MODE&gt;/capabilities/&lt;MODE&gt;.xml' | 
diff -bs &lt;SNVI&gt;_Orig.xml - | tee &lt;SNVI&gt;_diff<br /><br />&gt; 
curl --silent 
'http://f5dpl01:22500/esi_DEV06/capabilities/MIL3DAE.004.xml' | diff -bs 
MIL3DAE.004_Orig.xml - | tee MIL3DAE.004_diff 

Files MIL3DAE.004_Orig.xml and - 
are identical. 

 

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
Collections with object-only parameters should allows object-only parameters to be subsetted using services. 
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1445 APACHE TOMCAT LOAD BALANCE AND FAILOVER TEST (ECS-ECSTC-3855) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 when tomcat is up in both oml and dpl - requests should be load balanced to 

both hosts 
  

2 when dpl is down and it oml is configured for failover - requests should go to 
oml 

  

3 when both dpl and oml tomcat is down - the egi requests should stay pending 
stop dispatching 

  

4 When oml is down - requests should continue to go to dpl   
5 when dpl /oml is brought back up with pending requests - they should resume 

dispatching if a new request came in or if the dispatching is resumed through 
the GUI ( in this case looks like dispatching never got suspended). 

  

6 when esi_fallback_url is set to oml in egi prroperties..   

 
 
TEST DATA: 
 
EXPECTED RESULTS: 
 

1446 PACKAGE/ZIP FILE CHECKOUT (ECS-ECSTC-3856) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
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TEST DATA: 
 
EXPECTED RESULTS: 
 

1447 LONG URL TEST (ECS-ECSTC-3857) 

DESCRIPTION: 
 
PRECONDITIONS: 
 
STEPS:   
# Action Expected Result Notes 
1 DO a long url test on eil host<br />e.g.<br 

/>https://f5eil01.edn.ecs.nasa.gov/egi/request?SUBAGENT_ID=ICESAT2&a
mp;REQUEST_MODE=ASYNC&amp;FILE_IDS=453412&amp;SUBSET_
DATA_LAYERS=/ATL03/ancillary_data/atlas_sdp_gps_epoch,/ATL03/anci
llary_data/control,/ATL03/ancillary_data/data_end_utc,/ATL03/ancillary_dat
a/data_start_utc,/ATL03/ancillary_data/end_cycle,/ATL03/ancillary_data/end
_geoseg,/ATL03/ancillary_data/end_gpssow,/ATL03/ancillary_data/end_gps
week,/ATL03/ancillary_data/end_latitude,/ATL03/ancillary_data/end_longitu
de,/ATL03/ancillary_data/end_orbit,/ATL03/ancillary_data/end_region,/ATL
03/ancillary_data/end_rgt,/ATL03/ancillary_data/granule_end_utc,/ATL03/a
ncillary_data/granule_start_utc,/ATL03/ancillary_data/podppd_pad,/ATL03/
ancillary_data/proc_interval,/ATL03/ancillary_data/release,/ATL03/ancillary
_data/start_cycle,/ATL03/ancillary_data/start_geoseg,/ATL03/ancillary_data/
start_gpssow,/ATL03/ancillary_data/start_gpsweek,/ATL03/ancillary_data/st
art_latitude,/ATL03/ancillary_data/start_longitude,/ATL03/ancillary_data/sta
rt_orbit,/ATL03/ancillary_data/start_region,/ATL03/ancillary_data/start_rgt,/
ATL03/ancillary_data/version,/ATL03/ancillary_data/gt1l/photon_classificati
on_input/alpha_inc,/ATL03/ancillary_data/gt1l/photon_classification_input/a
lpha_max,/ATL03/ancillary_data/gt1l/photon_classification_input/delta_eslw
,/ATL03/ancillary_data/gt1l/photon_classification_input/delta_eslw_v,/ATL0
3/ancillary_data/gt1l/photon_classification_input/delta_t_gap_min,/ATL03/a
ncillary_data/gt1l/photon_classification_input/delta_t_lin_fit,/ATL03/ancillar
y_data/gt1l/photon_classification_input/delta_t_max,/ATL03/ancillary_data/
gt1l/photon_classification_input/delta_t_min,/ATL03/ancillary_data/gt1l/pho
ton_classification_input/delta_z_bg,/ATL03/ancillary_data/gt1l/photon_class
ification_input/delta_zmax2,/ATL03/ancillary_data/gt1l/photon_classificatio

The request should be successful  
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# Action Expected Result Notes 
n_input/delta_zmin,/ATL03/ancillary_data/gt1l/photon_classification_input/d
time,/ATL03/ancillary_data/gt1l/photon_classification_input/e_a,/ATL03/anc
illary_data/gt1l/photon_classification_input/e_gap,/ATL03/ancillary_data/gt1
l/photon_classification_input/e_lfit,/ATL03/ancillary_data/gt1l/photon_classi
fication_input/e_m,/ATL03/ancillary_data/gt1l/photon_classification_input/e
_m_mult,/ATL03/ancillary_data/gt1l/photon_classification_input/htspanmin,/
ATL03/ancillary_data/gt1l/photon_classification_input/lslant_flag,/ATL03/a
ncillary_data/gt1l/photon_classification_input/min_fit_time,/ATL03/ancillary
_data/gt1l/photon_classification_input/nbin_min,/ATL03/ancillary_data/gt1l/
photon_classification_input/n_delta_z1,/ATL03/ancillary_data/gt1l/photon_c
lassification_input/n_delta_z2,/ATL03/ancillary_data/gt1l/photon_classificati
on_input/nphot_min,/ATL03/ancillary_data/gt1l/photon_classification_input/
out_edit_flag,/ATL03/ancillary_data/gt1l/photon_classification_input/pc_bck
grd_flag,/ATL03/ancillary_data/gt1l/photon_classification_input/r,/ATL03/a
ncillary_data/gt1l/photon_classification_input/r2,/ATL03/ancillary_data/gt1l/
photon_classification_input/sig_find_t_inc,/ATL03/ancillary_data/gt1l/photo
n_classification_input/snrlow,/ATL03/ancillary_data/gt1l/photon_classificati
on_input/snrmed,/ATL03/ancillary_data/gt1l/photon_classification_input/t_g
ap_big,/ATL03/ancillary_data/gt1r/photon_classification_input/alpha_inc,/A
TL03/ancillary_data/gt1r/photon_classification_input/alpha_max,/ATL03/anc
illary_data/gt1r/photon_classification_input/delta_eslw,/ATL03/ancillary_dat
a/gt1r/photon_classification_input/delta_eslw_v,/ATL03/ancillary_data/gt1r/
photon_classification_input/delta_t_gap_min,/ATL03/ancillary_data/gt1r/pho
ton_classification_input/delta_t_lin_fit,/ATL03/ancillary_data/gt1r/photon_cl
assification_input/delta_t_max,/ATL03/ancillary_data/gt1r/photon_classificat
ion_input/delta_t_min,/ATL03/ancillary_data/gt1r/photon_classification_inp
ut/delta_z_bg,/ATL03/ancillary_data/gt1r/photon_classification_input/delta_
zmax2,/ATL03/ancillary_data/gt1r/photon_classification_input/delta_zmin,/
ATL03/ancillary_data/gt1r/photon_classification_input/dtime,/ATL03/ancilla
ry_data/gt1r/photon_classification_input/e_a,/ATL03/ancillary_data/gt1r/pho
ton_classification_input/e_gap,/ATL03/ancillary_data/gt1r/photon_classificat
ion_input/e_lfit,/ATL03/ancillary_data/gt1r/photon_classification_input/e_m,
/ATL03/ancillary_data/gt1r/photon_classification_input/e_m_mult,/ATL03/a
ncillary_data/gt1r/photon_classification_input/htspanmin,/ATL03/ancillary_d
ata/gt1r/photon_classification_input/lslant_flag,/ATL03/ancillary_data/gt1r/p
hoton_classification_input/min_fit_time,/ATL03/ancillary_data/gt1r/photon_
classification_input/nbin_min,/ATL03/ancillary_data/gt1r/photon_classificati
on_input/n_delta_z1,/ATL03/ancillary_data/gt1r/photon_classification_input/
n_delta_z2,/ATL03/ancillary_data/gt1r/photon_classification_input/nphot_mi
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# Action Expected Result Notes 
n,/ATL03/ancillary_data/gt1r/photon_classification_input/out_edit_flag,/AT
L03/ancillary_data/gt1r/photon_classification_input/pc_bckgrd_flag,/ATL03/
ancillary_data/gt1r/photon_classification_input/r,/ATL03/ancillary_data/gt1r/
photon_classification_input/r2,/ATL03/ancillary_data/gt1r/photon_classificat
ion_input/sig_find_t_inc,/ATL03/ancillary_data/gt1r/photon_classification_i
nput/snrlow,/ATL03/ancillary_data/gt1r/photon_classification_input/snrmed,/
ATL03/ancillary_data/gt1r/photon_classification_input/t_gap_big,/ATL03/an
cillary_data/gt2l/photon_classification_input/alpha_inc,/ATL03/ancillary_dat
a/gt2l/photon_classification_input/alpha_max,/ATL03/ancillary_data/gt2l/ph
oton_classification_input/delta_eslw,/ATL03/ancillary_data/gt2l/photon_clas
sification_input/delta_eslw_v,/ATL03/ancillary_data/gt2l/photon_classificati
on_input/delta_t_gap_min,/ATL03/ancillary_data/gt2l/photon_classification_
input/delta_t_lin_fit,/ATL03/ancillary_data/gt2l/photon_classification_input/
delta_t_max,/ATL03/ancillary_data/gt2l/photon_classification_input/delta_t_
min,/ATL03/ancillary_data/gt2l/photon_classification_input/delta_z_bg,/AT
L03/ancillary_data/gt2l/photon_classification_input/delta_zmax2,/ATL03/an
cillary_data/gt2l/photon_classification_input/delta_zmin,/ATL03/ancillary_d
ata/gt2l/photon_classification_input/dtime,/ATL03/ancillary_data/gt2l/photon
_classification_input/e_a,/ATL03/ancillary_data/gt2l/photon_classification_i
nput/e_gap,/ATL03/ancillary_data/gt2l/photon_classification_input/e_lfit,/A
TL03/ancillary_data/gt2l/photon_classification_input/e_m,/ATL03/ancillary_
data/gt2l/photon_classification_input/e_m_mult,/ATL03/ancillary_data/gt2l/p
hoton_classification_input/htspanmin,/ATL03/ancillary_data/gt2l/photon_cla
ssification_input/lslant_flag,/ATL03/ancillary_data/gt2l/photon_classification
_input/min_fit_time,/ATL03/ancillary_data/gt2l/photon_classification_input/
nbin_min,/ATL03/ancillary_data/gt2l/photon_classification_input/n_delta_z1
,/ATL03/ancillary_data/gt2l/photon_classification_input/n_delta_z2,/ATL03/
ancillary_data/gt2l/photon_classification_input/nphot_min,/ATL03/ancillary_
data/gt2l/photon_classification_input/out_edit_flag,/ATL03/ancillary_data/gt
2l/photon_classification_input/pc_bckgrd_flag,/ATL03/ancillary_data/gt2l/ph
oton_classification_input/r,/ATL03/ancillary_data/gt2l/photon_classification
_input/r2,/ATL03/ancillary_data/gt2l/photon_classification_input/sig_find_t_
inc,/ATL03/ancillary_data/gt2l/photon_classification_input/snrlow,/ATL03/a
ncillary_data/gt2l/photon_classification_input/snrmed,/ATL03/ancillary_data
/gt2l/photon_classification_input/t_gap_big,/ATL03/ancillary_data/gt2r/phot
on_classification_input/alpha_inc,/ATL03/ancillary_data/gt2r/photon_classifi
cation_input/alpha_max,/ATL03/ancillary_data/gt2r/photon_classification_in
put/delta_eslw,/ATL03/ancillary_data/gt2r/photon_classification_input/delta_
eslw_v,/ATL03/ancillary_data/gt2r/photon_classification_input/delta_t_gap_
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# Action Expected Result Notes 
min,/ATL03/ancillary_data/gt2r/photon_classification_input/delta_t_lin_fit,/
ATL03/ancillary_data/gt2r/photon_classification_input/delta_t_max,/ATL03/
ancillary_data/gt2r/photon_classification_input/delta_t_min,/ATL03/ancillary
_data/gt2r/photon_classification_input/delta_z_bg,/ATL03/ancillary_data/gt2
r/photon_classification_input/delta_zmax2,/ATL03/ancillary_data/gt2r/photo
n_classification_input/delta_zmin,/ATL03/ancillary_data/gt2r/photon_classifi
cation_input/dtime,/ATL03/ancillary_data/gt2r/photon_classification_input/e
_a,/ATL03/ancillary_data/gt2r/photon_classification_input/e_gap,/ATL03/an
cillary_data/gt2r/photon_classification_input/e_lfit,/ATL03/ancillary_data/gt
2r/photon_classification_input/e_m,/ATL03/ancillary_data/gt2r/photon_class
ification_input/e_m_mult,/ATL03/ancillary_data/gt2r/photon_classification_i
nput/htspanmin,/ATL03/ancillary_data/gt2r/photon_classification_input/lslan
t_flag,/ATL03/ancillary_data/gt2r/photon_classification_input/min_fit_time,/
ATL03/ancillary_data/gt2r/photon_classification_input/nbin_min,/ATL03/an
cillary_data/gt2r/photon_classification_input/n_delta_z1,/ATL03/ancillary_d
ata/gt2r/photon_classification_input/n_delta_z2,/ATL03/ancillary_data/gt2r/p
hoton_classification_input/nphot_min,/ATL03/ancillary_data/gt2r/photon_cla
ssification_input/out_edit_flag,/ATL03/ancillary_data/gt2r/photon_classificat
ion_input/pc_bckgrd_flag,/ATL03/ancillary_data/gt2r/photon_classification_
input/r,/ATL03/ancillary_data/gt2r/photon_classification_input/r2,/ATL03/an
cillary_data/gt2r/photon_classification_input/sig_find_t_inc,/ATL03/ancillar
y_data/gt2r/photon_classification_input/snrlow,/ATL03/ancillary_data/gt2r/p
hoton_classification_input/snrmed,/ATL03/ancillary_data/gt2r/photon_classif
ication_input/t_gap_big 
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