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Abstract

A guide  for  load  testing  the  Common  Metada t a  Repository  (CMR),  intended
to  describe  star ting  conditions,  testing  param e t e r s ,  and  repor t ing
require m e n t s  for  these  tests,  but  not  to  prescr ibe  implemen t a t ion  or
technology  stra tegies .
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1 INTRODUCTION

1.1 Purpos e / S c o p e

This  documen t  is  intended  to  guide  load  testing  of  the  Common  Metada t a
Repository  (CMR).

1.2 Relate d  Docu m e ntatio n

The  lates t  versions  of  all  docume n t s  below  should  be  used.   The  lates t
ESDIS  Project  docume n t s  can  be  obtained  from  URL:   https://ops1-
cm.ems.eosdis.nas a .gov .   ESDIS  documen t s  have  a  docume n t  number
star ting  with  either  423  or  505.   Other  docume n t s  are  available  for
referenc e  in  the  ESDIS  project  library  websi te  at:
http://esdisfmp01.gsfc.nas a .gov/esdis_lib/defaul t .php  unless  indicated
otherwise .   

1.2.1 Referenc e  Documen t s

The  following  docume n t s  are  not  binding  on  the  conten t  but  referenc ed
herein  and,  amplify  or  clarify  the  informa tion  presen te d  in  this  documen t .

423- RQMT- 003 Metada t a  Requirem e n t s  Base  Reference  Document
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2 OVERVIEW

This  documen t  is  intended  to  describe  star ting  conditions,  testing
param e t e r s ,  and  repor ting  require m e n t s  for  these  tests ,  but  is  not  intended
to  prescribe  implemen t a t ion  or  technology  stra tegies .

2.1 Defin in g  Sub- Seco n d  Searc h

The  CMR  is  being  designed  to  provide  sub- second  searching,  and  as  such
the  definition  of  sub- second  search  should  be  clarified.  Based  on  initial
prototype  investigat ions  outline  the  qualities  of  sub- second  search:

Sub- second  search  implies  that  average  search  time  is  <  1s  for  both
collection  and  granule  level  searches  as  measured  from  the  time  the  CMR
receives  a query  until  it  has  complet ed  streaming  the  response .

Sub- second  performanc e  will  be  provided  for  queries  that  have  the
following:

 Granule  queries  that  include  a  collection  identifier  such  that  it
identifies  a  single  collection.  That  could  be  ECHO  Collection  Id  or
provider  id  with  dataset  id  or  short  name  and  version  id.

 Num b er  of  resul ts  reques t e d  is  100  or  fewer.
 Reques t e d  format  is  either  a  strict  reference  or  the  format  given  by

the  provider  or  the  format  has  been  pre- compute d  and  cached.  
 Any  of  the  granule  conditions  including  temporal  and  spatial  will  be

supported  with  sub- second  search.
 Any  number  of  conditions  will  be  supported .

2.2 Environ m e n t a l  Consid er a t i o n s

From  an  environm e n t a l  viewpoint ,  both  the  hardwa r e  and  software
employed  in  the  workload  need  to  reflec t  the  opera tional  buildout .  This
means  that  the  following  items  need  to  be  kept  in  sync  between  systems:

 Hardwa r e  (or  VM)  counts  and  specifications:  databas e  nodes,  elastic
nodes,  etc.

 Network  configura t ion/cap aci ty/secu ri ty  OS  
 Versions  and  Patching  Levels
 Software  Platform  and  Versions:  applica tions  containe r s  and  runtime

environme n t s  such  as  the  JVM and  compone n t  applica tion  servers
 3rd  Party  Library  Versions  and  Patching:  any  libraries  and  software

packages  (e.g.  Oracle,  ElasticSea rc h ,  Quartz,  etc)  used  by  the  CMR

If  there  are  any  discrepa ncies  among  these  items,  any  repor t s  resul ting
from  workload  tests  need  to  documen t  these  discrepa ncies .
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2.3 Searc h  and  Retrieva l  Test in g  Criteria

This  section  outlines  the  expecta t ions  of  the  CMR  under  various  search
loads.  As  stated  earlier ,  the  CMR  is  expected  to  sustain  sub- second  average
search  times  under  normal  system  load  and  continue  to  provide  accep table
perform anc e  under  a  stress  test .  The  tests  outlined  here  will  simula te  these
load  environm en t s  and  establish  criteria  for  dete rmining  success.  There  are
two  tests  included  in  this  documen t :

 Sustained  Load  Testing  (AKA 24  Hour  Load  Test)  
 Spike  Load  Testing

2.3.1 Initial  System  State

The  system  should  be  preloaded  with  a  mirror  of  the  opera t ional  search
index  and  databas e  prior  to  the  execution  of  the  test .  This  mirror  will  be
periodically  upda ted  as  described  in  the  "Frequency  of  Refresh".

2.3.2 Search  Load  Charac t e r is t ics

2.3.2.1 Types  of  Searches

Load  on  the  system  should  repres e n t  actual  system  load,  meaning  that
query  param e t e r s  should  mimic  searches  performe d  on  the  produc tion
system.  The  workload  system  should  use  actual  opera t ional  queries  to
genera t e  search  reques t s .

This  load  includes  a  mix  of  searche s  to  include  various  combina tions  of
spatial,  temporal  and  keyword  searches  at  both  the  collection  and  granule
level  as  well  as  direc t  collection  and  granule  retrieval  using  concep t- ids.  In
addition,  queries  may  be  retu rne d  in  various  suppor t e d  formats  (e.g.  json,
ECHO10,  ISO  19115,  DIF)

2.3.2.2 Concur r e n t  Reques t s

The  number  of  concur r e n t  reques t s  in  the  system  should  be  reflective  of
concur re n t  reques t s  from  the  opera t ional  system  rather  than  evenly
distribu ted  throughout  the  run.

2.3.2.3 Access  Control  Lists  and  Load

For  the  purposes  of  these  tests  it  is  to  be  assum ed  that  the  token(s)  used
to  genera t e  load  have  the  same  Access  Control  Lists  (ACLs)  as  a  normal
registe r e d  User  Regist ra t ion  System  (URS)  Earthda t a  user  accessing  the
CMR.  Adminis t ra to r s  and  non- authen tica t e d  guest  users  should  not  be
used  for  genera t ing  search  load.  Future  versions  of  the  workload  system
should  work  to  accommoda t e  a  more  repres e n t a t ive  mix  of  user  and
access  levels.

2.3.3 Sustained  Load  Testing

This  test  involves  executing  a  prede te r mine d  number  of  queries  on  the
system  and  repor t ing  statistics  based  on  those  queries.  Sustained  load
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should  reflect  125%  of  the  most  active  search  day  over  the  past  three
months  or  the  highes t  targe t  established  since  the  outse t  of  load  testing.
This  load  targe t  can  be  dete rmine d  via  log  queries  and  should  be  update d
quar t e r ly  as  needed.

2.3.3.1 Establishing  a  Baseline  for  Target  Load

Use  Splunk  logs  to  find  the  busies t  single  day  within  the  past  three
months .  If  the  curren t  workload  targe t  is  higher  than  any  day  within  the
past  three  months  then  keep  the  same  targe t .  Otherwise  targe t  25%  more
granule  and  collection  queries  from  the  busies t  single  day.

2.3.4  Spike  Load  Testing

(Note:  This  has  not  been  implemen t e d  in  CMR  at  this  point,  only  sustained
load  tests  are  curren tly  suppor t ed)  
If  the  intention  of  the  Sustained  Load  Test  is  to  ensure  sub- second
perform anc e ,  the  intention  of  Spike  Load  Testing  is  to  push  that
perform anc e  to  its  limits  and  observe  system  performa nc e  under  times  of
extreme  stress .

2.3.4.1 Load  Ramp  Up

This  test  will  begin  with  a  small  numbe r  of  concur r e n t  workers  running  at
sustained  load  as  described  above.  The  number  of  concur r e n t  users  will
then  be  periodically  increas ed  over  set  intervals.  These  the  number  and
spacing  of  timing  intervals  should  be  configurable ,  as  should  the  initial
numbe r  of  concur r e n t  users.

Example

(Note:  These  data  are  not  based  on  any  actual  metrics  gathe red  via  CMR
load  testing  and  are  randomized  numbe r s  being  used  to  illustra t e  principles
of  the  spike  load  test .)

Figure  2  1 1  shows  an  example  ramp  up,  star ting  with  4  users  for  the  first  10
minutes  of  the  test  and  then  doubling  in  number  for  each  successive  10  
minute  interval.  This  data  is  collected  over  6  intervals.  The  next  figure,
Figure  2  2  depicts  system  response  time  overlaid  on  the  concur r e n t  users  
line.  This  example  data  shows  that  system  perform a nc e  degrad es  
significantly  as  the  numbe r  of  users  increas es  beyond  32  concur r e n t  users.
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Figur e  2 1 .   Exampl e  Spike  Load  Test  Ramp  Up

Figur e  2 2 .   Exampl e  Spike  Load  Test  Ramp  Up

2.3.5 Post- Test  Repor ting  and  Pass/Fail  Criteria

The  intent  of  the  workload  perform a nc e  tests  is  to  ensure  no  degrad a t ion  as
code  changes  are  deployed  each  release .  As  such  the  performa n c e  of  each
workload  run  will  be  compare d  to  the  original  query  performa nc e  of  those
same  queries  in  produc tion.  Analysis  of  the  query  perform a nc e  will  be  based
on  the  following  metrics:

 Average  query  time
 Query  time  standa r d  deviation  
 95th  percen t ile
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 99th  percen t ile

If  any  of  the  metrics  are  more  than  20%  degrade d  when  compare d  to
opera tional  performa n c e  the  test  will  be  considere d  failed.  Furthe r
investigat ion  as  to  the  cause  of  the  perform anc e  degrada t ion  will  be
dete rmined  by  detailed  investiga tion  of  the  logs.

The  following  dashboa rd  will  be  used  to  repor t  workload  run  metrics:  

https://logs.ea r t h d a t a . n a s a .gov/en-
US/app/sea r c h/c m r_nga p_wl_sea rch_das h bo a r d

2.3.6 Freque ncy  of  Baseline  Refresh

Once  the  baseline  performa nc e  for  each  criterion  outlined  in  this  documen t
has  been  established,  it  is  expected  that  the  environm e n t  used  to  execute
search  load  testing  is  refreshe d  and  mirrore d  from  the  opera t ional  system
at  least  4  times  annually.  This  ensures  that  the  testing  is  kept  in  step  with
produc tion  with  respec t  to  inventory  size,  system  load,  as  well  as  hardw ar e
and  software  versions.

2.4 Inge s t  Load  and  Index  Criteria

The  curren t  ingest  workload  targe t  is  900K  granules  inges ted  over  24
hours.  The  900K  targe t  is  well  above  the  sustained  ingest  rate  from  all
missions  from  all  providers  forward  processing .  We  test  with  additional
ingest  load  to  accoun t  for  reprocessing  campaigns  that  occur  for  each
provider .  We've  seen  cases  where  a  provider  needs  to  resend  all  of  their
metada t a  (more  than  100  million  granules  for  some  providers)  and  during
these  times  we've  observed  ingest  rates  at  more  than  7  million  a  day.  In  the
future  we  should  determine  what  our  ingest  targe t  load  should  be.

2.5 Orderin g / S e rvi c e s  Criteria

This  documen t  will  be  updated  at  a  later  time  to  reflec t  workload
specification  for  ordering  and  service  invocation  performa nc e .

2.6 Refere n c e s

Performa nc e  Testing  Guidance  for  Web  Applications  
{+}  http://msdn.microsoft .com/en- us/libra ry/bb9243 7 5 . a s px + Load  Testing
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Appendix  6.1.1 . 1 . 1 .A Abbrevia t io n s  and
Acrony m s

ACL Access  Control  Lists
AKA Also  Known  As
CCB Configura t ion  Change  Board
CCR Configura t ion  Change  Reques t
CMR Common  Metada t a  Repository
DCN Documen t  Change  Notice
DIF Directo ry  Interchan g e  Forma t
ECHO Earth  Observing  System  (EOS)  Clearinghous e
ESDIS Earth  Science  Data  Informat ion  System
GSFC Goddard  Space  Flight  Cente r
ISO Interna t ional  Organiza tion  for  Standa r diza t ion  
JSON JavaScrip t  Object  Nota tion
JVM Java  Virtual  Machine
K thousand
OS Opera t ing  System
TBD To  be  dete rmined
URL Uniform  Resource  Locator
URS User  Regist ra t ion  Service
VM Virtual  Machine
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